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Abstract

Ordinary differential equations (ODEs) and partial differential equations (PDEs) arise

in most scientific disciplines that make use of mathematical techniques. As exact solu-

tions are in general not computable, numerical methods are used to obtain approximate

solutions. In order to draw valid conclusions from numerical computations, it is crucial

to understand which qualitative aspects numerical solutions have in common with the

exact solution. Symplecticity is a subtle notion that is related to a rich family of geo-

metric properties of Hamiltonian systems. While the effects of preserving symplecticity

under discretisation on long-term behaviour of motions is classically well known, in this

thesis

(a) the role of symplecticity for the bifurcation behaviour of solutions to Hamiltonian

boundary value problems is explained. In parameter dependent systems at a bifurcation

point the solution set to a boundary value problem changes qualitatively. Bifurcation

problems are systematically translated into the framework of classical catastrophe the-

ory. It is proved that existing classification results in catastrophe theory apply to

persistent bifurcations of Hamiltonian boundary value problems. Further results for

symmetric settings are derived.

(b) It is proved that to preserve generic bifurcations under discretisation it is nec-

essary and sufficient to preserve the symplectic structure of the problem.

(c) The catastrophe theory framework for Hamiltonian ODEs is extended to PDEs

with variational structure. Recognition equations for A-series singularities for func-

tionals on Banach spaces are derived and used in a numerical example to locate high-

codimensional bifurcations.

(d) The potential of symplectic integration for infinite-dimensional Lie-Poisson sys-

tems (Burgers’ equation, KdV, fluid equations, . . . ) using Clebsch variables is analysed.

It is shown that the advantages of symplectic integration can outweigh the disadvan-

tages of integrating over a larger phase space introduced by a Clebsch representation.

(e) Finally, the preservation of variational structure of symmetric solutions in mul-

tisymplectic PDEs by multisymplectic integrators on the example of (phase-rotating)

travelling waves in the nonlinear wave equation is discussed.

10



Acknowledgements

First and foremost, I would like to thank my supervisor Distinguished Professor Robert

McLachlan. Thank you for your excellent guidance, your open-door policy, our count-

less, fruitful discussions as well as our non-academical conversations and your enthusi-

asm. You have helped me grow as a person and researcher with academical advice and

with your encouragement to go to conferences and do research visits.

Next, I would like to thank the Marsden Fund of the Royal Society Te Apārangi
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Chapter 1

Introduction

1.1 The idea of bifurcation analysis and symplecticity

Hamiltonian systems occur as mathematical models that describe a wide range of phys-

ical systems ranging from classical mechanical systems describing the movement of

planets, particles, electrons in electrodynamics fields or molecular dynamics to hydro-

dynamical systems. Moreover, they can be utilised, for instance, when drawing sam-

ples from statistical distributions numerically using Hamiltonian Monte Carlo methods.

Mathematical models often contain parameters. Depending on the values of the pa-

rameters, a Hamiltonian boundary value problem might have a unique solution, no

solution, or many solutions. As parameters are varied, the set of solutions can undergo

qualitative changes, called bifurcations. In the simplest example, two solutions can

merge and annihilate as a parameter is varied. For instance, the Bratu problem, that

we will introduce as an example later, describes a combustion process which admits

two time-invariant heat distributions for parameter values µ . 3.51. As the parameter

value is increased, the heat distributions become more and more similar to each other

until they coincide at µ ≈ 3.51. If the parameter value is increased beyond this criti-

cal value then no invariant heat distribution exists. The situation is illustrated in the

bifurcation diagram plotted in Figure 1.1. The singular point at which the solutions

merge is called a bifurcation point.

When more parameters are present then solutions to boundary value problems

can interact in more complicated ways. Of particular relevance are those phenomena

which are stable and cannot be destroyed by introducing small perturbations since we

expect these to occur in models describing real world phenomena. When trying to

understand a mathematical model with parameters, then locating bifurcation points is

important because at these highly singular points the model behaviour changes quali-

tatively. However, as mathematical models consisting of ordinary or partial differential

13
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Figure 1.1: Two branches of solutions to the Bratu problem merge and annihilate in a
fold bifurcation at the parameter value µ ≈ 3.51.

equations typically exceed the complexity of differential equations for which exact solu-

tions can be obtained, solutions need to be computed numerically using an integration

scheme which discretises the model equation.

A structure present in Hamiltonian systems is symplecticity. It is well known that if

the model equations are Hamiltonian systems then preserving the symplectic structure

of the system under discretisation leads to excellent behaviour of the numerical solution

in long-term simulations. Advantages include excellent energy conservation properties

of the numerical solution, preservation of the topology of the phase portrait like the

absence of artificial attractors or the preservation of statistical quantities as well as

chaotic and non-chaotic behaviour. Indeed, the numerical solutions behave like exact

solutions of a nearby Hamiltonian system which is advantageous when analysing the

numerical solution and explains why the numerical solution shares so many geometric

properties with the exact solution.

Whether preserving symplectic structure when computing bifurcation diagrams for

boundary value problems is relevant or not is not clear a priori since the classical re-

sults refer to long-term integrations. In contrast, in typical boundary value problems

for Hamiltonian systems the problem is posed on a time-interval of fixed length. In this

thesis we show that there are bifurcation phenomena which are related to the symplec-

ticity of the problem. Indeed, we will translate Hamiltonian boundary value problems

systematically into critical point problems: solutions to boundary value problems cor-

respond to critical points x ∈ U of parameter dependent functions Sµ : U → R defined

on an open neighbourhood U in Rn with parameters µ. More precisely, we will show

that families of Hamiltonian boundary value problems up to symplectomorphisms cor-

respond to smooth function families up to stably right-equivalence (with notions to be

made precise later).

The bifurcation behaviour of critical points is classified in classical catastrophe the-

ory. We will show that the classification covers persistent bifurcations of Hamiltonian
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boundary value problems. We will prove that symplectic integration schemes preserve

all persistent bifurcations exactly while non-symplectic discretisation schemes destroy

certain persistent bifurcations. This means when bifurcation diagrams are computed

using a non-symplectic integrator on a Hamiltonian boundary value problem then in-

correct bifurcations can show up or bifurcation points can disappear.

1.2 Motivational example

Before providing a review of the relevant notions and a more rigorous and general

treatment, we give a motivational example which will sketch the relation between bi-

furcations of solutions to Hamiltonian boundary value problems and the bifurcation of

critical points of parameter dependent functions. It illustrates some key ideas and was

the starting point of the research findings presented in this work.

Let p, q be the standard coordinates of R2 with the standard symplectic structure

ω = dp∧dq. We consider the two-parameter family of Hamiltonian systems defined by

Hµ : R2 → R, Hµ(p, q) = p2 + µ1q + µ2q
2 + q4.

For µ ∈ R2 the time-τ -flow map φµ : R2 → R2 of the Hamiltonian vector field XH

assigns to initial values (p(0), q(0)) the solution of Hamilton’s equationsq̇(t) =
∂Hµ
∂p (p(t), q(t))

ṗ(t) = −∂Hµ
∂q (p(t), q(t))

(1.2.1)

at time τ . Each map φµ is symplectic. Let us consider the Dirichlet boundary value

problem

q(0) = q∗ q(τ) = Q∗ (1.2.2)

for q∗, Q∗ ∈ R. In other words, we look for orbits of the Hamiltonian flow which start

on the line R × {q∗} in the phase space R2 and end on the line R × {Q∗} at time τ .

Since solutions to initial value problems are unique, we can specify a solution to (1.2.1)

and (1.2.2) by the value p(0). This means we seek solutions p(0) to the equation

(q ◦ φµ)(p(0), q∗) = Q∗. (1.2.3)

Figure 1.2 shows a bifurcation diagram, i.e. a plot of solutions p(0) of (1.2.3) over

the µ-plane for the integration time τ = 4 and the boundary values q∗ = 0.2 = Q∗.

The plot shows a cusp bifurcation. Compared with the fold bifurcation displayed in

Figure 1.1 it requires two parameters to occur. Depending on the parameter values µ1,
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Figure 1.2: A plot of solutions p to the Hamiltonian boundary value problem (1.2.3)
over the parameter space for τ = 4, q∗ = 0.2 = Q∗ shows a cusp bifurcation. Depending
on the parameter values µ1, µ2 the problem has 3 or 2 solutions or 1 solution. To obtain
the plot the Hamiltonian flow was approximated using the symplectic Störmer–Verlet
scheme, which will be introduced in Example 3.3.2, with time step size 0.1.

µ2 the problem has 3 or 2 solutions or 1 solution in the considered range of param-

eters. The cusp bifurcation is one of the seven elementary catastrophes classified by

Thom (1973). The bifurcation persists under small perturbations, i.e. a small pertur-

bation of the Hamiltonian or the boundary condition results in a bifurcation diagram

which qualitatively looks like the bifurcation diagram of the unperturbed system shown

in Figure 1.2. This means that the above bifurcation is a persistent phenomenon in

Dirichlet problems for families of Hamiltonian systems with two parameters. (Notions

will be made more precise in the following chapters.)

The occurrence of bifurcations from Thom’s list of classical catastrophes (Table 1.1)

is related to the symplecticity of the maps φµ. Indeed, it is an instance of the fact

that many boundary value problems for symplectic maps are governed by catastrophe

theory which we will explain in the following chapters. Let us sketch the connection

here for Dirichlet problems for symplectic maps on R2n. Let φµ : (R2n, ω) → (R2n, ω)

denote a family of symplectic maps. We equip (R2n, ω) with Darboux coordinates

p1, . . . , pn, q
1, . . . , qn such that ω =

∑n
j=1 dpj ∧ dqj . Let π1, π2 : R2n × R2n → R2n

denote the projection to the first or second factor of the cross product R2n × R2n,

respectively. We equip R2n×R2n with the symplectic form ω⊕ (−ω) := π∗1ω−π∗2ω and

obtain coordinates p1, . . . pn, q
1, . . . , qn, P1, . . . Pn, Q

1, . . . , Qn on R2n × R2n by pulling

back the coordinates p1, . . . , pn, q
1, . . . , qn from R2n with π1 and π2. The graphs of the

symplectic maps can be embedded as Lagrangian submanifolds:

Γµ = {(p, q, φµ(p, q)) | (p, q) ∈ R2n} ⊂ (R2n × R2n, ω ⊕ (−ω)).
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ADE class name germ miniversal unfolding

A2 fold x3 x3 + µ1x
A3 cusp x4 x4 + µ2x

2 + µ1x
A4 swallowtail x5 x5 + µ3x

3 + µ2x
2 + µ1x

A5 butterfly x6 x6 + µ4x
4 + µ3x

3 + µ2x
2 + µ1x

D+
4 hyperbolic umbilic x3 + xy2 x3 + xy2 + µ3(x2 − y2) + µ2y + µ1x

D−4 elliptic umbilic x3 − xy2 x3 − xy2 + µ3(x2 + y2) + µ2y + µ1x
D5 parabolic umbilic x2y + y4 x2y + y4 + µ4x

2 + µ3y
2 + µ2y + µ1x

Table 1.1: Thom’s seven elementary catastrophes (Lu, 1976, p.89), (Gilmore, 1993,
p.66). The table shows all stable singularities for parameter families with at most
4 parameters up to right-left equivalence. Plotting the critical points x such that
∇xFµ(x) = 0 of a function family (miniversal unfolding) Fµ over the parameter space
we obtain bifurcation diagrams. Up to reparametrisation and parameter-dependent
changes of coordinates the fold looks like Figure 1.1 and the cusp looks like Figure 1.2.

The 1-form

α =

n∑
j=1

((q∗ − qj)dpj − (Q∗ −Qj)dPj)

on R2n×R2n is a primitive of ω⊕ (−ω) and, therefore, closed on the simply connected

submanifolds Γµ for each µ. Thus, there exists a family of primitives Sµ : Γµ → R
with dSµ = ι∗µα, where ιµ : Γµ ↪→ R2n × R2n is the natural inclusion. Where pj , Pj

(1 ≤ j ≤ n) constitutes a local coordinate system on Γµ, i.e. where det
(
∂(pj◦φµ)
∂qi

)
i,j
6= 0,

the problem

(q ◦ φµ)(p, q∗) = Q∗

is equivalent to ι∗µα = 0 or

dSµ = 0.

We can conclude that the bifurcations in the boundary value problem (1.2.2) for

families of symplectic maps φµ behave like the gradient zero problem or critical points

problem. Therefore, bifurcations of solutions are classified in catastrophe theory. If

no more than four parameters are present and the bifurcation cannot be destroyed by

introducing small perturbation terms then the problem must be equivalent to one of

Thom’s list of classical catastrophes (Table 1.1).

1.3 Further results of the dissertation

Next to the classification and the consideration of how symplectic integrators preserve

persistent bifurcations, we will use the catastrophe framework to analyse how typical
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boundary conditions such as Dirichlet boundary conditions can affect which bifurca-

tions occur. Indeed, we will prove that Dirichlet boundary conditions prohibit some

of the bifurcations which persistently occur in the full problem class of Hamiltonian

boundary value problems. Moreover, we will see that extra structure can cause more

bifurcations to occur as persistent phenomena than just the ones in Thom’s list (Ta-

ble 1.1). For instance, we will prove that in completely integrable systems a novel

pitchfork bifurcation occurs as a persistent phenomena. Moreover, if the Hamiltonian

and the boundary conditions are invariant under a symmetry action then the symmetry

is inherited by the corresponding critical points problem. This will constitute Part II

of the thesis, whereas Part I consists of a review of relevant notions and concepts.

In Part III we will consider three generalisations of the concept of Hamiltonian

ODEs to the PDE setting. First we will interpret Hamiltonian structure as the existence

of a variational principle. Using this viewpoint we can transfer catastrophe classification

results to a broad class of partial differential equations. In particular, we will develop

detection formulas for A-series bifurcations and show in a numerical experiment how

to locate high-codimensional bifurcations computationally.

As a second generalisation we consider infinite-dimensional Lie–Poisson systems.

These cover important PDEs such as Burgers’ equation, the Korteweg–de Vries equa-

tion (KdV), the Camassa-Holm equation and Euler’s fluid equations. Using Clebsch

variables, we will, on the example of Burgers’ equation and related equations, lift

the Lie–Poisson system to a Hamiltonian system defined on an infinite-dimensional

symplectic space, where, after discretisation, symplectic integration methods can be

applied. We will show that the advantages of symplectic integration can outweigh the

disadvantage of calculating on a larger phase space.

As a third generalisation of Hamiltonian ODEs to the PDE setting, we consider

multi-symplectic systems. Here we analyse how integration schemes which preserve

multi-symplectic structure can preserve structure that governs symmetric solutions

such as travelling waves in the nonlinear wave equation.



Part I

Review of relevant concepts

19
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The following part of the thesis provides some introductory notes to the mathemat-

ical concepts that are relevant to this thesis. In Chapter 2 we recall some elementary

notions in symplectic geometry and Hamiltonian systems and give first examples. In

particular, we introduce the notion of complete integrability and symmetries briefly, as

they will be relevant later on.

We proceed in Chapter 3 with basic notions in numerical analysis and introduce

(partitioned) Runge–Kutta methods. In particular, we recall the implicit and explicit

midpoint rule as well as the Störmer–Verlet scheme, which will be used in our nu-

merical simulations. Moreover, we recall the notion of symplectic integrators which is

essential to understand the implications of the main results of this thesis for numerical

computations.

Chapter 4 continues the review of concepts by recalling the scientific terminology

used when describing boundary value problems as well as by presenting some ideas of

solution strategies and discretisation schemes. In particular, we recall shooting meth-

ods, finite difference schemes, and Galerkin’s method. Moreover, we present numerical

continuation methods, which will be employed especially in Chapter 11 to compute

bifurcation diagrams.

We conclude the review with an introduction to some notions and concepts in

singularity theory and catastrophe theory in Chapter 5. We will give the reader an

idea of the mathematical meaning of the classification seen in Table 1.1 as well as

provide more illustrations of the elementary catastrophes. Moreover, we contrast the

classification of the bifurcation behaviour of critical points of a scalar-valued function

with the behaviour of roots of a function between spaces of the same dimension.

Throughout this work we will denote the end of a definition, example, observation,

or remark by 4. The end of a proof is denoted by �.



Chapter 2

Symplectic geometry and

Hamiltonian mechanics

The notions of symplecticity and Hamiltonian systems are of central importance for the

analysis done in this work. We will, therefore, review a selection of elementary notions in

symplectic geometry and Hamiltonian mechanics. References are Libermann and Marle,

1987; McDuff and Salamon, 2017. An introductory reference is Haro, 1998. Here, we

will simultaneously pursue a coordinate independent as well as a classical approach to

define required notions to obtain some flexibility in the presentation of arguments later.

Several alternative (equivalent) ways of introducing symplectic structures are presented

in V. I. Arnold, Khukhro, et al., 2007, Ch. 1.3. Some familiarity with basic notions in

differential geometry is assumed. For an introduction see, for instance, Warner, 1983.

We will remain in the setting of finite dimensional manifolds to avoid the technicalities

of infinite dimensional manifolds Kriegl and Michor, 1997. A development of the theory

of symplectic geometry and Hamiltonian systems on infinite dimensional linear spaces

can be found in Marsden and Ratiu, 1999b.

2.1 Preliminary definitions, examples, and observations

Definition 2.1.1 (Symplectic map on R2n). Let

J =

(
0 In

−In 0

)

be a matrix in R2n×2n, where In denotes an n-dimensional identity matrix. A dif-

feomorphism φ : R2n → R2n is symplectic (with respect to the symplectic structure J)

if

Dφ>(z)JDφ(z) = J

21
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for all z ∈ R2n, where Dφ(z) denotes the Jacobian matrix of the map φ at z and Dφ>(z)

its transpose. 4

The notion can be generalised as follows to allow for a coordinate free treatment.

Definition 2.1.2 (symplectic manifold). A smooth manifoldM equipped with a closed,

nondegenerate differential 2-form ω is called a symplectic manifold. 4

Definition 2.1.3 (symplectic map / symplectomorphism). A diffeomorphism φ : M →
M ′ between two symplectic manifolds (M,ω) and (M ′, ω′) is called a symplectic map

or symplectomorphism if φ∗ω′ = ω, where φ∗ denotes the pullback of the map φ. In

other words, for all m ∈M and all vectors v, w in the tangent space TmM at m

ω′φ(m)(dφm(v), dφm(w)) = ωm(v, w).

Here dφm(v) = φ∗(v) denotes the differential of φ at the point m evaluated at the

tangent vector v, i.e. the pushforward of v by φ. 4

The theory of Riemannian geometry, in which manifolds are equipped with a metric,

differs from the theory of symplectic geometry. One striking difference is that locally

all symplectic manifolds of the same dimension are symplectomorphic and a standard

form can be provided.

Theorem 2.1.1 (Theorem of Darboux). Let (M,ω) be a symplectic manifold. For each

m ∈ M there exists an open neighbourhood U ⊂ M around m and local coordinates

p1, . . . , pn, q
1, . . . , qn defined on U such that

ω =

n∑
j=1

dpj ∧ dqj .

In other words, any two symplectic manifolds M , M ′ are locally symplectomorphic, i.e.

around any two points p ∈M and p′ ∈M there exist open neighbourhoods U , U ′ and a

symplectomorphism φ : U → U ′.

Remark 2.1.1. The coordinate system p1, . . . , pn, q
1, . . . , qn are referred to as Darboux-

coordinates. To prove the theorem, one can first prove a linear version, i.e. prove that

skew-symmetric, nondegenerate bilinear forms on R2n (linear symplectic forms) can,

after a linear coordinate transformation, be represented by the matrix

J =

(
0 I

−I 0

)
.

Darboux’s theorem can then be proved for manifolds using a Moser-type argument

connecting two given symplectic forms ω0 and ω1 on a sufficiently small neighbourhood
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by a smooth family ωt of symplectic forms and constructing a smooth family ψt of

diffeomorphisms such that ψ∗t ωt = ω0. A proof can be found in Libermann and Marle,

1987. 4

Remark 2.1.2. From Darboux’s theorem it follows that the dimension of every sym-

plectic manifold M is even. Let us remark on a few global properties of symplectic

manifolds. Let dim(M) = 2n. It is easy to verify in Darboux coordinates that the n-th

exterior power ωn is nondegenerate. Thus, ωn is a volume form and M is orientable. It

follows that symplectic maps on M are orientation and volume preserving. However, if

n ≥ 1 then the group of symplectic maps is smaller then the group of volume preserving

maps (see e.g. Gromov’s non-squeezing theorem (McDuff and Salamon, 2017, Ch.12)).

Orientable surfaces (n = 1) admit symplectic structures: we can use their volume forms

as symplectic structures. However, not every even dimensional, orientable manifold ad-

mits a symplectic structure: spheres of dimension 2n with n ≥ 2 are counterexamples

as can be deduced from their algebraic topological structure.1 4

Remark 2.1.3. In the setting of Darboux’s theorem the vector fields of the coordi-

nate functions ∂
∂p1

, . . . , ∂
∂pn

, ∂
∂q1 , . . . ,

∂
∂qn constitute a local frame for the tangent bundle

TM →M over M . We have

ω

(
∂

∂pi
,
∂

∂qj

)
=

1, j = i

0, j 6= i
, ω

(
∂

∂qi
,
∂

∂qj

)
= 0, ω

(
∂

∂pj
,
∂

∂pi

)
= 0.

Thus, in the considered local frame the symplectic form ω corresponds to the nonde-

generate, skew-symmetric bilinear form that is represented by the matrix

J =

(
0 I

−I 0

)
,

where I denotes an identity matrix of size n× n. Moreover, the condition φ∗ω = ω for

a map on M to be symplectic translates to

Dφ>JDφ = J.

We have, thus, recovered Definition 2.1.1. 4

Example 2.1.1 (Cotangent bundle). An important example of a symplectic manifold is

the cotangent bundle. Let us describe its canonical symplectic structure in detail. Con-

sider a smooth manifold X. The cotangent bundle π : T ∗X → X admits a symplectic

1A 2n-dimensional sphere S2n with n ≥ 2 is a compact manifold without boundary. Therefore, its
volume form µ cannot have a primitive (by Stokes’s theorem) and the cohomology class [µ] must be
nontrivial. However, the cohomology class [ωn] = [ω ∧ . . . ∧ ω] = [ω] ∪ . . . ∪ [ω] for any 2-form ω is
trivial because the second cohomology class of S2n is zero. Here ∪ denotes the cup-product. Thus, ωn

cannot be a volume form and ω cannot be a symplectic form.
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structure which can be defined canonically2 as follows: define the 1-form λ on T ∗X by

λα(v) = α(dπ|α(v)) for all α ∈ T ∗X, v ∈ TαT ∗X.

The 1-form λ is called the Liouvillian-1-form. The symplectic structure on T ∗X is

given as ω = dλ. Indeed, the 2-form ω is closed since d2 = 0, as required. Let us give

a description of ω in local coordinates to show non-degeneracy as well as for reference

later. For all α ∈ T ∗X we find local coordinates x1, . . . , xn for X centred at π(α).

Define coordinates p1, . . . , pn, q
1, . . . , qn on T ∗X by

qi = xi ◦ π and pi as the linear extension of pi(γ) = γ

(
∂

∂xi

)
for 1 ≤ i ≤ n.

For α ∈ T ∗X we calculate

λα

(
∂

∂qi

∣∣∣∣
α

)
= α

(
dπ|α

(
∂

∂qi

∣∣∣∣
α

))
=

n∑
j=1

α

(
∂

∂xj

∣∣∣∣
π(α)

)
dxj |π(α)

(
dπ|α

(
∂

∂qi

∣∣∣∣
α

))

=
n∑
j=1

α

(
∂

∂xj

∣∣∣∣
π(α)

)
d (xj ◦ π)︸ ︷︷ ︸

=qj

|α
(

∂

∂qi

∣∣∣∣
α

)

=
n∑
j=1

α

(
∂

∂xj

∣∣∣∣
π(α)

)
· δij

= α

(
∂

∂xi

∣∣∣∣
π(α)

)
= pi(α)

where δ is the Kronecker delta with δij = 1 if i = j and 0 otherwise. Similarly,

λα

(
∂

∂pi

∣∣∣∣
α

)
=

n∑
j=1

α

(
∂

∂xj

∣∣∣∣
π(α)

)
d (xj ◦ π)︸ ︷︷ ︸

=qj

|α
(

∂

∂pi

∣∣∣∣
α

)
= 0.

Therefore,

λ =

n∑
i=1

(
λ

(
∂

∂qi

)
dqi + λ

(
∂

∂pi

)
dpi

)
=

n∑
i=1

pidq
i.

We obtain

ω =

n∑
i=1

dpi ∧ dqi (2.1.1)

2In a coordinate independent way
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which is nondegenerate since ωn = ω ∧ . . . ∧ ω is a volume form. 4

Different notions exist for submanifolds of symplectic manifolds to describe how

the symplectic structure degenerates when restricted to a submanifold. Of central

importance for this work is the notion of Lagrangian submanifolds, defined below, on

which ω fully degenerates. A framework which we will develop to describe bifurcations

of solutions to certain boundary value problems will involve the intersection of such

manifolds in an ambient symplectic manifold.

Definition 2.1.4 (isotropic, Lagrangian, symplectic, coisotropic submanifold). Let

(M,ω) be a symplectic manifold of dimension 2n. Consider an inclusion ι : L ↪→M of

a submanifold L into M . If ι∗ω = 0, i.e.

∀m ∈ L ∀v, w ∈ TmL : ωm(v, w) = 0,

then L is called isotropic. If L is isotropic and dimL = n then L is called Lagrangian.

If (L, ι∗ω) constitutes a symplectic manifold then L is called symplectic. If

TmL
⊥ω := {v ∈ TmM : ω(v, w) = 0 for all w ∈ TmL} ⊆ TmL

then L is called coisotropic. 4

Remark 2.1.4. A Lagrangian submanifold L of a symplectic manifold M is maximally

isotropic as well as minimally coisotropic. 4

The following calculus result is handy when working with cotangent bundles.

Proposition 2.1.2. Consider the cotangent bundle π : T ∗X → X over a smooth man-

ifold X with the canonical symplectic structure ω = dλ defined in Example 2.1.1. If

β : X → T ∗X is a 1-form on X then

β∗λ = β.

Here β on the left hand side of the assertion is to be interpreted as a map β : X → T ∗X

and on the right hand side as a 1-form on X.

Proof. Let x ∈ X and w ∈ T ∗xX. We have

β∗λx(w) = λβ(x(w))(dβ|x(w)) = β(x)(dπ|β(x)(dβ|x(w)))

= β(x)(d( π ◦ β︸ ︷︷ ︸
=id: X→X

)x(w))) = βx(w).
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Corollary 2.1.3. Since pullback and an application of the differential operator d com-

mute it follows that β(X) is a Lagrangian manifold of (T ∗X,dλ) if and only if the

1-form β is closed.

Example 2.1.2. Of importance to this project is the following relation of symplectic

maps with Lagrangian submanifolds: consider the symplectic manifold (M,ω) with lo-

cal Darboux coordinates (p, q) = (p1, . . . , pn, q
1, . . . , qn) and (M̃, ω̃) with local Darboux

coordinates (P,Q) = (P1, . . . , Pn, Q
1, . . . , Qn). Define the projections π : M × M̃ →M

and π̃ : M × M̃ → M̃ . The manifold (M × M̃, ω×) with ω× = π∗ω − π̃∗ω̃ is a sym-

plectic manifold with local Darboux coordinates (p,Q, q, P ). Here, we do not differen-

tiate between a coordinate function qj , pj , Q
j , Pj and its pullback with the appropriate

projection to simplify notation. The graph L of a symplectic map φ : M → M̃ is a

Lagrangian submanifold of (M × M̃, ω×) because

(idM , φ)∗(ω×) = ω − φ∗ω = 0.

Conversely, the above calculation shows that a Lagrangian submanifold of M × M̃ de-

fines a symplectic map wherever it can be written as a graph over M , i.e. parametrized

by the coordinates p, q. 4

In the following chapter we will relate boundary value problems for symplectic

maps to the problem of finding critical points of a smooth function. To construct these

functions we will need the classical tool of generating functions.

Definition 2.1.5 (generating functions). We continue in the setting of Example 2.1.2.

However, we drop the requirement that L is the graph of a symplectic map. Consider

the following locally defined differential one-forms on (M × M̃, ω×).

θ1 =
n∑
j=1

qjdpj −QjdPj θ2 =
n∑
j=1

qjdpj + PjdQ
j ,

θ3 =

n∑
j=1

−pjdqj −QjdPj θ4 =

n∑
j=1

−pjdqj + PjdQ
j .

The one-forms fulfil dθj = −ω× such that each θj is closed on Lagrangian submanifolds

L of M×M̃ and therefore, by the Poincaré Lemma, admits a local primitive Sj : L̃→ R,

where L̃ ⊂ L. The function Sj is called a generating function of type j for L. If L is the

graph of a symplectic map φ then we also say generating function of type j for φ. 4

We can express the generating functions introduced in Definition 2.1.5 in local

coordinates: wherever (p, P ) = (p1, . . . , pn, P1, . . . , Pn) constitutes a local coordinate

system on L we can express S1 as a map in (p, P ). We write S1 = S1(p, P ) and
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consider
n∑
j=1

∂S1

∂pj
dpj +

∂S1

∂Pj
dPj = dS1 = θ1 =

n∑
j=1

qjdpj −QjdPj . (2.1.2)

The differential 1-forms dpj , dqj , dPj , dQj constitute a local frame for the cotangent

bundle over M × M̃ and provide at each point (m, m̃) a basis for T ∗(m,m̃)(M × M̃).

Therefore, comparing coefficients in (2.1.2) we can conclude that L can be recovered

locally as {
(p, q, P,Q)

∣∣∣qj =
∂S1

∂pj
(p, P ),−Qj =

∂S1

∂Pj
(p, P )

}
. (2.1.3)

On the other hand, a map S1 of (p, P ) generates a Lagrangian submanifold via (2.1.3).

Analogously, if (p,Q) constitutes local coordinates on L then we can express S2 =

S2(p,Q) and recover L locally as{
(p, q, P,Q)

∣∣∣qj =
∂S2

∂pj
(p,Q), Pj =

∂S2

∂Qj
(p,Q)

}
.

If (q, P ) constitutes local coordinates on L then we can express S3 = S3(q, P ) and

recover L locally as{
(p, q, P,Q)

∣∣∣− pj =
∂S3

∂qj
(q, P ),−Qj =

∂S3

∂Pj
(q, P )

}
.

If (q,Q) constitutes local coordinates on L then we can express S4 = S4(q,Q) and

recover L locally as{
(p, q, P,Q)

∣∣∣− pj =
∂S4

∂qj
(q,Q), Pj =

∂S4

∂Qj
(q,Q)

}
.

The collection of generating functions defined in Definition 2.1.5 is by no means

complete but there are other primitives θ of −ω× inducing truly different generating

functions. An example is θ =
∑n

j=1(pj − Pj)dqj + (Qj − qj)dPj .
Let us now recover the notions of classical Hamiltonian mechanics in the presented

setting.

Definition 2.1.6 (Hamiltonian system). A symplectic manifold (M,ω) equipped with

a smooth map H : M → R is called a Hamiltonian system. 4

Definition 2.1.7 (Hamiltonian vector field). Let (M,ω,H) be a Hamiltonian system.

Since the 2-form ω is nondegenerate, there exists a unique vector field XH on M such

that

dH = −ω(XH , .).

The vector field XH is called Hamiltonian vector field for (M,ω,H). 4
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In a frame induced by Darboux coordinates p1, . . . , pn, q1, . . . , qn the Hamiltonian

vector field with respect to the system (M,ω,H) is given as

XH =
n∑
j=1

∂H

∂pj

∂

∂qj
− ∂H

∂qj

∂

∂pj
(2.1.4)

and its flow lines γ : I →M , where I ⊂ R is an open neighbourhood of 0, fulfil the first

order ordinary differential equation

d

dt
(qj ◦ γ)(t) =

∂H

∂pj
(γ(t)) and

d

dt
(pj ◦ γ)(t) = −∂H

∂qj
(γ(t))

for j ∈ {1, . . . , n}. Abbreviating qj◦γ with qj and pj◦γ with pj the differential equation

reads

q̇j =
∂H

∂pj
(p, q) and ṗj = −∂H

∂qj
(p, q) for all j ∈ {1, . . . , n}, (2.1.5)

where q̇j and ṗj denote time derivatives. Using the local coordinate z = (p, q) the

differential equation reads

ż = J−1∇H(z), (2.1.6)

Definition 2.1.8 (Hamilton’s equations, motions and flow). If XH is a Hamiltonian

vector field then the flow equation

d

dt
γ(t) = XH(γ(t))

as well as its expression in Darboux coordinates (2.1.5) or (2.1.6) are called Hamilton’s

equations. The flow lines of a Hamiltonian vector field XH are called motions of the

system and the flow map for XH is called a Hamiltonian flow. 4

Hamilton’s equations are form invariant under symplectic changes of coordinates.

Moreover, only symplectic transformation leave Hamilton’s equations invariant for all

Hamiltonians. Indeed, this is the historical motivation to consider symplectic transfor-

mations. The statements are made precise in the following proposition.

Proposition 2.1.4 (symplectic change of coordinates). Let (M,ω,H) be a Hamiltonian

system and let φ be a symplectic map. Define H̃ = H ◦ φ−1. The Hamiltonian vector

fields XH̃ and XH are φ-related, i.e. for all z ∈M

XH̃(φ(z)) = φ∗(XH(z)) = dφ|z(XH(z)).

Therefore, under a symplectic change of coordinates Hamilton’s equations d
dtγ(t) =

XH(γ(t)) translate to d
dt γ̃(t) = XH̃(γ̃(t)), where γ̃ = φ ◦ γ, i.e. Hamilton’s equations
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are left form invariant. Moreover, symplectic maps are exactly the diffeomorphisms

which leave Hamilton’s equations form invariant for all Hamiltonians.

Proof. Let z̃ = φ(z). We have

−ωz̃(XH̃(z̃), ·) = d(H ◦ φ−1)|z̃ = dH|z ◦ dφ−1|z̃ = −ωz(XH(z),dφ−1|z̃(·))

= −ωz(dφ−1|z̃(dφ|z(XH(z))), dφ−1|z̃(·)) = −(φ−1)∗(ωz̃)(dφ|z(XH(z)), ·)

Notice that to each v ∈ TzM there exists H such that XH(z) = v. Now XH̃(z̃) =

φ∗(XH(z)) for all Hamiltonians H and z ∈M if and and only if the last expression of

the calculation above coincides with −ωz(dφ|z(XH(z)), ·) for all H and z. That is true

if and only if (φ−1)∗(ωz̃) = ωz.

Remark 2.1.5. The proof of Proposition 2.1.4 can be done in local coordinates as fol-

lows.

˙̃z = Dφ(z)ż = Dφ(z)J−1∇H(z) = Dφ(z)J−1∇(H̃ ◦ φ)(φ−1(z̃))

= Dφ(z)︸ ︷︷ ︸
(∗)
= J−1Dφ(z)J

J−1Dφ−1(φ(z))∇H̃(z̃)
(∗)
= J−1∇H̃(z̃).

The equations (∗) hold for all H and z if and only if φ is symplectic. This means Hamil-

ton’s equations are form invariant exactly under symplectic changes of coordinates. 4

Example 2.1.3. The movement of a particle of unit mass in a gravitational field V : Rn →
R can be described by Newton’s law of motion as ẍ = −∇V (x), where x(t) ∈ Rn

describes the position of the particle at time t. Setting q = x and p = ẋ the equations

of motion arise as Hamilton’s equations on R2n equipped with the standard symplectic

structure for the Hamiltonian

H(p, q) =
1

2
〈p, p〉+ V (q),

where 〈, 〉 denotes the Euclidean scalar product in Rn. 4

2.2 Conservation laws for Hamiltonian systems

Proposition 2.2.1. Let (M,ω,H) be a Hamiltonian system. The Hamiltonian H is a

constant of motion, i.e. for any flow line γ : I → R of the Hamiltonian vector field XH

we have H ◦ γ = H.

Proof. For all τ ∈ I

d

dt

∣∣∣∣
τ

(H ◦ γ)(t) = dH|γ(τ)(γ̇(τ)) = −ωγ(τ)(XH(γ(τ)), γ̇(τ)) = −ωγ(τ)(γ̇(τ), γ̇(τ)) = 0.
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Quantities that are constant along motions are also called integrals of motion.

Proposition 2.2.2. At each time τ the Hamiltonian flow φτ of a Hamiltonian system

(M,ω,H) defines a symplectic map.3

Proof. Using the definition of the Lie-derivative and the properties of a flow map

d

dt

∣∣∣∣
t=τ

φ∗tω =
d

dt

∣∣∣∣
t=0

(φ∗τ ◦ φ∗t )ω = φ∗τ

(
d

dt

∣∣∣∣
t=0

φ∗tω

)
= φ∗τLXHω.

Using Cartan’s formula for the Lie derivative it follows that

LXHω = ιXH dω︸︷︷︸
=0

+d ιXHω︸ ︷︷ ︸
=−dH

= 0,

where ιXHα denotes the contraction of a differential form α with the vector field XH .

As φ0 = id we conclude φ∗τω = ω.

Remark 2.2.1. Alternatively, Proposition 2.2.2 can be proved in local coordinates: ex-

pressing the flow φt and the Hamiltonian H in local Darboux coordinates z = (p, q) we

obtain
d

dt
φt(z) = J−1∇H(φt(z)).

Differentiation w.r.t. z yields

d

dt
Dφt(z) = J−1Hess(H)(φt(z))Dφt(z),

where Dφt(z) denotes the Jacobi-matrix of the flow map φt at z and Hess(H)(φt(z))

the Hessian matrix of H at φt(z). We have

d

dt
(Dφt(z)

>JDφt(z)) = (J−1Hess(H)(φt(z))Dφt(z))
>JDφt(z)

+ Dφt(z)
> JJ−1︸ ︷︷ ︸

=Id

Hess(H)(φt(z))Dφt(z)

= Dφt(z)
>Hess(H)(φt(z)) J

−TJ︸ ︷︷ ︸
=−Id

Dφt(z)

+ Dφt(z)
>Hess(H)(φt(z))Dφt(z)

= 0

3If the vector field XH is not complete, this statement holds locally.
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Let I be the identity matrix of dimension dim(M). Together with

Dφ0(z)>JDφ0(z) = IJI = J

the above calculation shows that the flow map is symplectic. 4

Remark 2.2.2. The symplecticity of Hamiltonian flows corresponds to the conserva-

tion of a certain quadratic quantity. In the setting of Remark 2.2.1, solutions to the

augmented system

ż = J−1∇H(z)

v̇1 = J−1HessH(z)v1

v̇2 = J−1HessH(z)v2.

(2.2.1)

with initial data (z(0), v1(0), v2(0)) are given as

z(t) = φt(z(0)), v1(t) = Dφt(z(0))v1(0), v2(t) = Dφt(z(0))v2(0).

As can be deduced from the calculation in Remark 2.2.1, symplecticity of the flow

map of ż = J−1∇H(z) is equivalent to the conservation of the quadratic quantity

Q(z, v1, v2) = v>1 Jv2

by the flow of the augmented system (2.2.1). 4

Definition 2.2.1 (Poisson bracket). For two smooth functions f, g : M → R on a

symplectic manifold (M,ω) we define the Poisson bracket {f, g} : M → R of f and g

by

{f, g} := ω(Xf , Xg)

where Xf and Xg denote Hamiltonian vector fields with respect to f and g. 4

In the following, the evaluation of a vector field X at the (germ of a locally defined)

function f is denoted by X(f). This corresponds to the Lie derivative of f along the

vector field X, i.e. LX(f). The following properties of the Poisson bracket can be

computed directly from the definition.

Lemma 2.2.3. We have

{f, g} = ω(Xf , Xg) = −df(Xg) = −Xg(f).

Lemma 2.2.4. We have

[Xf , Xg] = X{f,g}.



CHAPTER 2. SYMPLECTIC GEOMETRY & HAMILTONIAN MECHANICS 32

Proof. Let Y be a vector field.

−ω(X{f,g}, Y ) = d{f, g}(Y )

= (dω(Xf , Xg))(Y )

= −(dιXf ιXgω)(Y )− (ιXf d(ιXgω)︸ ︷︷ ︸
=−d2g=0

)(Y )

= −
(
d ◦ ιXf + ιXf ◦ d)(ιXgω

)
(Y )

(Cartan’s formula) = −LXf
(
ιXgω

)
(Y )

(Lie derivative of 1-form) = −LXf
(
(ιXgω)(Y )

)
+ (ιXgω)(LXf (Y ))

= −LXf (ω(Xg, Y )) + ω(Xg,LXf (Y ))

(Leibniz rule to first term) = −LXf (ω)︸ ︷︷ ︸
=0

(Xg, Y )− ω(LXf (Xg), Y )

= −ω([Xf , Xg], Y ).

The claim follows by the nondegeneracy of ω.

Lemma 2.2.5. The Poisson bracket fulfils the Jacobi-identity,

{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.

Proposition 2.2.6. The Poisson bracket is skew-symmetric and bilinear over R and

fulfils the Jacobi identity. Therefore, the Poisson bracket is a Lie bracket on the space

C∞(M) of smooth functions M → R. Moreover, since [Xf , Xg] = X{f,g} the map

f 7→ Xf defines a Lie-algebra homomorphism (C∞(M), {·, ·}) → (Γ(TM), [., .]). Here

Γ(TM) denotes the vector fields on M (sections of the tangent bundle) and [·, ·] the

commutator of vector fields.

Remark 2.2.3. Using (2.1.4) we can express the Poisson bracket locally in Darboux

coordinates as

{f, g} =
n∑
j=1

∂g

∂qj

∂f

∂pj
− ∂g

∂pj

∂f

∂qj
.

4

Remark 2.2.4. Sign conventions for ω, XH or {·, ·} as well as the ordering of the coor-

dinates p ,q or q, p are not consistent in the literature (Hall, 2013; Bates and Weinstein,

1997; Golubitsky, I. Stewart, and Marsden, 1987; Brugnano, Iavernaro, and Trigiante,

2012; Libermann and Marle, 1987). Notice that in other sign conventions f 7→ Xf can

be an anti-homomorphism in contrast to Proposition 2.2.6. 4
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Proposition 2.2.7. Let (M,ω,H) be a Hamiltonian system with Hamiltonian vector

field XH and flow map φt. Let f : M → R be a smooth function. The function f is an

integral of motion if and only if {H, f} = 0

Proof. We have
d

dt
f ◦ φt = (df ◦ φt)(XH ◦ φt) = {H, f} ◦ φt.

Definition 2.2.2 (Poisson commuting). Functions f, g with {f, g} = 0 are said to

Poisson commute. 4

Later in this work we will investigate boundary value problems in Hamiltonian

systems. For these problems not only symplectic structure will play a role: sometimes

a Hamiltonian system has more integrals of motion than the Hamiltonian which can

have an effect on how solutions to boundary value problems behave as parameters are

varied. Let us introduce the notion of complete integrability. These are systems which

have a maximal set of Poisson commuting integrals.

Definition 2.2.3 (Completely (Liouville) integrable system). Let (M,ω,H) be a Hamil-

tonian system with dimM = 2n. If there exist n pairwise Poisson commuting integrals

of motion f1, . . . , fn such that the differentials df1, . . . ,dfn are linearly independent

on a dense open subset M0 of M then (M,ω,H) is a completely (Liouville) integrable

system. 4

Example 2.2.1. Any Hamiltonian system with n = 1 is a completely integrable system if

the complement of {x ∈M : dHx = 0} is open and dense since the Hamiltonian itself is

a conserved quantity. Moreover, sums of completely integrable systems are completely

integrable: consider two completely integrable systems (M,ω,H), (M ′, ω′, H ′) and the

projections π : M×M ′ →M and π′ : M×M ′ →M ′. Then the system (M×M ′, π∗ω+

π′∗ω′, H ◦ π +H ′ ◦ π′) is completely integrable. 4

A motion in a completely integrable system will remain in a common level set of

f1, . . . , fn. Moreover, a motion is either entirely contained in M0 or in its complement

M \M0.4 The non-empty level sets of f |M0 = (f1, . . . , fn)|M0 : M0 → R are Lagrangian

submanifolds of M0 of dimension n. These are invariant under the flow of Xf1 , . . . , Xfn

and form integral submanifolds of the (integrable) foliation spanned by the vector fields

Xf1 , . . . , Xfn on M0. The flow of XH is a linear combination of Xf1 , . . . , Xfn with co-

efficients that are constant on each level set. Let N denote a connected component

of a non-empty level set of f |M0 and assume that Xf1 |N , . . . , Xfn |N are complete vec-

tor fields. We are now prepared to make assertions about global properties of the

4One can verify that non-degeneracy of df1 ∧ . . . ∧ dfn is preserved along motions.
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Hamiltonian system. Indeed, the following theorem says that in the compact case

N is isomorphic to a torus or otherwise isomorphic to the cross product of a torus

with a suitable Euclidean space. Moreover, motions on N are affine linear in suitable

coordinates.

Theorem 2.2.8 (angle-coordinates). In the setting described above, there exists an

integer 0 ≤ k ≤ n and a diffeomorphism Ψ: Rk/Zk × Rn−k ∼→ N . The universal

covering Rn → Rk/Zk×Rn−k =: T induces coordinates on T. Composing the coordinate

functions with Ψ−1 we obtain global coordinates x1, . . . , xn on N . The diffeomorphism

Ψ can be chosen such that the Hamiltonian flow φt on N is an affine linear map

φt(x) = x+ tv for a fixed v ∈ Rn.

The diffeomorphism is constructed using the linear action of Rn on N induced by

the commuting Hamiltonian flows φXf1 , . . . , φXfn :

(
(t1, . . . , tn), y

)
7→ (φ

Xf1
t1
◦ . . . ◦ φXfntn )(y)

The space T is constructed by quotienting out the isotropy group of the above action

with respect to some point on N . Moreover, using the constants of motions f1, . . . , fn

we can extend the coordinate system x1, . . . , xn of N to a coordinate system of a

neighbourhood of N as made more precise by the following

Theorem 2.2.9 (action-angle-coordinates). Assume that N is compact. There exists

an open neighbourhood U ⊂M0 of N such that f |U : U → f(U) is a trivial fibre bundle

with a symplectic trivialisation φ : U → (Rn/Zn) × f(U). The symplectic structure on

(Rn/Zn)× f(U) ⊂ R2n is induced by the standard symplectic structure on R2n.

Remark 2.2.5. The coordinates in the above theorems are called action-angle coordi-

nates and the level sets f |−1
U (a) are called Liouville tori. The coordinates x1, . . . , xn

can be interpreted as angle-coordinates. The term action refers to the values of the

constants of motion f1, . . . , fn. For proofs of the above theorems see, e.g., V. I. Arnold,

1989. 4

Example 2.2.2. Consider the Hamiltonian H(p, q) = H̃(q) on (R2n, ω) with the standard

symplectic structure. Hamilton’s equations in the notation of (2.1.5) read

q̇ = 0, ṗ = −∇H̃(q).

The coordinate functions q1, . . . , qn are n functionally independent, Poisson commuting

constants of motion, i.e. dq1, . . . ,dqn are linearly independent at each point in R2n. The



CHAPTER 2. SYMPLECTIC GEOMETRY & HAMILTONIAN MECHANICS 35

motion to the initial value (q0, p0) is described by the linear map

t 7→

(
p0

q0

)
+ t

(
−∇H̃(q0)

0

)
. 4

Example 2.2.3. Consider the frictionless mathematical pendulum (massm = 1, massless

incompressible rod of length 1, gravitational acceleration g = 1) whose deflection angle

q is described by the differential equation q̈ + sin(q) = 0. A first order formulation is

given by Hamilton’s equations for the Hamiltonian system

H(p, q) =
1

2
p2 − cos(q) (2.2.2)

on the symplectic manifold M := R × R/(2πZ) where the symplectic structure and

the coordinates p, q are induced by the standard structures on the covering manifold

R2. Define M0 := (R×R/(2πZ)) \ {(0, 0), (0, π)}. The system is completely integrable

since the Hamiltonian H is a constant of motion, dH 6= 0 for (p, q) ∈ M0 and XH is

a complete vector field. A phase portrait, i.e. a plot of level sets of H, is displayed

in Figure 2.1. The points (0, 0), (0, π) are equilibria since dH|M\M0
vanishes. The

invariant set H−1(1) is the union of two homoclinic orbits joining the saddle equilibrium

(0, π) with itself. However, the motions on H−1(1)\{(0, π)} do not reach (0, π) in finite

time.

Moreover, H−1(1) separates the phase space M into three connected components

corresponding to three different ways the pendulum can behave: the level sets lying

in the compact component which contains the point (p, q) = (0, 0) correspond to os-

cillations of the pendulum back and forth or calmly hanging down at (p, q) = (0, 0).

The orbits in the component containing (p, q) = (p, 0) with p >
√

2 and the component

containing (p, q) = (p, 0) with p < −
√

2 correspond to a rotation of the pendulum.

The movements on the separatrix described by the mathematical model are of a rather

theoretical nature: at the saddle equilibrium (0, π) the mathematical pendulum stands

on its rod and a movement starting on any other points of the separatrix approaches

the state (0, π) while becoming arbitrarily slow. 4

In general, the motions in completely integrable systems cannot leave their Liouville

tori and are called quasi-periodic motions. In case of compact Liouville tori the motions

are periodic if and only if there exists a nontrivial Z-linear combination of v1, . . . , vn to

zero, where v comes from the angle-coordinate-theorem Theorem 2.2.9. The angles v

can be thought of as belonging to the Liouville torus since each motion x+ tv running

on the torus has the same v. The case where v1, . . . , vn are not Z-linearly dependent is

called the non-resonant case.

It is of interest what happens to the Liouville tori if the Hamiltonian system is
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Figure 2.1: Level sets of the Hamiltonian H(p, q) = 1
2p

2 − cos(q) for the mathematical
pendulum

perturbed slightly such that complete integrability is destroyed. This question is an-

swered by perturbation theory for integrable systems or KAM-theory, where KAM stands

for Kolmogorov, Arnold and Moser. An introduction can be found in V. I. Arnold,

Khukhro, et al., 2007. Roughly speaking, under non-degeneracy conditions most non-

resonant tori deform and persist for sufficiently small perturbations but get destroyed

when the perturbation becomes too large. Destroyed tori are being replaced by a set

in the phase space where motion (in many cases) becomes chaotic. How much pertur-

bation a torus can resist depends on how irrational the frequency vector v is. A typical

condition that allows statements about persistence is the Diophantine condition: there

exist α, β > 0 such that

|
n∑
j=1

kjvj | ≥ β‖k‖−α (2.2.3)

for all k ∈ Zk \ {0} (V. I. Arnold, Khukhro, et al., 2007, Ch.6).

Example 2.2.4. Returning to the mathematical pendulum from Example 2.2.3, we in-

troduce a small time periodic forcing term in the vertical direction

q̈ = − sin(q)− ε sin(t) (2.2.4)

with ε ∈ R. It has the time dependent Hamiltonian

H̃(t, p, q) =
1

2
p2 − cos(q) + ε sin(t)q. (2.2.5)

To obtain an autonomous, i.e. a time-independent Hamiltonian H, we interpret t as a

second component of the q-variable and introduce its conjugate momentum as a second
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component of the p-variable. We obtain

H : R3 × R/2πZ→ R

(p, q) = (p1, p2, q1, q2) 7→ 1

2
p2

1 + p2 − cos(q1) + ε sin(q2)q1.
(2.2.6)

Notice that we have lifted the variable q1, which corresponds to q in (2.2.4) and (2.2.5),

from R/2πZ to R. On the contrary, we consider q2, which corresponds to the time

variable t in (2.2.4) and (2.2.5), as a variable on R/2πZ rather than on R, where the

time variable was originally defined. This setting takes into account that the forcing is

2π-periodic and will turn out to be convenient in the analysis.

Hamilton’s equations are

q̇1 = p1

q̇2 = 1

ṗ1 = − sin(q1)− ε sin(q2)

ṗ2 = −ε cos(q2)q1.

Now we can analyse the four-dimensional phase portrait. If ε = 0 then we obtain

a completely integrable Hamiltonian system with integrals H and p2. The invariant

manifolds coincide with the Cartesian product of (periodic continuations of) the invari-

ant manifolds of the free mathematical pendulum with the q2-circle R/2πZ. However,

increasing ε, the regular movements get more and more destroyed. Since q̇2 = 1 every

orbit is transversal to the (Poincaré-) section q2 = 0 and returns to the section every

2π time units. To obtain an illustration of the phase space movement, we plot the

intersection points of a motion with the section q2 = 0 for 10000 periods of the forcing

term. This corresponds to the image of 10000 iterates of a so called Poincaré map. A

projection of the image to the q1, p1-plane is displayed in Figure 2.2. The figure shows

several orbits, i.e. iterates for various initialisations. The solid lines show the phase plot

of the unperturbed system, for orientation. One can see that orbits near the separatrix

of the unperturbed system have dissolved. Other periodic orbits have broken up into

periodic islands surrounded by chaotic regions.

The plot in Figure 2.2 was obtained numerically. Hamilton’s equation were solved

using the symplectic Störmer–Verlet scheme which will be introduced in Example 3.3.2.

Indeed, symplectic methods capture important qualitative features of Hamiltonian sys-

tems as will be made more precise in Section 3.5. 4
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Figure 2.2: Subset of the phase portrait of the perturbed system H̃(t, q, p) = 1
2p

2 −
cos(q)+ε sin(t)q with ε = 0.02. The underlying dynamics have been calculated for 1000
periods of the forcing term using the Störmer–Verlet scheme (Example 3.3.2) with 30
steps per period. The plot shows every 30th calculated point. For orientation, the thin
black solid lines show the phase plot of the unperturbed system.

2.3 Symplectic symmetries

Symmetries are an important concept in Hamiltonian dynamics as they help to un-

derstand the motion of the system and allow for reductions to smaller dimensional

systems. Let us briefly introduce the notions required in the following chapters. For a

more extensive study consult, for instance, Marsden, Misiolek, et al., 2007.

2.3.1 Continuous symmetries

A Lie group G is a smooth manifold which has the structure of a group. Consider a

Lie group action of G on a smooth manifold M , i.e. a group homomorphism

σ : G 7→ Diff(M), g 7→ (m 7→ g.m)

such that the map

G×M 7→M, (g,m) 7→ g.m

is smooth. Here Diff(M) denotes the group of diffeomorphisms on M . If (M,ω) is a

symplectic manifold and σ(G) ⊂ Diff(M) is a subgroup of the symplectomorphisms on

M then the group action is called symplectic.

Notice that symplectic group actions σ : G 7→ Sp(M) leave the symplectic form

ω of M invariant. Thus, if a Hamiltonian H of a Hamiltonian system (M,ω,H) is

invariant under all symplectomorphisms σ(g) for g ∈ G then the equations of motions

are invariant such that motions are mapped to motions under σ(g) for every g ∈ G.

We refer to symplectic group actions leaving H invariant as continuous symmetries of
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the Hamiltonian system.

Under mild assumptions on the group action there is a deep relation between con-

served quantities and continuous symmetries of Hamiltonian systems, explained by the

famous Noether theorem: in the abelian case, to a k-dimensional symplectic group

action one can construct a k-dimensional conserved integral of motion. (Under non-

degeneracy conditions the integrals are independent.) See Hairer, Lubich, and Wanner,

2013, Ch. VI for details. On the other hand, the ideas presented in the paragraph pre-

ceding the angle-coordinates theorem (Theorem 2.2.8) can be made precise and it can

be shown that flow maps of conserved quantities give rise to symplectic group actions.

2.3.2 Time reversal symmetry

Let us introduce a non-continuous symmetry, which frequently appears in Hamiltonian

systems: the time reversal symmetry. For this, we need the concept of related vector

fields which has already been mentioned in Proposition 2.1.4.

Definition 2.3.1 (related vector fields). Let M and N be smooth manifolds and

ρ : M → N a smooth map. Two vector fields X ∈ Γ(TM), Y ∈ Γ(TM) are called

ρ-related if

ρ∗X = ρ∗Y,

where ρ∗X denotes the push-forward of X and ρ∗Y the pull-back of Y . In other words

dρ ◦X = Y ◦ ρ. 4

Example 2.3.1. Recall from Proposition 2.1.4 that the Hamiltonian vector fields XH

and XH◦φ−1 are φ-related if φ is symplectic. 4

Definition 2.3.2 (reversible vector field). LetM be a smooth manifold and ρ : M →M

be a diffeomorphism with ρ2 = −id. A vector field X ∈ Γ(TM) is called ρ-reversible if

and only if X is ρ-related to −X. 4

Proposition 2.3.1. Let φt denote the flow map of a ρ-reversible vector field X ∈
Γ(TM) on a smooth manifold M at time t. Then

ρ ◦ φt = φ−t ◦ ρ.

Proof. The claimed equality holds for t = 0 and differentiating ρ ◦ φt as well as φ−t ◦ ρ
with respect to t shows that both maps are flow maps of −X. Therefore the claim

follows by the uniqueness property of flow maps.

Definition 2.3.3 (time-reversal Hamiltonian system). A Hamiltonian system with a

ρ-reversible Hamiltonian vector field is called a time-reversal Hamiltonian system. 4
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In time-reversal Hamiltonian systems the motions remain invariant if one applies ρ

to the phase space and inverts time.

Example 2.3.2. The Hamiltonian system (R2n, ω,H) for the standard symplectic struc-

ture with mechanical Hamiltonian

H(p, q) =
1

2
〈p, p〉 − V (q)

is a time-reversal Hamiltonian system. The map ρ is given as ρ(p, q) = (−p, q). The

motions of H remain invariant if time as well as all momenta p are reversed. The

unperturbed pendulum is a concrete example of a mechanical Hamiltonian system (see

Figure 2.1). 4



Chapter 3

Numerical integration and

structure preserving methods

Let us follow Hairer, Lubich, and Wanner, 2013 to define and characterize numerical

schemes to solve ordinary differential equations (ODEs) that take into account geomet-

ric structures and conserved quantities of the flow. For a general introduction to ODE

theory and numerical approaches we refer to Atkinson, Han, and D. E. Stewart, 2011.

3.1 Basic notions of numerical methods

Consider the following non-autonomous system of first order ordinary differential equa-

tions

ẏ = f(t, y) (3.1.1)

where f is defined near a point (t0, y0) ∈ R× Rn.

Definition 3.1.1 (one-step method). A numerical-one-step method assigns a map

Φh : y0 7→ y1 to a sufficiently regular ODE (3.1.1), a start-time t0 and all sufficiently

small parameters h > 0. The map Φh is called a one-step map. 4

If defined, we say that the sequence {yj+1 = Φh(yj)}Nj=1 with h = τ
N approximates

a solution of the initial value problem (3.1.1) with y(t0) = y0 on the interval [t0, t0 + τ ]

at the time steps {t0 + jh}Nj=1 (regardless of how good the approximation is).

So called multi-step methods are implicitly defined by relating all elements (but a

finite number of start values) of an approximating sequence with a finite number of

previous elements. Formally, these methods are equivalent to one-step methods acting

on higher dimensional spaces.

Definition 3.1.2 (order of a method). A method is of order p if p ∈ N is the largest

41
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integer such that for all n ∈ N and all analytic f : R× Rn → Rn in (3.1.1)

y1 − y(t0 + h) = O(hp+1) as h→ 0. (3.1.2)

Here y denotes the solution to the initial value problem (3.1.1) with y(t0) = y0. The

above term is called local error. If p > 0 then the method is called consistent. 4

Remark 3.1.1. To define the order of a method with respect to the class of analytic

functions f is convenient because by the Cauchy–Kowalevski theorem (see, for instance,

Teschl, 2012, §4) solutions are unique and analytic such that (3.1.2) is defined. It is

interesting to note that defining the order of a method only for the class of scalar

f : R → R leads to a different order theory, not just for exotic methods but even

for classical classes of integrators like Runge–Kutta methods (see definition below), as

remarked in Butcher, 2009. 4

Remark 3.1.2. By definition, the order of convergence of a numerical method is defined

asymptotically as h → 0 and does not per se contain information on how the method

behaves for large or moderate time-steps. Depending on the conditioning of the ODE,

one might be forced to choose the step-size h very small to enjoy convergence properties.

4

Remark 3.1.3 (adaptive methods). An ODE can be differently conditioned in different

parts of the phase space. While in some parts small step-sizes are required to keep

the accuracy of the method within a certain tolerance, in other parts choosing larger

steps can be admissible and boost efficiency. It can, therefore, be advantageous to

vary the step-size h during the integration process dynamically. Such methods are

called adaptive and can be significantly more efficient (Ilie, Söderlind, and Corless,

2008). Adapting the time steps dynamically can be interpreted as solving a modified

system with a non-adaptive method (Hairer, Lubich, and Wanner, 2013, Ch. VIII.2).

However, in general the modified system will not inherit geometric structures from

the initial problem. For some approaches to introduce adaptive time-stepping while

preserving a Hamiltonian structure of a system see Hairer, Lubich, and Wanner, 2013,

Ch. VIII. 4

3.2 Runge–Kutta methods

An important class of one-step-methods are Runge–Kutta methods. Consider the fol-

lowing scheme of real numbers, called Butcher tableau,

c A

b>
, (3.2.1)
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where A ∈ Rs×s is a real matrix and b, c ∈ Rs are real column vectors.

Definition 3.2.1 (Runge–Kutta method). Let ci in (3.2.1) correspond to the ith row

sum of A, i.e. ci =
∑s

j=1 aij for i = 1, . . . , s. The s-stage Runge–Kutta method corre-

sponding to the Butcher tableau (3.2.1) and to the step-size h is a numerical one-step

method. Applied to the ODE (3.1.1) it is defined as the map y0 7→ Φh(y0) = y1, where

y1 = y0 + h
s∑
i=1

biki with ki = f

t0 + cih, y0 + h
s∑
j=1

aijkj

 , i = 1, . . . , s.

(3.2.2)

The values ki are called stages. 4

Remark 3.2.1. If the matrix A is a lower triangular matrix then (3.2.2) provides explicit

formulas for Φh(y0). In that case the method is called explicit. Otherwise the method

is called implicit and the calculation of y1 in (3.2.2) requires the solution of a system

of equations. Therefore, the above scheme (3.2.2) will not induce a well defined map

y0 7→ y1 for all Butcher tableaux, step-sizes h and general ODEs (3.1.1). We will

consider only those Runge–Kutta methods, which induce a well defined map at least

for the class of linear, invertible functions f : y 7→ f(y) in (3.1.1). Given such a method,

the existence and locally uniqueness of the map y0 7→ y1 for more general regular ODEs

can be obtained by the implicit function theorem for sufficiently small parameters h. 4

Remark 3.2.2 (B-series). Computing the formal Taylor series of the local error y1 −
y(y0 + h) around h = 0 for a general Runge–Kutta method applied to (3.1.1) with

y(t0) = y0 one can find conditions on the components A = (aij), b = (bi), c = (ci) of

the Butcher tableaux for the method to be of order p. For p ≤ 3 these are given by

∑s
i=1 bi = 1∑s
i=1 bi = 1,

∑s
i=1 bici = 1

2∑s
i=1 bi = 1,

∑s
i=1 bici = 1

2 ,
∑s

i=1 bic
2
i = 1

3 , b>Ac = 1
6

for order 1, 2 and 3 respectively (see Hairer, Lubich, and Wanner, 2013, p. 25). However,

to construct Runge–Kutta methods of high order it is necessary to allow a quickly

growing number of stages s to make sure that the equations representing the order

conditions are solvable. If one limits the number of stages s and/or requires the method

to be explicit, then limits for the order p, so called order barriers, can be derived

(Butcher, 2009). To compute series expansions of solutions y(t0 + h) to (3.1.1) and of

Runge–Kutta methods applied to (3.1.1) in the step-size h (so called B-series) in order

to obtain order conditions for higher order Runge–Kutta methods, it is convenient to

use a clever notation making use of rooted trees. J.C. Butcher obtained a formal power
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series expansion of Runge–Kutta methods and could write down a general expression for

order conditions. See Butcher, 2010 for a review. An introduction to B-series and trees

including some historical remarks can be found in McLachlan, Modin, Munthe-Kaas,

et al., 2017 as well as in Hairer, Lubich, and Wanner, 2013, Ch. III. 4

Below we present the scheme as well as the Butcher tableau of some Runge–Kutta

methods of low order from Hairer, Lubich, and Wanner, 2013, Ch. II.1.1.

3.2.1 Order p = 1.

� Explicit Euler method.

y1 = y0 + hf(t0, y0),
0 0

1

� Implicit Euler method.

y1 = y0 + hf(t0 + h, y1),
1 1

1

3.2.2 Order p = 2.

� Implicit trapezoidal rule.

y1 = y0 +
h

2

(
f(t0, y0) + f(t0 + h, y1)

)
,

0 0 0

1 1/2 1/2

1/2 1/2

� Implicit midpoint rule.

y1 = y0 + hf

(
t0 +

1

2
h,
y0 + y1

2

)
,

1/2 1/2

1

� Heun’s method.

y1 = y0 +
1

2
h
(
f(t0, y0) + f(t0 + h, y0 + hf(t0, y0))

)
,

0 0 0

1 1 0

1/2 1/2
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� Explicit midpoint method.

y1 = y0 + hf

(
t0 +

1

2
h, y0 +

1

2
hf(t0, y0)

)
,

0 0 0

1/2 1/2 0

0 1

3.2.3 Order p = 4.

Examples of a Runge–Kutta methods of order 4 are the methods RK4 given by the

Butcher tableau
0

1/2 1/2

1/2 0 1/2

1 0 0 1

1/6 1/3 1/3 1/6

and the 3/8-rule

0

1/3 1/3

2/3 −1/3 1

1 1 −1 1

1/8 3/8 3/8 1/8.

Notice that both methods are explicit such that the one-step maps are cheap to

evaluate numerically.

3.3 Partitioned methods

In the following we concentrate on autonomous first order differential equations. Recall

that any time-dependent system (3.1.1) can be replaced by an autonomous system by

adding the differential equation ṫ = 1 to the set of ODEs and the initial condition

t(0) = t0 if an initial value problem is considered. See the perturbed mathematical

pendulum (Example 2.2.4), for instance.

It can be useful to treat different variables in initial value problems with different

numerical methods. Consider the following differential equations in partitioned form

ẏ = f(y, z), ż = g(y, z). (3.3.1)

In (3.3.1) the vector valued functions y and z are allowed to be of different dimension.
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Definition 3.3.1 (partitioned Runge–Kutta method). Consider the two tableaux

c A

b>
ĉ Â

b̂>

each corresponding to s-stage Runge–Kutta methods. A partitioned Runge–Kutta

method for (3.3.1) is given by (y0, z0) 7→ (y1, z1) where

y1 = y0 + h
s∑
i=1

biki, z1 = z0 + h
s∑
i=1

b̂ili

ki = f

y0 + h
s∑
j=1

aijkj , z0 + h
s∑
j=1

âijlj

 , li = g

y0 + h
s∑
j=1

aijkj , z0 + h
s∑
j=1

âijlj

 .

4

Example 3.3.1 (Symplectic Euler method). The symplectic1 Euler method or semi-

implicit Euler method is represented by the Butcher tableaux

1 1

1

1 0

1
.

This corresponds to the scheme

y1 = y0 + hf(y1, z0)

z1 = z0 + hg(y1, z0).
(3.3.2)

Here the y-variable is treated with the implicit Euler scheme while the z-variable is

treated with the explicit Euler method. 4

Example 3.3.2 (Störmer–Verlet scheme). Another example is the second order accurate

Störmer–Verlet scheme, which we will frequently employ in our numerical simulations.

It is given by the Butcher tableaux

0 0 0

1 1/2 1/2

1/2 1/2

1/2 1/2 0

1/2 1/2 0

1/2 1/2

.

Notice that the above scheme becomes explicit if f does not depend on y and g does

1The name will be explained in the following.
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not depend on z. In that case we obtain

y1 = y0 + hf

(
z0 +

1

2
hg(y0)

)
z1 = z0 +

1

2
h (g(y0) + g(y1)) .

The term z0+ 1
2hg(y0) can be interpreted as a first order approximation of z1/2 using the

explicit Euler method. For reference, we give the formulas of the 2nd order symplectic

Störmer–Verlet numerical integration scheme for Hamilton’s equations (2.1.5). The

method reads

pn+1/2 = pn −
h

2
∇qH(pn+1/2, qn)

qn+1 = qn +
h

2

(
∇pH(pn+1/2, qn) +∇pH(pn+1/2, qn+1)

)
pn+1 = pn+1/2 −

h

2
∇qH(pn+1/2, qn+1).

The scheme is explicit if the coordinate expression of the Hamiltonian function H

separates the variables q and p, i.e. if H is of the form

H(p, q) = K(p) + V (q).

This is the case for mechanical Hamiltonians, for instance. If H separates q and p then

the Störmer–Verlet integration scheme is commonly referred to as Leapfrog method

(Hairer, Lubich, and Wanner, 2013, p. I.3.1).

4

3.4 Adjoint and symmetric methods

Definition 3.4.1 (adjoint method and symmetric method). If Φh is a numerical one

step method, then Φ∗h := Φ−1
−h is called the adjoint method to Φh. If Φ∗h = Φh then the

method is called symmetric. 4

Example 3.4.1. The implicit Euler method is the adjoint method to the explicit Euler

method. The trapezoidal rule and the midpoint rule are symmetric. 4

Remark 3.4.1. The flow map φτ at time τ of a vector field fulfils φ−1
τ = φ−τ . Symmetric

numerical methods preserve a discrete version of this property. 4
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3.5 Symplectic integrators

Hamiltonian flows are symplectic (see Chapter 2). Let us introduce numerical methods

which preserve this property.

3.5.1 Definitions and examples

Definition 3.5.1 (symplectic numerical method). A numerical (one-step) method as-

signs to Hamilton’s equations for a Hamiltonian system locally defined one-step maps

Φh. If for all smooth Hamiltonians H there exists h0 > 0 such that for all 0 < h < h0

the map Φh is symplectic then the numerical method is called symplectic. 4

Remark 3.5.1. Often the restriction to positive h in Definition 3.5.1 can be lifted and

the condition 0 < h < h0 be replaced by |h| < h0. Using the latter condition in the

definition of a symplectic method, a method is symplectic if and only if its adjoint

method is symplectic. 4

Example 3.5.1. The symplectic Euler method applied to a Hamiltonian system in the

standard form (2.1.5) reads

q1 = q0 + h∇pH(p0, q1)

p1 = p0 − h∇qH(p0, q1).

The adjoint scheme is given by

q1 = q0 + h∇pH(p1, q0)

p1 = p0 − h∇qH(p1, q0).

In the formula above the indices are used as in (3.3.2) and do not denote vector com-

ponents. It can be calculated that the Jacobian matrix of the map Φh : (p0, q0)> 7→
(p1, q1)> is symplectic (Hairer, Lubich, and Wanner, 2013, Thm. 3.3) for h in a small

neighbourhood of 0. It follows that the symplectic Euler method and its adjoint method

are symplectic numerical methods. 4

Example 3.5.2. Applied to the first order formulation q̇ = p, ṗ = −∇V (q) of the second

order problem ẍ = −∇V (x) the Störmer–Verlet scheme coincides with Φh/2◦Φ∗h/2 where

Φh/2 is the symplectic Euler scheme. Thus, the Störmer–Verlet scheme is symplectic on

this problem class. It is also symplectic–but implicit–on general Hamiltonian systems.

See Hairer, Lubich, and Wanner, 2003, pp. 412–414 for four different proofs. 4
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3.6 Further approaches and variational integrators

If a symplectic method is implicit, the equations that occur need to be solved up to

round-off error to preserve symplecticity. See Tan, 2005 for an analysis of symplectic

Runge–Kutta methods (which are all implicit) combined with fixed point iterations or

Newton iterations. In Geiser, Lüskow, and Schneider, 2015 an approach is presented

to efficiently tackle non-separable Hamiltonian systems. A class of semi-implicit inte-

grators is introduced which are symplectic only on separable Hamiltonian systems but

still perform well on non-separable Hamiltonian systems.

There is a variety of approaches to construct and analyse symplectic integrators.

Conditions on the coefficients of general Runge–Kutta methods and partitioned Runge–

Kutta methods can be derived (Hairer, Lubich, and Wanner, 2013, Ch. VI.4). More-

over, the composition of symplectic methods leads to new symplectic methods. For a

construction of symplectic method bases on the Hamilton–Jacobi equation see Hairer,

Lubich, and Wanner, 2013, Ch. VI.5.

Another approach is to discretise Hamilton’s principle. In the continuous formula-

tion the principle states that a motion (q(t), q̇(t)) of a Hamiltonian system is a critical

point of the action integral

S(q) =

∫ t1

t0

L(q(t), q̇(t))dt

among all curves q with q(t0) = q0 and q(t1) = q1 for given q0 and q1. Here, L is called

the Lagrangian of the problem. Using an approximation of the integral Lh(qn, qn+1) ≈∫ tn+1

tn
L(q(t), q̇(t))dt as a generating function leads to a symplectic map (qn, pn) 7→

(qn+1, pn+1) which can be used as a one-step map. See Hairer, Lubich, and Wanner,

2013, Ch. VI.6 and references therein for an analysis and examples.

3.7 Preservation of Hamiltonian structure – energy con-

servation

While symplectic integrators preserve the symplectic structure of a Hamiltonian system

exactly, the numerical flow does not leave the Hamiltonian invariant. However, as will

be made precise in the following, there exists a modified Hamiltonian which is preserved

exponentially well on exponentially long time intervals. The numerical flow looks like

the exact flow of a slightly perturbed Hamiltonian system and the numerical solution

appears to have the correct structural properties.

Theorem 3.7.1. Consider a Hamiltonian system with analytic Hamiltonian H : D →
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R with D ⊂ R2n. Apply a symplectic integrator Φh of order p with step-size h to Hamil-

ton’s equations. Consider a numerical solution y0, y1, . . . that remains in a compact set

K ⊂ D. Expanding Φh(y) in h we obtain

Φh(y) = y + hJ−1∇H(y) + h2d2(y) + h3d3(y) + . . . .

Assume that all dj are analytic and do not grow too fast in j, i.e. there exists M ∈ R
such that ‖dj(y)‖ ≤M j for all y ∈ K. Then there exists a formal power series

H̃(y) = H(y) + hpH̃p+1(y) + hp+1H̃p+2(y) + . . .

and h0 ∈ R and N(h) ∈ Z such that

H̃≤N(h)(yn) = H̃≤N(h)(y0) +O
(
e−

h0
2h

)
(3.7.1)

H(yn) = H(y0) +O (hp) (3.7.2)

for all n ∈ N with nh ≤ e
h0
2h (exponentially long) for a constant h0 ∈ R. Here H̃≤N(h)

denotes the truncation after the N th summand of the formal power series H̃ and N(h)

is the largest integer satisfying hN(h) ≤ h0.

The assumptions formulated in Theorem 3.7.1 on the method Φh are fulfilled for

all introduced symplectic methods. The formal power series H̃ can be obtained using

a technique called backward error analysis. However, the series does in general not

converge for h in an open neighbourhood of 0. Therefore, to obtain (3.7.1) one has to

work with a truncated series and introduce an error term which is exponentially small

in h−1. Decreasing h the truncation error in the Hamiltonian H̃ decreases exponentially

(see (3.7.1)), while the truncation index N(h) only grows like h−1. Moreover, in the

sense of formal power series in h, the symplectic map Φh is the flow of the modified

equation ẏ = J−1∇H̃(y) such that we can refer to H̃ as a Hamiltonian rather than just

a modified conserved quantity. See chapter IX in Hairer, Lubich, and Wanner, 2013 for

a proof of Theorem 3.7.1 and further details.

The excellent energy2 preservation property of the symplectic Störmer–Verlet scheme

is illustrated in Figure 3.1. While the energy error H(q, p) − H(q0, p0) oscillates and

remains bounded for the 2nd order accurate symplectic integrator (hinting at the exis-

tence of a modified conserved quantity), the energy error for the non-symplectic explicit

midpoint rule, which is of the same order, grows linearly on the simulated time interval

when applied to the Hamiltonian H(q, p) = 1
2p

2 − cos(q) of the free pendulum (2.2.2)

with step-size 0.1. We can see a clear advantage of the symplectic method for long-term

2Here, energy refers to the Hamiltonian. In many applications in physics the Hamiltonian represents
the energy of the system.
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Figure 3.1: The figure to the left shows the energy error of the symplectic Störmer–
Verlet scheme and the non-symplectic explicit midpoint rule (RK2) applied to the
Hamiltonian system of the free pendulum H(q, p) = 1

2p
2 − cos(q) from (2.2.2). The

initial values (q0, p0) = (1, 1) and the step-size h = 0.1 were used to obtain the plots.
The plot to the right shows the long time behaviour of the energy error for the Störmer–
Verlet scheme. Here, only every 105th point is plotted.

simulations.



Chapter 4

Boundary value problems

Boundary value problems for differential equations are systems of differential equations

together with specified values of a sought solution and its derivative at specific points.

Unfortunately, there are no theorems similar to the Picard-Lindelöf theorem for initial

value problems for ODEs available to clarify in a general setting under which conditions

a solution to a boundary value problem exists or is unique. However, many different

classes of problems have been analysed, see e.g. Bernfeld and Lakshmikantham, 1974;

Bailey, 1968. Indeed, in the following chapters non-uniqueness of solutions to boundary

value problems is an essential part of our investigations: we will analyse how the

topology of solution sets to boundary value problems changes as parameters in the

problem are varied (bifurcations), link bifurcation behaviour to the intrinsic structure

of the boundary value problem and point out implications for numerical computations.

4.1 Typical boundary conditions

Before presenting numerical approximation schemes for boundary value problems, let

us review some typical boundary conditions.

4.1.1 Boundary value problems for ordinary differential equation

For F : R× Rn × Rn → Rn consider the ordinary differential equation (ODE)

ẏ = F (t, y, ẏ) (4.1.1)

and the boundary condition

g(y(a), y(b)) = 0. (4.1.2)

The equations (4.1.1) and (4.1.2) constitute a boundary value problem, where y : [a, b]→
Rn is sought. The ODE (4.1.1) together with the boundary condition (4.1.2) constitute

52
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a boundary value problem. Typically, (4.1.2) consists of n independent equations. If

g(y(a), y(b)) = y(a)− y0

for some y0 ∈ Rn then the problem is called an initial value problem (IVP). If the

expression g(y(a), y(b)) genuinely depends on y(a) and y(b) then the problem is called

a 2 point boundary value problem. If g(y(a), y(b)) is of the form

g(y(a), y(b)) =

(
ga(y(a))

gb(y(b))

)

then the boundary condition is called separated. If n = 2m and

g(y(a), y(b)) =



y1(a)
...

ym(a)

y1(b)
...

ym(b)


−



ya0

yb0


for ya0 , y

b
0 ∈ Rm then the problem is called a Dirichlet problem. Furthermore, a Dirichlet

problem is homogeneous if ya0 = 0 = yb0. A Dirichlet problem arises, for example, when

formulating the problem

ü = f(t, u, u̇) u(a) = ua, u(b) = ub

with ua, ub ∈ Rm and f : R × Rm × Rm → R as a 1st order system of ODEs. The

problem

ü = f(t, u, u̇) u̇(a) = ua, u̇(b) = ub

is called a Neumann problem and ua, ub ∈ Rm are called the Neumann data of the

problem. Combining Dirichlet and Neumann boundary conditions component wise in

a linear way to

uj(a) + αjau̇
j(a) = βja, u

j(b) + αjbu̇
j(b) = βjb , 1 ≤ j ≤ m

with αa, βa, αb, βb ∈ Rm we obtain Robin boundary conditions. The problem

ü = f(t, u, u̇) u(a) = ua, u̇(a) = u̇a

is called a Cauchy problem. Its 1st order formulation is an IVP.
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4.1.2 Boundary value problems for partial differential equation

The above definitions are also used in the setting of partial differential equations

(PDEs). For F : Ω × RM → R with a domain Ω ⊂ Rk and M ∈ N we consider

the PDE

F
(
x, u, {uxi1}i1 , {uxi1i2}i1i2 , . . . , {uxi1i2...il}(ij)j

)
= 0. (4.1.3)

Equation (4.1.3) depends on x ∈ Ω (space-time) and the l-jet of u. The PDE is to be

solved for u : Ω→ R. Assume that ∂Ω is sufficiently regular, e.g. piecewise smooth. A

typical boundary condition has the form

G
(
u, {uxi1}i1 , {uxi1i2}i1i2 , . . . , {uxi1i2...il}(ij)j

)
= 0 on ∂Ω.

If we specify u|∂Ω then we obtain a Dirichlet problem. Specifying the normal derivative

un along ∂Ω we obtain a Neumann problem. A condition of the form

g1u+ g2un = g

for given g1, g2, g : ∂Ω→ R is called a Robin condition.

The mentioned boundary conditions appear, for example, when modelling the tem-

perature of material/fluids using the heat equation. Dirichlet boundary conditions

model a heat distribution on the surface ∂Ω that is constant in time while homoge-

neous Neumann conditions un|∂Ω correspond to an insulated vessel (no heat transfer

through the surface ∂Ω). Robin boundary conditions refer to convection heating or

cooling of the material in the region bounded by Ω (Larsson and Thomée, 2003).

4.2 Shooting or marching methods

There are different strategies available for solving boundary value problems for differ-

ential equations. One of them is called a shooting method or marching method.

Consider the two-point boundary value problem(
q̇

ṗ

)
= F

(
q

p

)
, q(ta) = qa, q(tb) = qb (4.2.1)

for a map F that is locally Lipschitz-continuous on a sufficiently large domain in R2n,

where the curves q and p are sought. Let
(
q( · ; pa), p( · ; pa)

)
: [ta, tb]→ R2n denote the

solution to the initial value problem(
q̇(t; pa)

ṗ(t; pa)

)
= F

(
q(t; pa)

p(t; pa)

)
, q(ta; pa) = qa, p(ta; pa) = pa. (4.2.2)
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The problem (4.2.1) can now be translated into the task of finding all pa ∈ Rn such that

q(tb; pa) = qb because solutions to initial value problems are unique. This explains the

name shooting or marching method: using an initial guess pa the evaluation of q(tb; pa)

corresponds to shooting or marching to the endpoint at time tb. The value q(tb; pa) can

then be compared to qb in order to improve the next guess for pa. This may be repeated

until the distance ‖q(tb; pa)−qb‖ is below a given tolerance or until the updates of pa in

each step become smaller then a specified value. In computations, a solution to (4.2.2)

for a given pa can be approximated using an ode solver that is efficient and accurate

for the problem F . The equation q(tb; pa) − qb = 0 can then be solved using another

numerical method as, for example, Newton’s method, fix-point iterations or, in the

one-dimensional case, using a bisection type algorithm.

Whether a solution is found using this approach and which solution is approximated

highly depends on the initial guess. In the one-dimensional case one can evaluate

pa 7→ q(tb; pa)− qb (with low accuracy) on a grid to obtain good initial guesses (change

of sign) for a bisection type algorithm. In this way we can find all solutions pa in a given

interval provided that the grid is fine enough and F is sufficiently regular. Another

idea to obtain good initial guesses for q(tb; pa) − qb = 0 is to use the solutions of a

nearby problem or a series of problems converging to the original problem (4.2.1). This

is particularly helpful if the original problem is a small perturbation of a well-behaved

problem or if a whole series of problems has to be solved anyway. This idea is known

as continuation and has the nice side effect that one can see how a solution evolves

with the perturbation parameter. Some refinements of this approach will be presented

in Section 4.5.

Shooting methods are not constrained to problems which are strictly of the form

(4.2.2). To illustrate this, consider, for instance, the following problem which contains

first derivatives

q(ta) = qa, αq(tb) + βq̇(tb) = γ

with α, β, γ ∈ Rn and assume that solutions
(
q(·; pa), q(·; pa)

)
to the initial value prob-

lem (4.2.2) can be obtained numerically to sufficient accuracy. The problem reduces to

finding the roots pa of

αq(tb; pa) + β(πq ◦ F )(q(tb; pa), p(tb; pa))− γ = 0,

where πq denotes the projection to the q-components. Again, a root-finding algorithm

can be used to obtain solutions.

Stability issues can occur when shooting methods are applied over long time-

intervals. If so, it can be useful to subdivide the time-interval [a, b] into sub-intervals

ta = t0 < t1 < . . . < tN = tb. The values of the solution at the time steps ti are
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sought. The condition that all pieces fit together continuously and that the start and

endpoints fulfil the initial boundary condition is considered as a (high-dimensional)

boundary value problem. The advantage is that the numerical integration only needs

to take place over each sub-interval rather than the full interval. Such integrations can

be done in parallel. The technique is called multiple shooting. Details can be found,

for instance, in Gander and Vandewalle, 2007.

4.3 Finite difference methods

In Chapter 3 we reviewed Runge–Kutta methods to solve initial value problems for

ODEs. Let us present another method to discretise differential equations which is also

applicable for PDEs.

We illustrate the idea of finite difference schemes on the Bratu problem: for a

domain Ω ⊂ Rn with topological boundary ∂Ω let us consider the following elliptic

PDE with Dirichlet boundary condition

∆u+ µeu = 0, u|∂Ω = 0 (4.3.1)

where µ ∈ R is a parameter and ∆ denotes the Laplace operator. The problem is

known as the n-dimensional Bratu problem. It appears in models describing chemi-

cal reactions (combustion model, chemical reactor theory) and the expansion of the

universe (Chandrasekhar model). An analytical solution is available for n = 1. See

Mohsen, 2014 for a survey on different approaches to solve this problem numerically

and for references to applications.

Consider the square Ω = [0, 1] × [0, 1] in the x,y-plane. We introduce the grid

{(xi, yj)}i=0,...,N+1,j=0,...,M+1 with uniform spacing ∆x = 1
N+1 in the x-direction and

uniform spacing ∆y = 1
M+1 in the y direction. There are N ·M interior grid points

{(xi, yj)}i=1,...,N,j=1,...,M which are not determined by the boundary condition and must

be calculated.

The central difference formula f(x+h/2)−f(x−h/2)
h is a 2nd order approximation in h

of the derivative f ′(x) for a regular map f . Applying this formula again to f ′(x+h/2)

and f ′(x− h/2) we obtain the 2nd order accurate approximation

f ′′(x) ≈ f(x+ h)− 2f(x) + f(x− h)

h2
. (4.3.2)

We denote an approximation to u(xi, yi) for a solution u of (4.3.1) by ui,j . Using (4.3.2)

to approximate the partial derivatives ∂2

∂x2 and ∂2

∂y2 we obtain

ui+1,j − 2ui,j + ui−1,j

∆x2
+
ui,j+1 − 2ui,j + ui,j−1

∆y2
= −µeui,j
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for all interior grid points 1 ≤ i ≤ N and 1 ≤ j ≤M , whereas

u0,j = ui,0 = ui,N+1 = uN+1,j = 0

for all 0 ≤ i ≤ N + 1 and 0 ≤ j ≤ M + 1 are determined by the Dirichlet boundary

condition. Let U = {ui,j}i=1,...,N,j=1,...,M denote the matrix of approximated values

over interior grid points. The discretised version of (4.3.1) is second order accurate in

∆x and ∆y. In matrix form it reads

1

∆x2
TNU +

1

∆y2
UTM + µeU = 0. (4.3.3)

Here eU = (eui,j )i,j denotes a point-wise exponential of the elements of U and TN and

TM are tridiagonal Toeplitz matrices of the form

−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2


where TN is N × N -dimensional and TM is of dimension M ×M . Equation (4.3.3)

can now be solved using, e.g., the MATLAB built-in function fsolve. If one would

like to use an iteration scheme which requires the Jacobian of (4.3.3), as, for example,

Newton’s method, it is helpful to rewrite the system using the Kronecker product ⊗ as

follows (
IM ⊗

1

∆x2
TN +

1

∆y2
T>M ⊗ IN

)
u = eu

such that a Jacobian matrix can easily be obtained. Here IM and IN are identity

matrices of dimension M and N , respectively. The vector u denotes a vectorisation of

the matrix U = {ui,j}i=1,...,N,j=1,...,M in which all columns u.,j of U are stacked on top

of each other, i.e.

u> =
(
u>·,1, u>·,2, . . . , u>·,N−1, u>·,N

)
.

When implementing the required matrices, using a data type for sparse systems is

recommended. In each Newton step a Sylvester equation needs to be solved. More

information on equations of Sylvester type can be found in Bhatia and Rosenthal,

1997 and references therein. As suggested in Mohsen, 2014, initial guesses for iterative

solvers can be obtained as

ui,j = a sin(πxi) sin(πyi), a ∈ R. (4.3.4)
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In case h = ∆x = ∆y we obtain the following set of difference equations, known as the

five-point stencil,

ui−1,j + ui,j−1 − 4ui,j + ui,j+1 + ui+1,j

h2
+ µeui,j = 0

for all i, j ∈ {1, . . . , N} together with the boundary condition

u0,j = ui,0 = ui,N+1 = uN+1,j = 0

for all 0 ≤ i, j ≤ N + 1. Thus, another way of writing (4.3.3) is

1

h2



T I

I T I
. . .

. . .
. . .

I T I

I T





u.,1

u.,2
...

u.,N−1

u.,N


+ µ



eu.,1

eu.,2

...

eu.,N−1

eu.,N


= 0. (4.3.5)

Here I denotes an N × N -dimensional identity matrix. The matrix T is an N × N -

dimensional, tridiagonal Toeplitz matrix of the form

T =



−4 1

1 −4 1
. . .

. . .
. . .

1 −4 1

1 −4


Since the matrix in (4.3.5) is very sparse it is recommended to use appropriate data

types when implementing (4.3.5). Moreover, the Kronecker product can be used to

generate the matrix structure. Again, the above equation may be solved using fsolve

or using Newton iterations. Notice that a Jacobian matrix of (4.3.5) is easily obtained

and can improve (or is required) for the iteration methods. Using different values for

the parameter a in the initial guess (4.3.4) we find two solutions for µ = 0.1. Their

plots are displayed in Figure 4.1.

In the example of a full finite difference discretisation of the Bratu problem, we have

considered grids with uniform spacings. However, finite-difference methods can be used

with non-uniform grids as well. Adaptive finite difference methods have successfully

been applied to various problems. See, for instance, Oberman and Zwiers, 2016 and

references therein.

Remark 4.3.1. Using shooting methods to solve a boundary value problem it is impor-

tant to be able to solve initial value problems efficiently. In terms of computational
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Figure 4.1: Plot of a high- and low energy solutions to the Bratu problem for the
parameter value µ = 0.1 using 6400 interior grid points.

costs, this can favour explicit methods for time-stepping. When applying the 5-point

stencil to the Bratu problem, we have used a full discretisation scheme which couples

each grid point to all of its neighbours. It is impossible to solve the obtained equations

sequentially but all equations need to be solved at once which makes the scheme im-

plicit. However, in full discretisation schemes the cost-difference between explicit and

implicit vanishes because iterative methods are used to solve the required system of

equations and reasonable initial guesses are available. 4

4.4 Finite element methods

Another popular method to solve PDEs are finite element methods which belong to

the family of Galerkin methods. Let us explain the mechanism for the linear PDE

Lu = f for scalar-valued functions f and linear differential operators L on a domain Ω.

The PDE is viewed in an appropriate Hilbert space together with a sequence of finite

dimensional subspaces that converge in an appropriate way to the original Hilbert

space. On each subspace we choose the solution u, for which the error term Lu − f
is orthogonal to the subspace and, therefore, minimal: for a finite basis {φj} consider

the ansatz u =
∑

j cjφj leading to Lu =
∑

j cjLφj . One can determine the coefficients

{ci} using the equations 〈φj , Lu− f〉 = 0, where 〈., .〉 denotes the scalar product of the

Hilbert space. In the classical approach, the boundary conditions are incorporated in

the Hilbert space. In the following, we will elaborate on these ideas. See Brenner and

Scott, 2008; Renardy and Rogers, 2004b for references.

4.4.1 Weak formulations and existence and uniqueness properties

For a discussion of existence and uniqueness properties for different types of PDEs we

refer to Renardy and Rogers, 2004b of which we will give a short review. The Riesz
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representation theorem relates a Hilbert space (H, 〈·, ·〉) with its dual space H∗, i.e. the

space of all linear functionals on H which are bounded with respect to the operator

norm.

Theorem 4.4.1 (Riesz representation theorem). Let (H, 〈., .〉) be a Hilbert space and

H∗ its dual space. For l ∈ H∗ there exists a unique u ∈ H such that 〈u, v〉 = l(v) for

all v ∈ H.

Proof. See, for instance, Renardy and Rogers, 2004a, Thm. 6.52 or Lax, 2002, Thm. 4,

§6.3.

The Lax-Milgram theorem can be interpreted as a generalisation of Theorem 4.4.1.

Theorem 4.4.2 (Lax-Milgram theorem). Let (H, 〈., .〉) be a Hilbert space and H∗ its

dual space. Consider a bilinear form B : H ×H → R with

|B(u, v)| ≤ c1‖u‖H‖v‖H ∀u, v ∈ H (bounded)

B(u, u) ≥ c2‖u‖2H ∀u ∈ H (coercive).

Here ‖.‖H denotes the norm on H induced by the scalar product. For any l ∈ H∗ there

exists a unique solution u ∈ H to

B(u, v) = l(v) ∀v ∈ H.

Proof. See, for instance, Renardy and Rogers, 2004a, §9.2.2 or Lax, 2002, Thm. 6,

§6.3.

For the formulation of PDEs, Sobolev spaces, especially those which are Hilbert

spaces, are popular: let Ω be an open subset of the Euclidean space Rn. For k ≥ 1 we

can define the Sobolev spaces

Hk(Ω) =

u ∈ L2(Ω) : Dαu ∈ L2(Ω) for all α ∈ Nn0 with
n∑
j=1

αj ≤ k


where Dαu = ∂|α|u

∂x
α1
1 ...∂xαnn

denotes the weak αth partial derivative. Equipped with the

inner product

〈u, v〉 =
∑
|α|≤k

〈Dαu,Dαv〉L2(Ω)

Hk(Ω) is a Hilbert space. The induced norm is denoted by ‖.‖Hk(Ω). We denote the

closure of smooth functions with compact support C∞0 (Ω) in Hk(Ω) by Hk
0 (Ω). The

space Hk
0 (Ω) is a sub-Hilbert space of Hk(Ω).
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Theorem 4.4.3 (Poincaré inequality). Let the domain Ω be contained in a strip −a <
x1 < a < ∞ for some a ∈ R+. There exists a constant C depending on k and a such

that

‖u‖2Hk(Ω) ≤ C
∑
|α|=k

‖Dαu‖2L2(Ω).

Proof. See Renardy and Rogers, 2004a, Thm. 7.32.

Corollary 4.4.4. For bounded domains Ω the symmetric, bilinear form

〈u, v〉H1
0 (Ω) =

∫
Ω
〈∇u,∇v〉dx

is an inner product on H1
0 (Ω) which induces a norm that is equivalent to ‖ · ‖H1(Ω).

Example 4.4.1 (Poisson equation). On a bounded domain Ω consider the Poisson equa-

tion with Dirichlet boundary conditions

−∆u = f, u|∂Ω = 0

with f ∈ L2(Ω). The weak formulation is given as

〈u, v〉H1
0 (Ω) =

∫
Ω
fv dx, ∀v ∈ C∞0 (Ω)

where u ∈ H1
0 (Ω) is sought. Corollary 4.4.4 together with the Riesz representation

theorem (Theorem 4.4.1) guarantees existence and uniqueness of a solution u ∈ H1
0 (Ω).

4

Remark 4.4.1. Under further assumptions on the regularity of Ω or the right hand side

f in Example 4.4.1, stronger statements about the regularity of u can be obtained. A

typical tool for this is the Sobolev embedding theorem, see, for instance, Renardy and

Rogers, 2004a, §7.2.3, and properties of the Dirichlet Laplacian operator −∆ (see, for

instance, Friedman, 1969). 4

On a space-time domain Ω× (0, T ) parabolic equations, like

∂u

∂t
+Au = f

with

Au := −div(α∇u) + 〈β,∇u〉Rn + γu

and with appropriate conditions on α, γ : Ω→ R, β : Ω→ Rn together with a boundary

condition of the form u(., 0) = η can be treated in the framework of abstract ODEs

u : [0, T ] → D(A) ⊂ L2(Ω), where D(A) denotes the domain of the operator A. See

Renardy and Rogers, 2004b, Ch.11 for details.
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4.4.2 Galerkin’s method

As motivated in the last Section 4.4.1, let H be a Hilbert space and consider a problem

of the form

B(u, φ) = l(φ) ∀φ ∈ H (4.4.1)

where l ∈ H∗. Let B be bounded and coercive such that there exists a unique solution

u ∈ H by the Lax-Milgram theorem (Theorem 4.4.2). Consider be a sequence of finite

dimensional subspaces (Hk)k∈N of H which approximate H. More precisely, we impose

the condition

lim
k→∞

inf
φ∈Hk

‖u− φ‖H = 0,

where u denotes the unique solution to the problem (4.4.1). For each k ∈ N

B(uk, φ) = l(φ) ∀φ ∈ Hk

has a unique solution uk ∈ Hk (again by the Lax-Milgram theorem). If {Φi}dimHk
i=1 is a

basis of Hk then the ansatz uh =
∑dimHk

i=1 ciΦi leads to the following linear system of

equations

Kc = b, (4.4.2)

where K = (B(Φi,Φj))
dimHk
i=1 , b = (l(Φi))

dimHk
i=1 and c = (ci)

dimHk
i=1 . The matrix K is

called the stiffness matrix. By Céa’s Lemma (Brenner and Scott, 2008, Thm. 2.8.1),

uk converges to the solution u as k →∞.

Example 4.4.2. Consider the 1-dimensional equation −uxx + u = f with Dirichlet

boundary conditions on the real interval Ω = (0, 1). Integration by parts leads to the

weak Dirichlet problem 〈ux, φ〉H1(Ω) = 〈f, φ〉L2(Ω) for all φ ∈ H1
0 (Ω). By the discussion

in Section 4.4.1, there exists a unique solution in H1
0 (Ω) provided that f ∈ L2(Ω). 4

As a sequence of approximating subspaces to H1
0 (Ω) we consider one dimensional

finite element spaces for Dirichlet boundary conditions: consider an equidistant grid

{xj}N+1
j=0 with N ∈ N interior grid points. The finite element space is given by continu-

ous maps of Ω = [0, 1] that are affine linear between grid points and fulfil the boundary

condition, i.e.

S0
N = {u ∈ C0(Ω) : ∀1 ≤ i ≤ N+1∃si, ti ∈ R : u|[xi−1,xi](x) = six+ti, u(0) = 0 = u(1)},

A basis is given by the hat-functions Φ1, . . . ,ΦN ∈ S0
N with

Φi(xj) =

1 if i = j

0 if i 6= j.
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Figure 4.2: Comparison of analytic solution and numerical solution of the Dirichlet
problem −uxx +u = x2−x− 2 obtained using the standard FEM. The error is plotted
in the discrete L2-norm against the grid spacing h.

Let h = 1
N+1 denote the spacing between grid points. An application of the Galerkin

scheme leads to the linear system of equations Kc = b from (4.4.2) with

K =
1

h



2 −1

−1 2 −1
. . .

. . .
. . .

−1 2 −1

−1 2


+
h

6



4 1

1 4 1
. . .

. . .
. . .

1 4 1

1 4


and

b =
h

6



4 1

1 4 1
. . .

. . .
. . .

1 4 1

1 4




f(x1)

f(x2)

. . .

f(xN−1)

f(xN )


If f(x) = x2 − x − 2 then the unique solution in H1

0 (Ω) is given as u(x) = x(x − 1).

The numerical solution is compared to the analytical solution in Figure 4.2. We can

see second order convergence until round-off errors start occurring below h = 10−4.

Indeed, there exists general theory predicting second order convergence making

use of the regularity of Ω and its boundary ∂Ω as well as the H2(Ω)-regularity of the

solution. For general solutions in H1(Ω) linear convergence is guaranteed. Higher order

schemes can be derived using finite element spaces with better interpolation properties.

This can be done by generalising SN to piecewise polynomial functions of a given order.

Finite element methods allow a high flexibility to model differential equations and

boundary conditions on a huge variety of shapes and spaces. Depending on the shapes,
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the approximating spaces and their bases can be chosen to respect this structure, leading

to good convergence properties and sparse matrices in (4.4.2). We refer again to Brenner

and Scott, 2008 for more information and rigorous derivation of error estimates. For

two-dimensional problems a typical choice of finite elements is the space spanned by

pyramids with respect to a sufficiently regular triangulation of the space: for each point

(xi, yi) in the space grid defined by the nodes of the triangles we consider a function

Φi,j that is 1 at (xi, yi) and 0 at all other grid points. The function Φi,j is required to be

affine linear over each triangle. The construction of the system (4.4.2) by hand can take

a while for complicated shapes. Such processes have been automated for many different

kind of finite elements, user-defined domains and meshes in highly developed toolboxes

as, e.g., the Partial Differential Equation Toolbox for MATLAB (The MathWorks, 2019)

or C++/Python based software Dolphin (Logg and Wells, 2010), Fenics (Alnaes et al.,

2015), and Firedrake (Rathgeber et al., 2016). An overview of different finite elements

in use is given in the Periodic Table of the Finite Elements (D. N. Arnold and Logg,

2014).

4.5 Continuation methods

In this work, we will consider boundary value problems with parameters for which

we will compute bifurcation diagrams numerically. These are diagrams showing how

branches of solutions to boundary value problems continue and possibly interact with

other solution branches as parameters are varied, like in Figure 4.3 to which we will

refer frequently. In the following we will review some methods to continue solutions

along a parameter. The technique is of interest in order to understand the solution set

of a problem and to identify tipping points or bifurcation points, i.e. parameter values

at which the structure of the solution set changes abruptly. Numerical continuation has

been an active research area (Abbott, 1978; Bathe and Dvorkin, 1983; Crisfield, 1981;

Krauskopf, Osinga, and Galán-Vioque, 2007; Rheinboldt, 1981; Riks, 1972; Wagner

and Wriggers, 1988; Wriggers and Simo, 1990). Dynamical systems software packages

like AUTO (Doedel, Champneys, Fairgrieve, et al., 2000; Doedel, Govaerts, and Y. A.

Kuznetsov, 2003), CONTENT (Govaerts, Y. A. Kuznetsov, and Sijnave, 1998) and

MATCONT (Dhooge, Govaerts, and Y. A. Kuznetsov, 2003; Dhooge, Govaerts, Y. A.

Kuznetsov, et al., 2003) are available for the continuation process of solutions and the

detection of bifurcations. While these are mostly tailored to be used on ODEs, there are

packages for PDEs as well, as, for instance, the MATLAB package pde2path (Uecker,

Wetzel, and Rademacher, 2014).

Consider a continuously Fréchet differentiable function G : X×Rm → X, where X is

a Banach space, e.g. X = L2(R) equipped with the L2-norm. By the implicit function
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Figure 4.3: Application of pseudo-arclength continuation to the 2-dimensional Bratu
problem (4.3.1). The discrete, 2-dimensional L2-norm is plotted against the parameter
value µ. The step size for the Euler predictor step is ∆s = 0.1 and 100 inner grid
points were used in the computations. The starting guess is the constant zero solution
at µ = 0.

theorem for Banach spaces (Kielhöfer, 2012), we can locally parametrise solutions u of

G(u, λ) = 0 (4.5.1)

as u(λ) where the Fréchet derivative Gu = ∂G
∂u is a Banach space isomorphism X → X.

A simple approach to numerically calculate u(λ) for λ near λold is to use a solution uold

to the parameter λold as an initial guess for an iterative method applied to (4.5.1).

Let us follow Krauskopf, Osinga, and Galán-Vioque, 2007, §1 on how this idea can

be enhanced. Also see Keller, 1976.

4.5.1 Euler–Newton continuation

Differentiating G(u(λ), λ) = 0 with respect to λ, we obtain the linear equation

Guuλ +Gλ = 0. (4.5.2)

We can evaluate the above equation at a known solution (uold, λold) and then solve for

uλ(λold). An Euler-step forward

u0 = uold + uλ(λold) · (λnew − λold) (4.5.3)
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provides us with a start value for Newton’s method to solve for unew in

G(unew, λnew) = 0. (4.5.4)

Fixing step-sizes for λnew − λold one can continue a solution along the parameter λ. In

computations, notice that an LU-decomposition of Gu in (4.5.2) is available from the

last iterate of Newton’s method of the previous step. What happens when Gu in (4.5.2)

becomes singular? For instance, in Figure 4.3 we see two solution branches annihilating.

The phenomenon is referred to as a fold bifurcation. The meeting point (ufold, λfold)

is called a limit point or fold point. At the fold point the linear map Gu(ufold, λfold)

fails to be an isomorphism. The implicit function theorem does not apply, and the

solution branch cannot be continued in the positive parameter direction λ. Even if the

algorithm does not reach the singular point (ufold, λfold) exactly, a continuation in the

positive λ direction will eventually lead to a prediction step with λnew > λfold such that

(4.5.4) does not have a solution.

4.5.2 Pseudo-arclength continuation

To resolve fold bifurcations as in Figure 4.3 correctly, we present the pseudo-arclength

continuation method first introduced by Keller (Keller, 1976). It is implemented in

the software package AUTO (Doedel, Champneys, Fairgrieve, et al., 2000; Doedel,

Govaerts, and Y. A. Kuznetsov, 2003). The idea is to parametrise a solution branch

(u, λ) along an approximation s of its arclength and apply Euler–Newton continuation

to a system consisting of the problem G(u(s), λ(s)) = 0 and a condition forcing that

the parametrisation approximates arclength: let (X, 〈, 〉) be a Hilbert space and the

parameter space be 1-dimensional. Denote a solution of G(u(s), λ(s)) = 0 by (u0, λ0) =

(u(s0), λ(s0)) and a direction vector, i.e. a tangent vector to the solution branch at

(u0, λ0) by (u̇0, λ̇0).

We normalise the system G(u(s), λ(s)) = 0 using a condition N(u(s), λ(s), s) which

approximates the arclength between a point (u(s), λ(s)) on the solution branch in X×R
to the reference point (u0, λ0). For computational reasons, the following approximation

is useful: the direction vector (u̇0, λ̇0) is the unit normal vector of a hyperplane in X×R.

The pseudo arclength condition N(u1, λ1, s1) = 0 with s1 = s+ ∆s says that the new

point (u1, λ1) lies a distance ∆s from the hyperplane. We obtain the system

G(u1, λ1) = 0

N(u1, λ1, s1) = 0,
(4.5.5)
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where

N(u, λ, s) =

〈(
u̇0

λ̇0

)
,

(
u− u0

λ− λ0

)〉
X×R

− (s− s0)2. (4.5.6)

The system (4.5.5) can be solved using an iterative solver, like, for instance, New-

ton’s method. As an initial guess we can take the predictor (u0, λ0) + ∆s(u̇0, λ̇0). The

Jacobi matrix in Newton’s scheme (
Gu Gλ

Nu Nλ

)
(4.5.7)

is regular on a neighbourhood of the solution branch wherever a solution (u(s), λ(s))

for a fixed s is isolated. This covers regular points, where Gu(u(s), λ(s)) is an isomor-

phism, as well as fold points, see Keller, 1976, Thm. 3.3. After the Newton scheme

has converged, the decomposition of the matrix (4.5.7) from the last iteration of the

Newton scheme can be used to solve for the new direction vector (u̇1, λ̇1) by solving(
Gu(u1, λ1) Gλ(u1, λ1)

Nu(u1, λ1) Nλ(u1, λ1)

)(
u̇1

λ̇1

)
=

(
0

1

)
(4.5.8)

for (u̇1, λ̇1) and normalising. The calculation (4.5.8) can be justified by differentiating

the system (G(u(s), λ(s)), N(u(s), λ(s), s)) = 0 with respect to the parameter s. The

special structure of (4.5.7) can be exploited in computations. Under the assumption

that Gu is non-singular and admits a cheap LU decomposition, a bordered LU decom-

position is efficient. Though Gu becomes singular exactly at a fold point, the algorithm

works in practice (Krauskopf, Osinga, and Galán-Vioque, 2007, §1.2.4).

The pseudo-arclength condition can be enforced in different ways. Another ap-

proach, presented in Bolstad and Keller, 1986, is to calculate a predictor (u0, λ0) in the

space X × R of length ∆s and then find a point on the solution branch (u1, λ1) such

that the line connecting (u0, λ0) with (u1, λ1) and the tangent at the previous point

(u0, λ0) are perpendicular. We are describing this approach below for the case where

Gu is assumed to be non-singular. In numerical examples this algorithm performs well

also around fold points, where Gu becomes singular (Figure 4.3).

Deriving G(u(s), λ(s)) = 0 with respect to s gives

Guu̇+Gλλ̇ = 0, (4.5.9)

where a dot above a symbol denotes differentiation with respect to the parameter s.

Solutions (u̇0, λ̇0) at (u0, λ0) = (u(s0), λ(s0)) to the above equation form a line tangent
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to the solution branch at (u0, λ0) in X × R. There are two solutions with norm 1, i.e.〈(
u0

λ0

)
,

(
u0

λ0

)〉
X×R

= ‖u̇0‖2X + λ̇2
0 = 1, (4.5.10)

where ‖u̇0‖X denotes the norm in X. The two solutions of equation (4.5.9) at (u0, λ0)

and (4.5.10) can be computed as follows: let φ denote the solution to the linear equation

Gu(u0, λ0)φ = −Gλ(u0, λ0)

(assuming that Gu is an isomorphism). Then

λ̇0 = ±(1 + ‖φ‖2X)−
1
2 , u̇0 = λ̇0φ.

Let (u−1, λ−1) denote the solution that is followed by (u0, λ0). We choose a sign for

λ̇0 such that we do not run backwards when making an Euler step using (u̇0, λ̇0): the

vector

(
u̇0

λ̇0

)
is a unit normal vector to a hyperplane at (u0, λ0) separating X ×R into

two parts. We require the vector

(
u0 − u−1

λ0 − λ−1

)
to lie in the part of X × R into which

the normal vector is pointing, i.e.〈(
u̇0

λ̇0

)
,

(
u0 − u−1

λ0 − λ−1

)〉
X×R

> 0. (4.5.11)

To a given step size ∆s > 0 we make an Euler step

u0 = u0 + ∆su̇0, λ0 = λ0 + ∆sλ̇0.

to obtain a predictor u0. Let s1 = s0 + ∆s. To regularise the problem

G(u(s1), λ(s1)) = 0 (4.5.12)

we add the condition that the new solution (u(s1), λ(s1)) is the projection of the pre-

dictor (u0, λ0) to the solution branch along the normal vector (u̇0, λ̇0) to the mentioned

hyperplane, i.e. we require

N(u(s1), λ(s1)) =

〈(
u̇0

λ̇0

)
,

(
u(s1)− u0

λ(s1)− λ0

)〉
X×R

= 0. (4.5.13)

Finally, the system consisting of (4.5.12) and (4.5.13) can be solved using Newton

iterations with the start value (u0, λ0).
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An application of the continuation method to the Bratu problem leads to the plot

displayed in Figure 4.3. The scheme captures this bifurcation without problems.

We refer to Chang, Chien, and Jeng, 2005 for a discussion on how to trace solution

surfaces or manifolds and detect bifurcations, where the parameter λ is two or higher

dimensional. In actual computations the problem (4.5.1) will be a discretisation of

a continuous problem. Since the condition of the problem might change with the

parameter λ, it can be helpful to vary the grid that has been used to obtain the

discretisation. See e.g. Brandt, 1977; Bolstad and Keller, 1986 and references therein

for possible approaches.



Chapter 5

Singularity theory and

catastrophe theory

Let us briefly introduce the notions and classification results from classical catastrophe

theory or singularity theory as used in this work. For a more complete and very detailed

discussion we refer to Du Plessis and Wall, 1995. An introduction can be found in V. I.

Arnold, Gusein-Zade, and Varchenko, 1985; Demazure, 2000.

The idea of catastrophe theory is to classify all smooth, real valued functions

F : U → R for U a neighbourhood of a point in Rn (without loss of generality 0 ∈ Rn)

up to changes of coordinates. Representatives can then be ordered by degeneracy, i.e.

how many parameters are needed to be introduced such that the singularity F cannot

be removed by small perturbations. This leads to Table 1.1 when no more than four

parameters are allowed. The classification captures the different ways in which critical

points of smooth functions can bifurcate as parameters are varied.

To contrast a problem of the form ∇xFµ(x) = 0, where Fµ : U → R, U ⊂ Rn open

and non-empty, and µ a parameter, with a problem of the form Gµ(x) = 0, where

Gµ : U → Rn, we first start in a general setting for functions between two arbitrary

manifolds before entering the catastrophe setting.

In the following we will restrict ourselves to the smooth, real category. A treatment

of the holomorphic case can be found in V. I. Arnold, Goryunov, et al., 1998; V. I.

Arnold, Goryunov, et al., 1993. Our definitions follow Du Plessis and Wall, 1995, §1

and Wassermann, 1974.

5.1 Equivalence relations for germs and stability

The space of smooth functions C∞(N,P ) between two smooth manifolds N and P is

equipped with the Whitney C∞-topology (Golubitsky and Guillemin, 1973). When we

say that a statement P holds for a function F ∈ C∞(N,P ) and is persistent or generic

70
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under sufficiently small perturbations of F , then this means that there exists an open

neighbourhood U of F with respect to the Whitney C∞-topology such that P holds for

all functions G ∈ U . Moreover, stability notions refer to this topology.

For local considerations, it is convenient to use the notion of function germs which

we borrow from sheaf theory.

Definition 5.1.1 (function germ). Let N , P be smooth manifolds, x ∈ N , y ∈ P

and x ∈ U, Ũ ⊂ N open neighbourhoods. Two functions F : U → P , F̃ : Ũ → P with

F (x) = y = F̃ (x) are equivalent if there exists an open neighbourhood W of x such

that the restrictions F |W and F̃ |W coincide. The equivalence class F̂ of F is called the

germ of F . 4

We will write F : (N, x) → (P, y) to denote the germ of a function in C∞(N,P )

mapping the localisation point x ∈ N to y ∈ P .

Definition 5.1.2 (right equivalence). Two smooth functions F,G ∈ C∞(N,P ) are

right-equivalent if there exists a diffeomorphism R : N → N such that F = G ◦ R.

Two smooth germs F̂ , Ĝ : (N, x)→ (P, y) are right-equivalent if there is an open neigh-

bourhood U of x and an open neighbourhood V of y such that for representatives

F,G ∈ C∞(U, V ) of F̂ and Ĝ there exist a local diffeomorphism R : U → U with

R(x) = x such that F = G ◦R on an open neighbourhood of x. 4

Definition 5.1.3 (right-left equivalence). Two smooth functions F,G ∈ C∞(N,P ) are

right-left equivalent if there exist diffeomorphisms R : N → N and L : P → P such that

F = L◦G◦R. Two smooth germs F̂ , Ĝ : (N, x)→ (P, y) are right-left equivalent if there

exist open neighbourhoods U of x and V of y as well as representatives F,G ∈ C∞(U, V )

of F̂ and Ĝ and local diffeomorphisms R : U → U and L : V → V with R(x) = x and

L(y) = y such that F = L ◦G ◦R on a neighbourhood of x. 4

Definition 5.1.4 (stable functions). A function F ∈ C∞(N,P ) is C∞-stable with respect

to right-(left) equivalence if there exists an open neighbourhood W ⊂ C∞(N,P ) of F

such that any G ∈ W is right-(left) equivalent to F . 4

Definition 5.1.5 (stable function germ). A germ F̂ : (N, x)→ (P, y) is C∞-stable with

respect to right-left equivalence if for every representative F ∈ C∞(U, V ) of F̂ there

exists a relatively compact open neighbourhood U ′ of x in U and an open neighbourhood

W ⊂ C∞(U, V ) of F such that for allG ∈ W there exist a smooth embeddingR : U → U ′

with x ∈ R(U), an open neighbourhood V ′ ⊂ V of F (R(U ′)), and a smooth embedding

L : V ′ → V such that G|U ′ = L ◦ F ◦R. In case P has linear structure and L : V ′ → V

can be chosen to be a translation then F̂ : (N, x) → (P, y) is C∞-stable with respect to

right equivalence. 4
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5.2 Density of Morse functions and Whitney’s classifica-

tion of planar maps

Definition 5.2.1 (critical point). Let F ∈ C∞(N,P ). A point a ∈ N is a critical point

of F if the differential dF |a : TaN → TF (a)P is not surjective. 4

Definition 5.2.2 (Morse point). Let f ∈ C∞(N,R). A critical point a ∈ N is a Morse

point if in local coordinates around a ∈ N the Hessian form of f at a is nondegenerate.

4

Definition 5.2.3 (Morse function). A function is a Morse function if all its critical

points (there might be none) are Morse points. 4

Remark 5.2.1. Notice that the notion of a critical point is also well-defined for germs

and for right-(left) equivalence classes of germs at the point where the germ is localised.

Since Morse points are required to be critical points, the definition is independent of

the choice of local coordinates. 4

Theorem 5.2.1 (Morse lemma). Let f be the germ of a Morse function f̂ ∈ C∞(N,R)

at a critical point p. Assume that the Hessian matrix of f at p has k positive and n−k
negative eigenvalues. There exist local coordinates y1, . . . , yn on N centred at p such

that f is of the form

f(y1, . . . , yn) = f(p) + y2
1 + . . .+ y2

k − y2
k+1 − . . .− y2

n.

Proof. See, for instance, Milnor, 1969, Lemma 2.2. The statement also follows from

Theorem 5.3.2 below.

Theorem 5.2.2 (Morse functions are dense). The set U of C∞-right stable maps in

C∞(Rn,R) is open and dense. For f ∈ U all critical points are Morse points and the

values of f at critical points are pairwise distinct (Demazure, 2000, p. 4.11.3).

More interesting singularities occur persistently if the dimension of the target space

is increased or if the function is parameter dependent. To illustrate this point, we

report a classification results by Whitney for smooth maps R2 → R2.

Theorem 5.2.3. Let F ∈ C∞(R2,R2) be a right-left-stable function. The critical points

of f constitute a 1-dimensional (possibly empty) submanifold C ⊂ R2. For each critical

point p ∈ C the germ of y 7→ f(p+ y) at y = 0 is right-left-equivalent to the germ at 0

of either

� (fold) (
x

y

)
7→

(
x

y2

)
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� (cusp) (
x

y

)
7→

(
x

y3 − xy

)
(Demazure, 2000, §4.8).

Remark 5.2.2. The fact that the stable functions form a dense set is true for C∞(Rn,R)

but is not true for general function spaces C∞(Rn,Rm): indeed, there are bad dimensions

(n,m) where there exist open, non-empty subsets W in which no element constitutes

a stable function. Therefore, in classification results of functions up to right-(left)

equivalence moduli (extra variables) occur in normal forms (V. I. Arnold, Gusein-

Zade, and Varchenko, 1985, Chapter 3, Remark 2 or Du Plessis and Wall, 1995, §8.2).

Moreover, as we will see at the end of this section, we will encounter moduli in the

setting of scalar-valued function germs as well when we consider parameter dependent

function germs. 4

5.3 Unfoldings and the splitting theorem

We now explain a setting for parameter dependent function germs

F : (N × Rd, (x, 0))→ (R, y), (x, µ) 7→ F (x;µ)

following the dissertation of Wassermann, 1974. Also see Wall, 1981, §3. We will

introduce an equivalence relation that respects the fibration. In contrast to the notion

introduced in Definition 5.1.2, diffeomorphisms are not allowed to act arbitrarily on

a neighbourhood of (x, 0) ∈ N × Rd but are required to be fibred. Therefore, the

considered equivalence relation is finer and we can expect more classes of persistent

singularities then in the setting considered in Theorem 5.2.2, where the only stable

singularities are locally quadratic. Intuitively, while the germ at x = 0 of the function

f given by f(x) = x3 is unstable, i.e. it does not satisfy Definition 5.1.5, the singularity

x3 of the germ at (x, µ) = (0, 0) of the parameter dependent function F (x;µ) = x3 +µx

is not removable under small fibred perturbations. In other words, if G is a small fibred

perturbation of F then G is equivalent to the original F under the action of a fibred

change of coordinates from the right plus a translation from the left.

Definition 5.3.1 (unfolding). A function germ F : (N × Rd, (x, 0)) → (R, y) is called

an unfolding of the function germ f : (N, x)→ (R, y), where f(z) = F (z; 0). 4

When classifying local singularities of functions, the function value at a singular

point is not important, neither is the choice of coordinates centred at a point where the

function is singular. Choosing local coordinates on N centred at x and an affine-linear
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coordinate on R centred at y it suffices to consider unfoldings (Rn × Rd, 0) → (R, 0).

Let us show how to compare two unfoldings of the same germ.

Definition 5.3.2 (right-morphism between unfoldings). Denote the projection Rn ×
Rd → Rd by πd and the projection Rn×Rr → Rr by πr. The inclusion of Rn into Rn×Rd

or Rn×Rr is denoted by id×0. Let F : (Rn×Rd, 0)→ (R, 0) andG : (Rn×Rr, 0)→ (R, 0)

be unfoldings of the same germ. A right-morphism from G to F consists of a germ

Φ: (Rn × Rr, 0)→ (Rn × Rd, 0) and a germ α : (Rr, 0)→ (R, 0) such that

(1) Φ ◦ (id× 0) = id× 0, i.e. a representative of Φ maps (x, 0) ∈ Rn × Rr to (x, 0) ∈
Rn × Rd whenever defined,

(2) there exist a germ ψ : (Rr, 0)→ (Rd, 0) such that πd ◦Φ = ψ ◦ πr, i.e. the map Φ

maps fibres to fibres,

(3) G(x; s) = F (Φ(x; s)) + α(s).

The situation is illustrated in the following diagram:

(Rn, 0)

(Rn × Rr, 0) (Rn × Rd, 0)

(Rr, 0) (Rd, 0)

(R, 0) (R, 0)

(R, 0)

id×0 id×0

Φ

πr

G

πd

F

ψ

α

+

4

Definition 5.3.3 (right-left morphism between unfoldings). In the right-left category,

the translation of F with an element α in Definition 5.3.2 is replaced by a general

transformation acting from the left, i.e. condition (3) reads

G(x; s) = λ(F (Φ(x; s)); s),

where λ : (R×Rd, 0)→ (R, 0) such that a representative maps (t, 0) ∈ R×Rd to t ∈ R
whenever defined (Wassermann, 1974, §3). 4
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Remark 5.3.1. With an appropriate definition of compositions of morphisms the unfold-

ings of a fixed germ can be given the structure of a category in which the unfoldings are

the objects (Wassermann, 1974, §3 or Wall, 1981). This justifies our nomenclature. 4

More general notions which also apply to parameter dependent non-scalar-valued

germs or different equivalence classes can be found in Du Plessis and Wall, 1995; Wall,

1981. The scalar-valued setting with right (-left) equivalence is the one considered in

classical catastrophe theory.

An important concept is the notion of versality. Intuitively, a versal unfolding of a

germ contains all possible fibred perturbations which leave the germ invariant.

Definition 5.3.4 ((mini-)versal unfolding). If F : (Rn×Rd, 0)→ (R, 0) is an unfolding

of f : (Rn, 0)→ (R, 0) such that for any other unfolding G : (Rn × Rr, 0)→ (R, 0) of f

there exist a morphism from G to F then F is called a versal unfolding of f . If the

unfolding dimension d is minimal such that a versal unfolding of f exist then F is called

a miniversal unfolding of f . 4

Versal unfoldings are topologically C∞-stable, i.e. a small perturbation G of a versal

unfolding F is equivalent as an unfolding to F . Developing a precise topological notion

of stability and equivalence of unfoldings is rather technical. One problem is that

admissible small perturbations will not leave the reference germ and its localisation

point invariant. In his dissertation, Wassermann (1974) develops a notion of equivalence

and six topological notions of stability and shows that all of them are equivalent to

versality of unfoldings. The reader can also find a treatment in Du Plessis and Wall,

1995.

Let us show how to construct a miniversal unfolding to a given germ. The set of

germs at 0 of functions Rn → R forms a local ring. Its unique maximal ideal is denoted

by m(n) and consists of the germs of functions that map 0 to 0. It is generated by the

coordinate functions of Rn. We will show the technique for the right category. See, for

instance, Wassermann, 1974 for the left-right category.

Definition 5.3.5 (local algebra, multiplicity). Let f : (Rn, 0)→ (R, 0) be a germ with

critical point at 0. The local algebra of f at 0 is defined as the quotient

Qf = m(n)/I∇f ,

where I∇f denotes the ideal in m(n) generated by the partial derivatives
(
∂f
∂xi

)
1≤i≤n

of

f . The real dimension µ(f) = dimR(Qf ) of the R-module Qf is called the multiplicity

of the critical point of f . 4

Example 5.3.1. The germ f of x 7→ x3 has µ(f) = 1 at 0 and g(x, y) = xy2 has

µ(g) =∞. 4
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Theorem 5.3.1 (miniversal unfolding). A miniversal unfolding for the right-category

of a germ f ∈ m(n) with µ(f) <∞ is given by

F (x; s) = f(x) +

µ(f)∑
j=1

sjφj(x),

where φ1, . . . , φµ(f) is an R-basis of the local algebra Qf .

Remark 5.3.2. In V. I. Arnold, Gusein-Zade, and Varchenko, 1985 miniversal unfolding

as well as the local algebra is defined with respect to the ring of germs at 0 rather than

with respect to m(n) as in Wassermann, 1974; Lu, 1976. Arnold refers to miniversal

unfolding as per Definition 5.3.4 as truncated miniversal unfolding and his definition of

µ differs from the one presented here by the constant 1. 4

Locally around critical points, a parameter dependent function can be split into a

degenerate, parameter dependent part and a nondegenerate quadratic part using fibred

changes of coordinates. This is made precise by the following theorem.

Theorem 5.3.2 (Splitting theorem, (Weinstein, 1971a)). Let F : (Rn×Rd, 0)→ (R, 0)

be an unfolding of a germ f : (Rn, 0)→ (R, 0), where f has a critical point at 0. There

exists

� k ≥ 0 and an unfolding G : (Rk × Rd, 0) → (R, 0) with critical point at 0 and
∂2G
∂xixj

(0) = 0 for all 1 ≤ i, j ≤ k,

� a nondegenerate quadratic form Q : (Rn−k, 0)→ (R, 0),

� and the germ of a local diffeomorphism Φ: (Rn × Rd, 0) → (Rk × Rd × Rn−k, 0)

with πd ◦ Φ = πd

such that

F (Φ(x1, . . . , xn, s1, . . . , sd)) = G(x1, . . . , xk; s1, . . . , sd) +Q(xk+1, . . . , xn).

Moreover, Q is defined uniquely up to right-equivalence and G is determined up to

composition from the right with local diffeomorphism germs Ψ: (Rk × Rd, 0) → (Rk ×
Rd, 0) with πd ◦Ψ = πd.

Remark 5.3.3. The nondegenerate quadratic form Q in Theorem 5.3.2 is of the form

Q(xk+1, . . . , xn) = x2
k+1 + . . .+ x2

k+l − x2
k+l+1 − . . .− x2

n,

where l is the number of positive eigenvalues of the Hessian matrix of x 7→ F (x; 0). 4
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Corollary 5.3.3. The special case k = 0, d = 0 recovers the Morse lemma (Theo-

rem 5.2.1).

Remark 5.3.4. A non-fibred version (d = 0) of the statement is called splitting lemma

or parametric Morse lemma. Here, the word parametric does not refer to parameters in

the function but refers to the proof idea in which the Morse lemma is applied parameter-

wise. A proof can be found in Bröcker, 1975, §14.12, Wassermann, 1974, Lemma 5.12,

or V. I. Arnold, Gusein-Zade, and Varchenko, 1985, §6.2. 4

In view of Theorem 5.3.2 it makes sense to consider function germs only up to an

addition of nondegenerate quadratic forms. For this we introduce the notion of stably

equivalence.

Definition 5.3.6 (stably equivalence). Two function germs F : (Rn, 0) → (R, 0) and

F̃ : (Rñ, 0)→ (R, 0) are stably right-(left) equivalent if there exist nondegenerate quadratic

forms Q : (Rm, 0)→ R and Q̃ : (Rm̃, 0)→ R with n+m = ñ+ m̃ such that F +Q and

F̃ + Q̃ are right-(left) equivalent. 4

We can formulate another corollary to Theorem 5.3.2 which uses the uniqueness

properties.

Corollary 5.3.4. Two function germs F, F̃ : (Rn, 0)→ (R, 0) are right-(left) equivalent

if and only if they are stably right-(left) equivalent.

5.4 Classification results

Function germs up to stably equivalence have been classified by Mather, Thom, Arnold

V. I. and others, see, for instance, V. I. Arnold, Goryunov, et al., 1998; V. I. Arnold,

Goryunov, et al., 1993. Table 1.1 form the motivational example shows Thom’s classical

list of seven elementary catastrophes including their miniversal unfoldings. It is a

complete list of function germs f for which 0 is a critical point, f(0) = 0 and the

multiplicity µ is at most 4 up to stably right-left equivalence. The miniversal unfoldings

constitute representatives of all topologically stable function families with at most four

parameters. If we consider stably right-equivalence instead then an additional cusp

singularity −x4 and an additional butterfly singularity −x6 occur. See Figures 5.1

and 5.2 for illustrations or Offen, 2019a; Offen, 2019c for animations. An elementary

reference with an extensive analysis of singularities of low multiplicity is Gilmore, 1993.

Up to the barrier µ(f) ≤ 4, normal forms can be written down without a continuous

parameter, i.e. the normal forms are isolated. However, allowing higher degeneracies

there can be continuous families of germs where each germ has the same level of degener-

acy but all family members are inequivalent. This forces the introduction of continuous
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Figure 5.1: The diagrams show the critical points of the miniversal unfoldings of the
fold (A2), cusp (A3) and the swallowtail singularity (A4) (from left to right). The most
singular points are marked by ∗. The bifurcation diagram for the swallowtail shows the
parameter values for degenerate critical points. Each point in the sheet corresponds
to a fold singularity, an intersection of sheets means that two fold singularities happen
at the same parameter value but at different points x in the phase space, points on
the two edges correspond to cusp points. The point where the two edges join with the
intersection line is a swallowtail point marked by ∗. See Offen, 2019a for an animation
of the cusp and swallowtail singularity.

Figure 5.2: The plots show those configurations of the parameters µ1, µ2, µ3 for which
the problem ∇xF (x; s) = 0 becomes singular, where F is the miniversal unfolding
of a hyperbolic umbilic (D+

4 ) or elliptic umbilic (D−4 ) singularity. Imagine moving
around the parameter µ and watching the solutions bifurcating in the phase space.
As µ crosses a sheet two solutions annihilate (fold - A2). For µ in the intersection of
two sheets there are two simultaneous fold singularities at different positions in the
phase space. Crossing an edge three solutions merge into one (or vice versa). Points
contained in an edge correspond to cusp singularities. The marked points denote the
most degenerate points, i.e. the location of the umbilic singularities. In the hyperbolic
umbilic bifurcation to the left, moving the parameter µ upwards along the µ3 axis
through the singular point four solutions annihilate. At the most singular point a sheet
of folds touches a line of cusp singularities. The elliptic umbilic to the right can be
thought of as three lines of cusps touching tangentially. Animations can be found in
Offen, 2019c.
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ADE class A±k D±k , k ≥ 4 E±6 E7 E8

germ ±xk+1 x2y ± yk−1 x3 ± y4 x3 + xy3 x3 + y5,

Table 5.1: The table shows all real simple singularities up to right-equivalence. The
positive and negative germs for A+

k and A−k are equivalent if k is even or k = 1. (V. I.
Arnold, Gusein-Zade, and Varchenko, 1985, §17.1)

ADE class germ condition on parameter

P8 = T3,3,3 x3 + ax2z ± xz2 + y2z a2 6= 4, if +
X9 = T2,4,4 ±x4 ± y4 + ax2y2 a2 6= 4, if + + or −−
J10 = T2,3,6 x3 + ax2y2 ± xy4 a2 6= 4, if +

J10+k = T2,3,6+k x3 + x2y2 + ay6+k a 6= 0, k > 0
X9+k = T2,4,4+k ±x4 ± x2y2 + ay4+k a 6= 0, k > 0
Yr,s = T2,r,s ±x2y2 ± xr + ays a 6= 0, r, s > 4

Ỹr = T̃2,r,r ±(x2 + y2)2 + axr a 6= 0, r > 4

P8+k = T3,3,3+k x3 ± x2z + y2z + azk+3 a 6= 0, k > 0
Rl,m = T3,l,m x(x2 + yz)± yl ± azm a 6= 0,m ≥ l > 4

R̃m = T̃3,m,m x(±x2 + y2 + z2) + aym a 6= 0,m > 4
Tp,q,r ±xp ± yq ± zr + axyz a 6= 0, 1

p + 1
q + 1

r < 1

T̃p,m = T̃p,m,m x(y2 + z2)± xp + aym a 6= 0, 1
p + 2 1

m < 1

Table 5.2: The table shows unimodal singularities up to right-equivalence. The given
list plus 14 exceptional families constitute all unimodal singularities. The parameter a
is continuous while k, l,m, p, q, r, s are natural numbers. (V. I. Arnold, Gusein-Zade,
and Varchenko, 1985, §17.1)

parameters1 in the normal form. The minimal count of such parameters is called the

modality of the germ. For a definition of modality in terms of geometric properties of

a germ see V. I. Arnold, Gusein-Zade, and Varchenko, 1985, p. 184.

Arnold extended Thom’s classification (Table 1.1), sorted the singularities into se-

ries, and provided a link to the classification of simple Lie groups. His nomenclature is

known as ADE-classification due to the relation of the simple (i.e. modality 0) singular-

ities with the Coxeter groups Ak, Dk, E6, E7, E8. Subscripts to the letters indicate the

multiplicity of the singularity: for instance, Ak has multiplicity k−1. Table 5.1 shows a

classification of all simple singularities up to stably right equivalence. In particular, the

list contains Thom classical catastrophes (Table 1.1). Table 5.2 presents a classification

of unimodal singularities for stably right equivalence.

Some singularities can be obtained from higher degenerate singularities by a small

perturbation. For instance, perturbing the singularity xk+1 to xk+1 + εxk for ε > 0

1Modality is not to be confused with the number of parameters in a miniversal unfolding. The first
example of a germ with modality greater than zero is P8 in Table 5.2.
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arbitrarily small we obtain a singularity xk+1+εxk which is equivalent to the singularity

xk. An arrangement of the singularities in a hierarchy can be found in V. I. Arnold,

Gusein-Zade, and Varchenko, 1985, §17.

Remark 5.4.1 (codimension of a germ). Next to modality and multiplicity, there is the

notion of codimension of a germ, which coincides with the multiplicity of a germ if the

singularity is simple, i.e. of modality zero. 4
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A bifurcation is a qualitative change in a family of solutions to an equation produced

by varying parameters. In contrast to local bifurcations of dynamical systems that

are often related to a change in the number or stability of equilibria, bifurcations of

boundary value problems are global in nature and may not be related to any obvious

change in dynamical behaviour.

In Chapter 6 we develop a framework to study bifurcations of solutions of boundary-

value problems for symplectic maps using the language of (finite dimensional) catas-

trophe theory. Catastrophe theory is a well-developed framework which studies the

bifurcations of critical points of functions. Our approach offers an alternative to the

analysis of critical points in infinite dimensional function spaces, typically used in the

study of bifurcation of variational problems, and opens the way to the detection of more

exotic bifurcations than the simple folds and cusps that are often found in examples.

In Chapter 7 the framework is used to study popular boundary conditions, integrable

systems and systems with symmetries.

The chapter is followed by Chapter 8 in which we analyse the effects of confor-

mal symplectic symmetries on Hamiltonian boundary value problems within the new

framework. Chapter 9 will explain the implications of the obtained results for numerical

computations. We will show that certain generic codimension 3 bifurcations are pre-

served under discretisation if and only if a symplectic integrator is used. The chapters

6-9 present the development of the framework with a focus on its application with some

justifications and proofs postponed to Chapter 10 in which a careful analysis focusing

on pure aspects of the framework is undertaken.

While Part II focuses on a setting which applies to ODEs arising in finite dimen-

sional Hamiltonian systems, the subsequent Part III covers aspects for PDEs, infinite

dimensional Hamiltonian systems (Lie–Poisson systems) and multi-symplecticity.



Chapter 6

Hamiltonian boundary value

problems and catastrophe theory

Chapter 6 and 7 are an adaption of McLachlan and Offen, 2018a.

We develop a novel framework to analyse bifurcations of solutions to Hamiltonian

boundary value problems, or, more generally, to boundary value problems of sym-

plectic maps. We associate certain such problems with a geometric picture involving

the intersection of Lagrangian submanifolds, and hence with critical points of suitable

generating functions. Singularities can then be understood using classical catastrophe

theory.

6.1 Example of a Hamiltonian boundary value problem–

The Bratu problem

To motivate the notion of Hamiltonian boundary value problems, we return to the Bratu

problem from Sections 4.3 and 4.5. A reaction–diffusion model for combustion processes

is given by the PDE

ut = uxx + µeu, u(t, 0) = 0 = u(t, 1) (6.1.1)

with parameter µ > 0. Finding steady-state solutions x 7→ u(x) of (6.1.1), i.e. solving

the Dirichlet problem

uxx + µeu = 0, u(0) = 0 = u(1) (6.1.2)

and analysing their bifurcation behaviour is known as the Bratu problem (Mohsen,

2014). For positive µ smaller than a critical parameter value µ∗ ≈ 3.51 there are

two solutions. As µ is increased the solutions approach each other, merge at µ = µ∗

and annihilate each other. We say that the solutions undergo a fold bifurcation (see

83



CHAPTER 6. HAMILTONIAN BOUNDARY VALUE PROBLEMS 84

0.2 0.4 0.6 0.8 1.0
x

0.5

1.0

1.5

2.0

u(x)

0.5 1.0 1.5 2.0 2.5 3.0 3.5
μ

1

2

3

4

5

6

7

||u||

Figure 6.1: Left plot: solutions to the Bratu problem (6.1.2) for µ = 3. Right plot:
bifurcation diagram of the Bratu problem (6.1.2) showing a fold bifurcation at µ ≈ 3.51.

Figure 6.1). A Hamiltonian formulation of (6.1.2) is given as the first order system

q̇ = ∇pH(p, q) = p (6.1.3)

ṗ = −∇qH(p, q) = −µeq

together with the boundary condition q(0) = 0 = q(1) for the Hamiltonian

H(p, q) =
1

2
p2 + µeq (6.1.4)

defined on T ∗R ∼= R2.

The boundary value problem is visualised in Figure 6.2. A Hamiltonian motion,

i.e. a solution curve to (6.1.3), solves the boundary value problem q(0) = 0 = q(1)

if it starts on the line Λ = {(p, q) = (p, 0) | p ∈ R} and returns to Λ after time 1.

For 0 < µ < µ∗ two such solutions are illustrated as black curves starting at × and

ending at o. This is an example of a Hamiltonian boundary value problem or Lagrangian

boundary value problem which we define in the following section.

6.2 Definition and examples for Hamiltonian and Lagrangian

boundary value problems

Definition 6.2.1 (Lagrangian boundary value problem for a symplectic map). Con-

sider a symplectic map φ : (M,ω) → (M ′, ω′) and projections π : M ×M ′ → M and

π′ : M×M →M ′. Define the symplectic form ω⊕(−ω′) := π∗ω−π′∗ω′ on the manifold

M ×M ′, where ∗ denotes the pull-back operation. The graph Γ of φ constitutes a La-

grangian submanifold in the symplectic manifold (M ×M ′, ω⊕ (−ω′)). If Π is another

Lagrangian submanifold in (M ×M ′, ω ⊕ (−ω′)), then (φ,Π) is called a Lagrangian

boundary value problem (for φ). Its solution is the intersection of Γ with Π. 4
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0 1 2 3

-2

0

2

Figure 6.2: Illustration of the Bratu problem (6.1.2) regarded as a boundary value
problem for the Hamiltonian system. The plot shows a contour plot of the Hamiltonian
H(p, q) = 1

2p
2 +µeq from (6.1.4) for a typical parameter value µ ∈ (0, µ∗). All motions

follow the contour lines clockwise. The boundary condition q(0) = 0 = q(1) is visualised
as the straight line Λ defined by q = 0 in the phase space R2. A solution to the boundary
value problem is a motion which starts on the line Λ and ends on Λ after time 1. The
plot depicts two motions initialised at the crosses × which reach the line q = 0 after
time t = 1 and are, therefore, solutions to the boundary value problem.

Most commonly symplectic maps arise as flow maps to Hamiltonian systems.

Definition 6.2.2 (Hamiltonian boundary value problem). If in a Lagrangian boundary

value problem for φ the map φ arises as the flow map of a Hamiltonian system, then

the boundary value problem is called a Hamiltonian boundary value problem. 4

In our investigations (with the exception of symmetry considerations later) it is irrel-

evant whether the symplectic map belonging to a Lagrangian boundary value problem

has the structure of a Hamiltonian flow map. Therefore, the notion of Lagrangian

boundary value problems and Hamiltonian boundary value problems can be regarded

as synonyms for now.

Remark 6.2.1. Lagrangian boundary value problems (φ,Π) with Γ = graphφ can be

localized near a solution z ∈ Π ∩ Γ: shrink M to an open neighbourhood of π(z), M ′

to an open neighbourhood of π′(z) and restrict ω, ω′ and φ accordingly. 4

Example 6.2.1. If (M,ω) = (M ′, ω′), then the periodic boundary value problem φ(z) =

z is a Lagrangian boundary value problem where Π = {(m,m) |m ∈M} is the diagonal.

4

Example 6.2.2. Classical Dirichlet, Neumann and Robin boundary value problems for

second order ordinary differential equations on Rn of the form ü(t) = ∇uG(t, u(t)) can

be regarded as Lagrangian boundary value problems for the flow map of the Hamilto-

nian system (R2n, ω =
∑

dpj∧dqj , H) with the (possibly time-dependent) Hamiltonian



CHAPTER 6. HAMILTONIAN BOUNDARY VALUE PROBLEMS 86

Figure 6.3: The plots show illustrations of Dirichlet, Neumann and Robin boundary
conditions as described in Example 6.2.2 in a phase portrait of a time independent
Hamiltonian system.

H(t, p, q) = 1
2‖p‖

2−G(t, q) as illustrated in Figure 6.3 for n = 1: a motion is a solution

to

� the Dirichlet problem u(t0) = q∗, u(t1) = Q∗ if the motion (p(t), q(t)) = (u̇(t), u(t))

starts on the submanifold Rn×q∗ at time t0 and ends on the submanifold Rn×Q∗

at time t1,

� the Neumann problem u̇(t0) = p∗, u̇(t1) = P ∗ if the motion (p(t), q(t)) =

(u̇(t), u(t)) starts on p∗ × Rn and ends on P ∗ × Rn, or

� the Robin problem uj(t0) + αj0u̇
j(t0) = βj0, uj(t1) + αj1u̇

j(t1) = βj1, j = 1, . . . , n if

the motion (p(t), q(t)) = (u̇(t), u(t)) starts on the submanifold {(p, q) | qj+αj0pj =

βj0} and ends on the submanifold {(p, q) | qj +αj1pj = βj1} for constant coefficients

αjk, β
j
k.

We have Π = Rn×{q∗}×Rn×{Q∗} for the Dirichlet problem, Π = {p∗}×Rn×{P ∗}×
Rn for the Neumann problem and Π = {(p, q, P,Q) | qj + αj0p

j = βj0, Q
j + αj1P

j = βj1}
for the Robin problem. 4

Example 6.2.3 (Non-example). Let ω =
∑n

j=1 dpj ∧ dqj be the standard symplec-

tic form on R2n. Consider a symplectic map φ : R2n → R2n. The boundary con-

dition φ(p, q) = (q, p) does not yield a Lagrangian boundary value problem since

Π = {(p, q, q, p) | (p, q) ∈ R2n} is not Lagrangian in (R2n × R2n, ω ⊕−ω). 4

Example 6.2.4 (Linear boundary conditions).

A


p

q

P

Q

 =

(
α

β

)
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with A ∈ R2n×4n of maximal rank and α, β ∈ Rn constitute Lagrangian submanifolds

if and only if V >JV = 0 where the columns of V ∈ R4n×2n span the kernel of A and J

represents the symplectic form ω ⊕ (−ω) on R2n × R2n, i.e.

J =


0 In 0 0

−In 0 0 0

0 0 0 −In
0 0 In 0

 .

Here In ∈ Rn×n denotes the identity matrix. If n = 1, then

q + p = α, Q+ P = β

corresponds to

A =

(
1 1 0 0

0 0 1 1

)
, V =


1 1

−1 −1

1 −1

−1 1


and constitutes a Lagrangian boundary condition. On the other hand,

q − p−Q+ P = α, q + p+Q+ P = β

correspond to

A =

(
−1 1 1 −1

1 1 1 1

)
, V =


1 0

0 1

0 −1

−1 0


and does not constitute a Lagrangian boundary condition. 4

A map φ can be symplectic with respect to several non-equivalent1 symplectic struc-

tures. The question whether a boundary value problem for such a map is Lagrangian

depends on the considered symplectic structure as the following Example 6.2.5 illus-

trates. We present a map φ which is symplectic with respect to the standard symplectic

structure ω and commutes with a non-symplectic map Ψ. The map φ is, therefore, sym-

plectic with respect to the pulled-back structure (Ψ−1)∗ω as well. However, as Ψ is

not symplectic with respect to ω, the symplectic structures ω and (Ψ−1)∗ω are not

equivalent and there are submanifolds which are Lagrangian with respect to ω but not

with respect to (Ψ−1)∗ω. Using such a submanifold as a boundary condition gives rise

to a problem which is Lagrangian with respect to only one of the symplectic structures.

1The sets of Lagrangian manifolds do not coincide.
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Example 6.2.5. Consider R4 with coordinates p1, q
1, p2, q

2 and with the standard sym-

plectic form

ω = dp1 ∧ dq1 + dp2 ∧ dq2.

The map describing the motion of two independent harmonic oscillators

(P1, Q
1, P2, Q

2) = φt(p1, q
1, p2, q

2)

with 
P1

Q1

P2

Q2

 =


cos t − sin t

sin t cos t

cos t − sin t

sin t cos t



p1

q1

p2

q2


is symplectic with respect to ω and its graph Γ ⊂ (R4 × R4, ω ⊕ (−ω)) is Lagrangian.

Here we consider the ordering p1, q
1, p2, q

2 of coordinates on R4 and the induced ordering

on R4×R4 rather than gathering the ps and qs to give the map of the system of harmonic

oscillators a simple form. Consider the embedding

ι : R4 → R4 × R4, ι(p1, q
1, p2, q

2) =
(

2p1, q1, p2, q2, 2p2, q2, p1, q1
)>

,

where > denotes transposition. We have

ι∗(ω ⊕−ω) = dp1 ∧ dq1 − dp2 ∧ dq2

such that Π = ι(R4) is not Lagrangian with respect to ω. Consider the diffeomorphism

Ψ: R4 → R4 defined by

(P1, Q
1, P2, Q

2) = Ψ(p1, q
1, p2, q

2)

with 
P1

Q1

P2

Q2

 =


2

2

1

1



p1

q1

p2

q2

 .

Define the symplectic structure

ω̃ = (Ψ−1)∗ω =
1

2
dp1 ∧ dq1 + dp2 ∧ dq2.

We have Ψ−1 ◦ φt ◦ Ψ = φt such that φ∗t ω̃ = ω̃. Therefore, φt is symplectic with

respect to ω̃ and its graph Γ ⊂ (R4 × R4, ω̃ ⊕ (−ω̃)) is Lagrangian. Moreover, ι∗(ω̃ ⊕
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(−ω̃)) = 0 such that Π = ι(R4) is Lagrangian with respect to ω̃. It follows that

(φt,Π) is a Lagrangian boundary value problem if φt is considered as a symplectic map

φt : (R4, ω̃) → (R4, ω̃) but not if φt is considered as a symplectic map φt : (R4, ω) →
(R4, ω). 4

6.3 Lagrangian boundary value problems and catastrophe

theory

Let us identify Lagrangian boundary value problems if the problems are locally symplec-

tomorphic when considered as a local intersection problem of Lagrangian submanifolds.

As we are interested in bifurcation behaviour, we allow the boundary value problems

to depend on parameters: this means the symplectic map as well as the boundary

condition is allowed to be parameter dependent.

Definition 6.3.1 (equivalent Lagrangian boundary value problems for symplectic

maps). Consider smooth families of symplectic maps φµ : M → M ′ and φ̃µ : M̃ → M̃ ′

with (multi-dimensional) parameter µ and families of Lagrangian boundary value prob-

lems (φµ,Πµ) and (φ̃µ, Π̃µ). Let z∗ ∈M , z̃∗ ∈ M̃ and µ∗ a parameter value. The bound-

ary value problem (φµ,Πµ) is equivalent at z∗ to the problem (φ̃µ, Π̃µ) at z̃∗ if after a

reparametrisation of the families of boundary value problems, where the reparametri-

sation fixes µ∗, and after shrinking M ×M ′ around (z∗, φµ∗(z
∗)) and M̃ × M̃ ′ around

(z̃∗, φ̃µ∗(z̃
∗)) there exists a family of symplectomorphisms Φµ : M×M ′ → M̃×M̃ ′ such

that

Φµ(Γµ) = Γ̃µ, Φµ(Πµ) = Π̃µ, Φµ∗((z
∗, φ∗(z

∗))) = (z̃∗, φ̃∗(z̃
∗)).

Here Γµ is the graph of φ and Γ̃µ is the graph of φ̃. 4

The idea behind Definition 6.3.1 is that both considered families of Lagrangian

boundary value problems show qualitatively the same bifurcation behaviour. Indeed, we

will use the ideas sketched in Section 1.2 to relate families of Lagrangian boundary value

problems to smooth families of locally defined maps which can be understood using

catastrophe theory. The following theorem constitutes the main result of Part II of this

work. It says that the equivalence relation from Definition 6.3.1 matches the equivalence

relation considered in catastrophe theory. It justifies translating notions, techniques,

and classification results of catastrophe theory to the setting of Lagrangian boundary

value problems. This has far reaching consequences for the analysis of bifurcations as

well as the computation of bifurcation diagrams.

Theorem 6.3.1. Consider two families of Lagrangian boundary value problems L =

(φµ,Πµ) in M and L̃ = (φ̃µ, Π̃µ) in M̃ . Let µ∗ be a parameter value and let z∗ lie

in the domain of φµ∗ and z̃∗ in the domain of φ̃µ∗. The families L and L̃ localised at
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(µ∗, z∗) or (µ∗, z̃∗), respectively, are equivalent if and only if dimM = dim M̃ and the

corresponding function families h = (hµ) and h̃ = (h̃µ) are stably right equivalent in

the sense of catastrophe theory.

Roughly speaking, stably right equivalent in the sense of catastrophe theory allows

� the action of fibre-wise, i.e. µ-dependent, right-diffeomorphisms

� a µ-dependent translation

� diffeomorphic changes of the parameter µ

� the direct addition and subtraction of nondegenerate quadratic forms that have

been isolated as in the splitting theorem (Theorem 5.3.2).

Corollary 6.3.2. If L and L̃ as in Theorem 6.3.1 are equivalent, then the germs at 0

of hµ∗ and h̃µ∗ are stably right equivalent.

Remark 6.3.1 (Identification of Lagrangian boundary value problems across dimen-

sions). Since the right equivalence classes of the associated function families to La-

grangian boundary value problems fully encode the bifurcation behaviour, it is rea-

sonable to identify Lagrangian boundary value problems if and only if their associ-

ated families are stably right equivalent even when the dimensions of the problems

differ. Moreover, problems can be identified even when their parameter spaces dif-

fer. This takes into account that some parameters can enter trivially after a suitable

reparametrisation. For this, two Lagrangian boundary value problems (φµ,Πµ)µ∈I and

(φ̃µ̃, Π̃µ̃)µ̃∈Ĩ are identified if there exist extensions of the parameter spaces such that

(φµ,Πµ)(µ,µ′)∈I×Rl and (φ̃µ̃, Π̃µ̃)
(µ̃,µ̃′)∈Ĩ×Rl̃ are equivalent in the sense of Definition 6.3.1.

Similarly, two families of maps (hµ)µ∈I and (h̃µ̃)µ̃∈Ĩ are identified if there exist exten-

sions of the parameter spaces such that (hµ)(µ,µ′)∈I×Rl and (h̃µ̃)
(µ̃,µ̃′)∈Ĩ×Rl̃ are stably

equivalent. 4

In the following we will show how to associate the aforementioned smooth families

of maps, give examples and draw first conclusions. The justification that the stably

equivalence class of the maps are well-defined, i.e. independent of all choices made in

the association process, is postponed to Chapter 10.

Remark 6.3.2. The presented framework allows a translation of boundary value prob-

lems which make use of global structure of the phase space, like Dirichlet problems, into

local problems involving intersections of Lagrangian submanifolds. 4

6.3.1 Comparison with some classical approaches

Before explaining the association process of function families to families of Lagrangian

boundary value problems, we briefly compare our approach with classical approaches.
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The process of associating a function to an intersection problem of Lagrangian

submanifolds of a (fixed) cotangent bundle is classically known as morsification of

Lagrangian intersections (Eliashberg and Gromov, 1998, p.33). In our work, Lagrangian

submanifolds are not arbitrary but motivated by the setting of boundary value problems

which leads to extra structure of the problem. Moreover, a bundle structure is not

naturally present in our setting but is introduced as an auxiliary structure. This makes

an analysis of the ambiguity introduced by the choice of a cotangent bundle structure

necessary and the use of appropriate notions of equivalence from catastrophe theory.

Our approach allows the restriction to local phenomena which simplifies the treat-

ment considerably. In contrast, the treatment of global Lagrangian intersection prob-

lems crucially involves the topology of the manifolds. Let us refer at this point to

Arnold’s conjecture, which (in a special case which has been proved) asserts a lower

bound for the number of fixed points of Hamiltonian diffeomorphisms. The state-

ment can be interpreted as a lower bound for the number of intersection points of a

Lagrangian submanifold and a Hamiltonian-isotopic Lagrangian submanifold (Fukaya,

2010). Generalisations of Arnold’s conjecture can be found in Oh, 1995; Ciriza and

Pejsachowicz, 2000; Polterovich, 2001.

Weinstein (1973) develops a similar geometric picture which he uses to address

global existence questions about solutions to boundary value problems. The focus

is on fixed boundary value problems in Hamiltonian systems with regular (i.e., non-

singular and non-bifurcating) manifolds as solutions. In contrast to Weinstein, 1973,

the solutions considered here are typically isolated and we consider families of boundary

value problems and local bifurcations of their solutions. In addition, in Weinstein, 1973

a fixed energy-time relation is imposed.

The geometric picture of intersecting Lagrangian submanifolds here and in Wein-

stein, 1973 is to be contrasted with studies that involve Lagrangian intersections in the

phase space. In this work a pair of Lagrangian submanifolds represents a boundary

value problem. The manifolds are submanifolds of the product of the phase space with

itself. In contrast, Lagrangian submanifolds of phase spaces often represent objects of

dynamical interest (e.g. invariant manifolds) and their intersections provide information

about the dynamics; see e.g. Haro, 2000; Lochak, Marco, and Sauzin, 2003; Lomeĺı,

Meiss, and Ramı́rez-Ros, 2008b.

There is another approach to the study of bifurcations of boundary value problems,

which we mention briefly to contrast with the setting here. It is often used for PDEs

and we will turn to this approach in Part III.

Many weak formulations of PDEs arise as variations of functionals such that critical

points of functionals correspond to weak solutions of the PDE. For a family of smooth

functions fµ : R→ R and an open, bounded domain Ω ⊂ Rd we consider the following
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PDE with Dirichlet boundary conditions∆u = f ′µ(u)

u|∂Ω = 0.
(6.3.1)

An example is the Bratu problem, where fµ(u) = −µeu (see Section 6.1). The weak

formulation of (6.3.1) is given as

∀v ∈ E :

∫
Ω

(
〈∇u(x),∇v(x)〉+ f ′µ(u(x))v(x)

)
dx = 0, (6.3.2)

where u ∈ E is sought. Here x = (x1, . . . , xd) are coordinates on Rd, 〈., .〉 denotes the

Euclidean inner product on Rd and E is an appropriate Banach space which incorpo-

rates Dirichlet boundary conditions. We may take E = H1
0 (Ω)∩Hk(Ω) with k > d

2 +1,

where Hk, H1
0 are Sobolev spaces (see Section 4.4.1) or impose growth conditions on

fµ if we want to use a larger space E. The equation (6.3.2) can be written as

∀v ∈ E : DS|u(v) = 0,

where D denotes the Fréchet derivative and Sµ : E → R is the parameter dependent

functional

Sµ(u) =

∫
Ω

(
1

2
〈∇u,∇u〉+ fµ(u)

)
dx.

Bifurcation points (µ∗, u∗) of solutions to (6.3.2) thus correspond to degenerate

zeros of the Fréchet derivative of S.

There exist general statements about basic bifurcations in the critical points of

a functional problem, typically under technical assumptions which allow Lyapunov-

Schmidt reductions to finite dimensional problems (Kielhöfer, 2012; Portaluri and Wa-

terstraat, 2014). Note that even in the case d = 1, i.e. boundary value problems for

ODEs, this approach uses the setting of functional analysis whereas ours is purely finite

dimensional throughout.

6.3.2 Lagrangian intersections and catastrophe theory

Definition 6.3.2 (local intersection problem). Let µ∗ ∈ Rp and let I be an open neigh-

bourhood of µ∗. Consider two smooth families (Λµ)µ∈I and (Γµ)µ∈I of submanifolds

of a manifold M . Let z∗ ∈ Λµ∗ ∩ Γµ∗ . The collection L =
(
(Λµ)µ∈I , (Γµ)µ∈I , (µ

∗, z∗)
)

is called a local intersection problem in M . If (M,ω) is a symplectic manifold and the

families (Λµ)µ∈I and (Γµ)µ∈I consist of Lagrangian submanifolds, then L is called a

local Lagrangian intersection problem in (M,ω). 4
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Remark 6.3.3 (Notation). If ι : N → M is an embedding of a submanifold N into an

ambient manifoldM and f : M → X is a map, then we denote the pullback ι∗f : N → X

by f |N . 4

The following lemma asserts that two families of Lagrangian submanifolds can lo-

cally be mapped symplectomorphically to graphical Lagrangian families.

Lemma 6.3.3. Let
(
(Λµ)µ∈Ĩ , (Γµ)µ∈Ĩ , (µ

∗, z∗)
)

be a local Lagrangian intersection prob-

lem in (T ∗N,ω). There exists an open neighbourhood V ⊂ T ∗N of z∗, a symplecto-

morphism Ψ defined on T ∗(π(V )) fixing z∗ and an open neighbourhood I ⊂ Ĩ ⊂ Rp of

µ∗ such that for all µ ∈ I the Lagrangian submanifolds Ψ(Λµ ∩ V ) and Ψ(Γµ ∩ V ) are

graphical in T ∗(π(V )), i.e. π|Ψ(Γµ∩V ) and π|Ψ(Λµ∩V ) are injective immersions.

Proof. The proof idea is to linearise the problem in local Darboux coordinates and

construct a linear transformation which makes the linearised problem graphical and,

therefore, makes the original problem locally graphical.

Let us shrink N (and Λµ,Γµ ⊂ T ∗N accordingly) to a coordinate neighbour-

hood of π(z∗) ∈ N with coordinates x1, . . . , xn. We consider Darboux coordinates

p1, . . . , pn, q
1, . . . , qn on T ∗N centred at z∗, more precisely, the coordinate functions

are given by

qi : T ∗N → R, qi = xi ◦ π

pi : T
∗N → R, γ 7→ γ

(
∂

∂xi

∣∣∣∣
π(γ)

)
− z∗

(
∂

∂xi

∣∣∣∣
π(z∗)

)

for i ∈ {1, . . . , n}. The coordinates are Darboux coordinates for the canonical symplec-

tic structure of cotangent bundles (see Example 2.1.1). Let n1 = dim(Tz∗Λµ∗ ∩Tz∗Γµ∗)
and n2 = n− n1. Consider the symplectic basis ∂

∂p1

∣∣∣
z∗
, . . . , ∂

∂pn

∣∣∣
z∗
, ∂
∂q1

∣∣∣
z∗
, . . . , ∂

∂qn

∣∣∣
z∗

on Tz∗T
∗N . In Lorand and Weinstein, 2015 all pairs of coisotropic linear subspaces

of finite dimensional vector spaces are classified. Using this classification result, there

exists a linear symplectic map on Tz∗T
∗N represented by a matrix M0 mapping Tz∗Λµ∗

to the Lagrangian subspace spanned by the columns of A0 and Tz∗Γµ∗ to the space

spanned by the columns of B0 where

A0 =


0n1×n1 0n1×n2

0n2×n1 0n2×n2

Idn1 0n1×n2

0n2×n1 Idn2

 and B0 =


0n1×n1 0n1×n2

0n2×n1 Idn2

Idn1 0n1×n2

0n2×n1 0n2×n2

 .

Here Idk denotes the k-dimensional identity matrix and 0k×l the zero matrix in
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Rk×l. Using the linear, symplectic transformation represented by the matrix

M =

(
Idn 0n×n

Idn Idn

)

A0 and B0 are mapped to matrices of the form

(
∗

Idn

)
. Their columns span Lagrangian

subspaces which are graphs over span
{

∂
∂qj

∣∣∣
z∗

}
1≤j≤n

. Using the coordinate system

p1, . . . , pn, q
1, . . . , qn, the matrix M · M0 defines a symplectic map Ψ on T ∗N . By

construction, Ψ(z∗) = z∗ and for all µ near µ∗ the Lagrangian manifolds Ψ(Λµ) and

Ψ(Γµ) are locally around z∗ graphs over the zero-section in T ∗N .

Let us recall the notion of a catastrophe set in catastrophe theory.

Definition 6.3.3 (catastrophe set of a singularity). Let N be a smooth manifold and

let h = (hµ)µ∈I be a family of smooth maps hµ : N → R. The set

{(µ, x) ∈ I ×N | ∇hµ(x) = 0}

is called the catastrophe set of the family h. 4

We may use a similar definition in the setting of local Lagrangian intersection

problems.

Definition 6.3.4 (catastrophe set of intersection problems). Consider the local inter-

section problem L =
(
(Λµ)µ∈I , (Γµ)µ∈I , (µ

∗, z∗)
)

in (T ∗N,ω) such that π|Λµ and π|Γµ
are injective immersions for all µ ∈ I. The set

{(µ, π(z)) | µ ∈ I, z ∈ Λµ ∩ Γµ}

is called the catastrophe set of the local intersection problem L. 4

The following theorem asserts that the intersection of two families of Lagrangian

submanifolds locally behaves like the gradient-zero problem for a smooth family of local

maps on N .

Theorem 6.3.4 (Singularity-Lagrangian linkage theorem). Consider the local inter-

section problem L =
(
(Λµ)µ∈Ĩ , (Γµ)µ∈Ĩ , (µ

∗, z∗)
)

in (T ∗N,ω). There exists

� an open neighbourhood V ⊂ RdimN of the origin and a smooth family (hµ)µ∈I of

smooth maps hµ : V → R with hµ∗(0) = 0,
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� an open neighbourhood V ⊂ T ∗N of z∗ and a symplectomorphism Ψ on T ∗(π(V ))

fixing z∗ and mapping L to a local Lagrangian intersection problem

(
(Ψ(Λµ ∩ V ))µ∈I , (Ψ(Γµ ∩ V ))µ∈I , (µ

∗, z∗)
)

in T ∗π(V ) with the same catastrophe set as (hµ)µ∈I .

In other words, up to a local symplectomorphism to each local Lagrangian intersec-

tion problem there exists a family of maps with the same catastrophe set.

Proof. By Lemma 6.3.3 there exists an open neighbourhood V ⊂ T ∗N of z∗, a symplec-

tomorphism Ψ defined on T ∗(π(V )) fixing z∗ and an open neighbourhood I ⊂ Ĩ ⊂ Rp of

µ∗ such that for all µ ∈ I the maps π|Ψ(Γµ∩V ) and π|Ψ(Λµ∩V ) are injective immersions.

Let U = π(V ) and denote Ψ(Γµ ∩ V ) and Ψ(Λµ ∩ V ) again by Γµ and Λµ. There exist

1-forms αµ, βµ : U → T ∗U such that αµ(U) = Γµ and βµ(U) = Λµ.

The 1-forms αµ and βµ are closed since Γµ and Λµ are Lagrangian submanifolds

(Corollary 2.1.3). Shrinking U to a simply connected domain around π(z∗) denoted

again by U and the manifolds Γµ and Λµ to their intersections with π−1(U), the 1-

forms are exact. We find fµ, gµ : U → R such that dfµ = αµ, dgµ = βµ, fµ∗(π(z∗)) =

0 = gµ∗(π(z∗)) and fµ and gµ depend smoothly on µ . Thus, for all x ∈ U we have

αµ(x) = βµ(x) ∈ Γµ ∩ Λµ if and only if d(fµ − gµ)|x = 0. Expressing fµ − gµ in local

coordinates centred at π(z∗) we obtain hµ.

Remark 6.3.4. We will justify in Chapter 10 that the presented translation procedure in

Lemma 6.3.3 and in the linkage Theorem 6.3.4 of local Lagrangian intersection problems

L to families h = (hµ)µ∈I of local functions determines h up to stably right equivalence

in the sense of catastrophe theory. Though the ambient symplectic manifold T ∗N has

the structure of the cotangent bundle, the equivalence class of h actually does not

depend on the bundle structure of T ∗N but only on its symplectic structure (otherwise

using Lemma 6.3.3 would cause ambiguity). 4

Remark 6.3.5. An equivalence relation that is coarser than right equivalence is right-

left equivalence. In addition to right equivalences on h, an additional action from the

left, i.e. on the target space R, by a family of local diffeomorphisms is allowed. Since

associated function families to Lagrangian boundary value problems are well-defined up

to right equivalence, they are also well-defined up to right-left equivalence. However,

right-left equivalence of associated function families does not imply equivalence of the

Lagrangian boundary value problems as the relation is strictly coarser than right equiv-

alence. In particular, for right-left equivalence the ordering of (Λµ)µ∈I and (Γµ)µ∈I is

irrelevant. 4

We can translate the notions versal and miniversal from catastrophe theory to

the setting of Lagrangian intersection problems. Roughly speaking, a parametrised
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family of maps is versal if the family covers all small perturbations. Introducing a new

unfolding parameter does not destroy or lead to new effects. Versal families do not

possess any symmetries affecting the bifurcation behaviour which can be destroyed by

a small symmetry-breaking perturbation. This means the bifurcation diagrams of a

slightly perturbed problem qualitatively looks the same as the bifurcation diagram of

the original problem. See Section 5.3 for details.

Definition 6.3.5 (versal Lagrangian intersection problem). A local Lagrangian inter-

section problem is called (mini-)versal if and only if its associated family of function

h given by Theorem 6.3.4 is (mini-)versal in the sense of catastrophe theory for right

equivalence. 4

Function germs up to stably equivalence are classified in catastrophe theory. In

particular, this induces a classification of versal local Lagrangian intersection problems

via the Singularity-Lagrangian linkage theorem (Theorem 6.3.4). This fact may be

summarised as follows.

Corollary 6.3.5. Versal local Lagrangian intersection problems are governed by catas-

trophe theory.

Moreover, the proof of the Singularity-Lagrangian linkage Theorem 6.3.4 tells us

under which conditions we leave the setting of catastrophe theory.

Proposition 6.3.6. Consider an intersection problem Λµ∩Γµ of two graphical families

of submanifolds (Λµ)µ ⊂ T ∗N and (Γµ)µ ⊂ T ∗N where at least one of the families varies

through arbitrary, i.e. not necessarily Lagrangian, submanifolds of dimension n, where

2n is the dimension of the ambient space. The intersection problem corresponds to the

problem ηµ = 0 with a family of 1-forms ηµ on N .

Proof. Since the families of submanifolds are graphical, each Λµ and Γµ are the images

of N under 1-forms βµ or αµ, respectively. With ηµ := αµ−βµ the intersection problem

corresponds to the problem ηµ = 0. Now we construct an example showing that any

family of 1-forms (ηµ)µ can occur even if one of the families, say (Γµ)µ, is special (e.g.

Lagrangian). Since the manifolds Γµ are graphical, there exist 1-forms αµ such that

αµ(N) = Γµ. Set Λµ = (ηµ +αµ)(N). Now z ∈ Γµ∩Λµ if and only if ηµ(π(z)) = 0.

Remark 6.3.6. The construction of the family of 1-forms η in the proof of Proposi-

tion 6.3.6 is canonical: since the construction of η does not involve any choices, the

family η is uniquely determined by the intersection problem. Notice that in contrast

to the setting of the Singularity-Lagrangian linkage theorem (Theorem 6.3.4), we have

restricted our attention to the special case of graphical families in cotangent bundles.
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Moreover, a coordinate representation induces ambiguity: if we choose local coordinates

x1, . . . , xn on N , then we can write each ηµ as

ηµ =
n∑
j=1

(ηµ)jdx
j , with (ηµ)j = ηµ

(
∂

∂xj

)

and assign the smooth, parameter-dependent function

Hµ =
(

(ηµ)1, . . . , , (ηµ)n

)>
to the considered graphical intersection problem Λµ ∩ Γµ. Roots of Hµ correspond to

solutions of the intersection problem. Since this involves a choice of local coordinates,

the familyH is defined up to an action ψ 7→ Dψ−T ◦ψ·Hµ◦ψ by diffeomorphisms on each

element Hµ of the family. In particular, H is well-defined up to right-left equivalence

and fits into the setting of zeros-of-a-function problems. Compared to catastrophe

theory, the functions Hµ do not necessarily arise as gradients of scalar-valued maps. In

particular, this needs to be considered when working with perturbations: the zeros-of-

a-function problem Hµ = 0 can be perturbed by any function family Gµ : Rm → Rk to

Hµ+εGµ for ε sufficiently small (even if Hµ happens to arise as a gradient). In contrast,

perturbations of a catastrophe problem ∇hµ = 0 respect the gradient structure, i.e.

∇hµ = 0 is perturbed to ∇(hµ + εgµ) = 0 for a scalar-valued function family gµ.

References with classification results are Du Plessis and Wall, 1995; Wall, 1971. Also

see Chapter 5. 4

Proposition 6.3.7. A degenerate subcase of Proposition 6.3.6 is that the family Γµ

is Lagrangian and versal while Λµ is constant and not Lagrangian. This corresponds

to the problem dfµ = β, where β is not closed (see Corollary 2.1.3). Although the

parameter µ enters in the same way as in the gradient-zero problem, the bifurcations

are not generally governed by catastrophe theory.

Proof. If hµ is the truncated miniversal unfolding of the hyperbolic umbilic singularity

D+
4 , i.e.

hµ(x, y) = x3 + xy2 + µ3(x2 + y2) + µ2y + µ1x

then the bifurcation behaviour of dhµ(x, y) = ε · xdy changes qualitatively if ε > 0,

i.e. the bifurcation diagram of the perturbed system is not fibrewise diffeomorphic to

the diagram of the miniversal unfolding of D+
4 . This can be deduced from the fact

that only for ε = 0 there exists a path in the µ-space such that four solutions merge

to one solution while in the perturbed system this bifurcation breaks up into two fold

bifurcations. This means that D4 together with its unfolding is not a normal form in

this problem class, so catastrophe theory does not cover this case. (We will analyse in
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detail how D-series singularities break in Chapter 9).

We can formulate a reverse direction of the Singularity-Lagrangian linkage Theo-

rem 6.3.4.

Proposition 6.3.8. For each gradient-zero-problem there exists a local Lagrangian

intersection problem with the same catastrophe set.

Proof. Let I = Rp and hµ : Rn → R be a smooth family of smooth maps. Let Γµ be

the image of the 1-form dhµ and Λµ be the zero section in T ∗Rn. The intersection

{(µ, z) ∈ Γµ ∩ Λµ} is a catastrophe set of the family hµ.

6.4 Application of the Lagrangian intersection framework

to Lagrangian boundary value problems

6.4.1 Translation procedure for Lagrangian boundary value problems

Interpreting Lagrangian boundary value problems for symplectic maps (Definition 6.2.1)

as local Lagrangian intersection problems (Definition 6.3.2) and using the Singularity-

Lagrangian linkage Theorem 6.3.4 we can associate smooth families of maps to La-

grangian boundary value problems for symplectic maps. Critical points of the maps

correspond to solutions of the boundary value problem. Below we summarize the trans-

lation steps.

� Symplectic maps and Lagrangian boundary conditions constitute Lagrangian sub-

manifolds in a product manifold.

� Locally around a point of interest the product manifold is identified with a neigh-

bourhood of the zero section in a cotangent bundle. The identification can be

obtained by choosing Darboux coordinates.

� After shrinking the involved manifolds and the parameter space and after applying

a symplectic transformation all involved Lagrangian submanifolds are graphical.

� The Lagrangian submanifolds can be written as images of exact 1-forms that

admit local primitives which can be chosen to depend smoothly on the parameter.

The primitives related to the boundary conditions can be subtracted from the

primitives related to the symplectic maps.

� We obtain a smooth family of functions whose critical points correspond to solu-

tions of the boundary value problem.
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(The motivational example from Section 1.2 shows a slightly different viewpoint

where the 1-forms are defined on the Lagrangian graph Γµ ⊂ R2×R2 and the primitive

α of the symplectic form ω× is chosen in view of the Dirichlet boundary value problem.)

6.4.2 Application of catastrophe theory to Lagrangian boundary value

problems

Definition 6.4.1 ((mini-)versal family of symplectic maps). A smooth family (φµ)µ∈I

of symplectic maps φµ : (M,ω) → (M ′, ω′) is (mini-)versal at (µ∗, z∗) ∈ I × M if

there exists an open neighbourhood (µ∗, z∗) ∈ Ĩ × M̃ ⊂ I ×M such that the smooth

family (hµ)µ∈Ĩ generating2 the symplectic maps (φµ|M̃ )µ∈Ĩ constitutes a (mini-)versal

unfolding of the germ of hµ∗ at the point corresponding to (µ∗, z∗, φµ∗(z
∗)). 4

Now we can use Corollary 6.3.5 and Propositions 6.3.6 and 6.3.7 to obtain the

following statements.

Proposition 6.4.1. Let φµ : (M,ω) → (M ′, ω′) be a versal family of symplectic maps

with graph Γµ ⊂ (M ×M ′, ω ⊕ −ω′) at (µ∗, z∗). Consider a boundary value problem

for φµ of the form Γµ ∩ Λµ where the boundary conditions are represented by a family

of submanifolds Λµ ⊂M ×M ′.

� If the family of submanifolds (Λµ)µ is constant and Lagrangian, then locally

around (µ∗, z∗) the intersection {(µ, z) ∈ Γµ ∩ Λµ} corresponds to a catastrophe

set in catastrophe theory.

� If the family (Λµ)µ varies through arbitrary 2n-dimensional submanifolds, then

locally around (µ∗, z∗) the intersection {(µ, z) ∈ Γµ ∩Λµ} can be understood as a

zeros-of-a-function problem / equilibria-of-vector-fields problem.

� If the family (Λµ)µ is a constant non-Lagrangian submanifold of dimension 2n,

then the intersection {(µ, z) ∈ Γµ ∩ Λµ} is, generally speaking, not governed by

catastrophe theory.

2In the sense of generating functions; see Definition 2.1.5 or A. C. d. Silva, 2008.



Chapter 7

Obstructions for bifurcations by

boundary conditions, the effects

of symmetry, and Liouville

integrability

Chapter 6 and 7 are an adaption of McLachlan and Offen, 2018a.

We will use the framework introduced in Chapter 6 to study the following three

cases.

� Some common boundary conditions, such as Dirichlet- and Neumann boundary

conditions for second-order systems, restrict the possible types of bifurcations that

can occur. For example, in generic planar systems only the A-series beginning

with folds and cusps can occur.

� Completely integrable systems, such as planar Hamiltonian systems, can exhibit

a novel periodic pitchfork bifurcation.

� Systems with Hamiltonian symmetries or reversing symmetries can exhibit re-

stricted bifurcations associated with the symmetry.

7.1 Obstructions for bifurcations in low dimensions

In the motivational example we considered a Dirichlet problem for the flow map of a

planar Hamiltonian system (Section 1.2) and found a cusp bifurcation (Figure 1.2).

By the ADE-series classification (see Section 5.4 or V. I. Arnold, Goryunov, et al.,

1998, p. 33), the cusp bifurcation belongs to the A-series. The general classification

100
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provides some motivation to introduce more parameters in the planar Hamiltonian and

chase up more complicated bifurcations. Clearly, if we restrict to planar systems, we

cannot find bifurcations whose germs have normal forms with more than two variables

because the number of variables used for the normal forms in the ADE classification

tables is minimal. However, the normal forms of D or E series bifurcations only use

two variables. Do they occur in planar Dirichlet problems?

In the following we will prove that, no matter how many parameters we introduce,

only A series bifurcations are possible in the planar Dirichlet problem. Indeed, we would

need an at least four-dimensional system to find D or E series bifurcations. This is

also true for Dirichlet problems for arbitrary symplectic maps which do not necessarily

arise as Hamiltonian flows. The reason why we have to double the dimension can be

seen from the geometric picture that we develop in this section.

The geometric idea is the following: by Proposition 6.3.8 each type of local La-

grangian intersection can be achieved with two families of Lagrangian submanifolds

(Γµ)µ∈I , (Λµ)µ∈I . However, if the boundary condition Λµ is constant in µ and if (Γµ)µ∈I

is a Lagrangian embedding of graphs of symplectic maps, then this restricts the way Γµ

and Λµ can intersect. Depending on how Λµ lies in its ambient manifold, the manifolds

Γµ and Λµ cannot touch in a way that the intersection of their tangent spaces at the

intersection point is of maximal dimension. This prohibits certain bifurcations.

Going through the construction of associated families to local Lagrangian inter-

section problems presented in the proof of the Singularity-Lagrangian linkage theorem

(Theorem 6.3.4) yields the following observation.

Proposition 7.1.1. Let
(
(Λµ)µ∈I , (Γµ)µ∈I , (µ

∗, z∗)
)

be a local Lagrangian intersection

problem. If m is the dimension of the intersection of the tangent spaces Tz∗Λµ∗ and

Tz∗Γµ∗ then only those singularities can occur at (µ∗, z∗) which can be obtained in the

gradient-zero-problem ∇gµ = 0 for a family of smooth maps gµ : Rk → R with k ≤ m.

Remark 7.1.1. If m = 0, then the above proposition states that there is no singularity

at (µ∗, z∗). 4

Let us analyse Dirichlet/Neumann problems and periodic boundary conditions.

Proposition 7.1.2. Let q∗, p∗, Q∗, P ∗ ∈ R2n. In the Dirichlet problem

q = q∗, φQµ (p, q) = Q∗ (7.1.1)

as well as in the Neumann problem

p = p∗, φPµ (p, q) = P ∗ (7.1.2)

for a smooth family of symplectic maps φµ : R2n → R2n only those singularities occur
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q

(P,Q)

ΓΛ

q∗

Figure 7.1: Illustration of the geometric situation in Proposition 7.1.2. The manifold
Λ is the graph of a local diffeomorphism and, therefore, cannot be tangential to the
Dirichlet boundary condition Γ.

which can be obtained in the gradient-zero-problem ∇gµ = 0 for a smooth family of

smooth maps gµ : Rk → R with k ≤ n.

Before proving Proposition 7.1.2, we formulate two corollaries. In a generic setting,

Proposition 7.1.2 allows us to use the ADE-classification (see Section 5.4 or V. I. Arnold,

Goryunov, et al., 1998, p. 33) to obtain statements about which singularities can occur.

Corollary 7.1.3. In Dirichlet and Neumann problems for versal families of symplectic

maps on M = T ∗R only A-series bifurcations occur persistently under small perturba-

tions within the class of Lagrangian Dirichlet or Neumann problems.

Corollary 7.1.4. In Dirichlet and Neumann problems for versal families of symplectic

maps on M = T ∗R2 with at most 7 parameters only singularities of modality 0 (simple

singularities) occur persistently under small perturbations within the class of Lagrangian

Dirichlet or Neumann problems.

Proof of Proposition 7.1.2. The geometric idea behind the proof is illustrated in Fig-

ure 7.1. Let us suppress the index µ in the following. Consider the inclusion map

ι : (M,ω) ↪−→ (M ×M,ω ⊕−ω), ι(z) = (z, φ(z)).

We have ι(M) = Γ and the push-forward map dι : TM → TΓ is a bundle diffeomor-

phism. Using the frame ∂
∂p1

, . . . , ∂
∂pn

, ∂
∂q1 , . . . ,

∂
∂qn for the tangent bundle TM →M and

the frame ∂
∂p1

, . . . , ∂
∂pn

, ∂
∂q1 , . . . ,

∂
∂qn ,

∂
∂P1

, . . . , ∂
∂Pn

, ∂
∂Q1 , . . . ,

∂
∂Qn on the tangent bundle

T (M ×M)→M ×M we can express dι by the matrix
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Dι =


Idn 0

0 Idn

Dpφ
P Dqφ

P

Dpφ
Q Dqφ

Q

 . (7.1.3)

At each z the columns γ1, . . . , γ2n of Dι(z) span the space T(z,z)Γ ⊂ T(z,z)(M ×M).

Consider the Dirichlet problem defined by Λ = Rn × {q∗} × Rn × {Q∗}. The tangent

spaces of Λ ⊂M ×M are spanned by the columns λ1, . . . , λ2n of the matrix
Idn 0

0 0

0 Idn

0 0

 .

Therefore, at an intersection point (z, z) ∈ Γ∩Λ the intersection of the tangent spaces

T(z,z)Γ∩T(z,z)Λ ⊂ T(z,z)(M×M) is an isotropic linear subspace. Let v ∈ T(z,z)Γ∩T(z,z)Λ.

We have
2n∑
j=1

ajγj = v =
2n∑
j=1

bjλj

for some coefficients aj , bj ∈ R. From the structure of the matrices Dι(z) and the matrix

for T(z,z)Λ we see that aj = 0 for n ≤ j ≤ 2n. Therefore, dim(T(z,z)Γ∩T(z,z)Λ) ≤ n. We

conclude that only those singularities can occur which in catastrophe theory admit a

description with at most n variables. Swapping the roles of q and p shows the statement

for Neumann problems.

Remark 7.1.2. The statement of Proposition 7.1.2 will be re-obtained in a slightly gen-

eralised form in the following chapter as Proposition 8.2.2 in a coordinate-free frame-

work. 4

Periodic boundary conditions, on the other hand, do not impose restrictions, as the

following proposition shows.

Proposition 7.1.5. In periodic boundary value problems φµ(p, q) = (p, q) for smooth

families of symplectic maps in 2n variables all singularity bifurcations which admit

descriptions in at most 2n variables occur.

Proof. Let h be any smooth parameter-dependent scalar-valued function in 2n variables

t1, . . . , t2n. By Theorem 5.3.2 h is stably right equivalent (as specified in Theorem 5.3.2)

to a function of the form

hµ(t1, . . . , t2n) = h̃µ(t1, . . . , tr) + t2r+1 + . . .+ t2r+l − t2r+l+1 . . .− t22n,
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with r ≤ 2n, 0 ≤ l ≤ 2n− r. The map h̃µ(t1, . . . , tr) is fully reduced at (µ, t) = (0, 0),

i.e. h̃0(0) = 0, ∇h̃0(0) = 0 and the Hessian matrix Hess h̃0(0) = 0 vanishes.

Due to the structure of hµ, the matrix
∂2gµ
∂p∂Q of mixed derivatives of the map

gµ(p,Q) = hµ(p,Q) +
n∑
j=1

pjQj

is the identity matrix at (µ, p,Q) = (0, 0, 0). Now we use gµ as a generating function to

obtain symplectic maps (Q,P ) = φµ(p, q): by the implicit function theorem, the system

of equations q = ∇pgµ(p,Q) is solvable for Q defining a smooth function Qµ(p, q) with

Qµ(0, 0) = 0 near (µ, p,Q) = (0, 0, 0). Defining Pµ(p, q) = ∇Qg(p,Qµ(p, q)) we obtain

a map φµ(p, q) = (Pµ(p, q), Qµ(p, q)) locally around (q, p) = (0, 0). The map φµ is

symplectic with respect to ω =
∑n

j=1 dpj ∧ dqj because gµ is a generating function of

type 2 (see Definition 2.1.5).

In the following R2n is equipped with coordinates (p,Q) and T ∗R2n has coordinates

(p, q, P,Q) where (p,Q) are coordinates for the zero-section. Locally around (µ, p,Q) =

(0, 0, 0) the image of dgµ : R2n → T ∗R2n given as

{(p, q, P,Q) | q = ∇pgµ(p,Q), P = ∇Qgµ(p,Q)}

coincides with the graph Γµ ⊂ T ∗Rn×T ∗Rn ∼= T ∗R2n of the symplectic map φµ : T ∗Rn →
T ∗Rn given as

Γµ = {(p, q, P,Q) | (P,Q) = φµ(q, p)}.

Defining f(p,Q) =
∑n

j=1 p
jQj the image of df : R2n → T ∗R2n given as

Λ = {(p, q, P,Q) | q = Q, p = P}

corresponds to periodic boundary conditions. Since dgµ − df = dhµ, the periodic

boundary value problem for φµ shows the same bifurcation behaviour as hµ.

Example 7.1.1. Applying the construction of the proof of Proposition 7.1.5 to the

miniversal deformation of the hyperbolic umbilic singularity D+
4 (see Table 1.1 and Fig-

ure 5.2), i.e. to

hµ(t1, t2) = t31 + t1t
2
2 + µ3(t21 − t22) + µ2t2 + µ1t1,

we obtain the generating function

gµ(p,Q) = p3 + pQ2 + µ3(p2 −Q2) + µ2Q+ µ1p+ pQ
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and the symplectic map φµ(p, q) =
(
Pµ(p, q), Qµ(p, q)

)
with

Pµ(p, q) = (p− µ3)

(
−1 + 2

√
−3p2 − 2pµ3 + q − µ1 +

1

4

)
+ µ2 + q

Qµ(p, q) = −1

2
+

√
−3p2 − 2pµ3 + q − µ1 +

1

4
.

The map φµ is well-defined near (µ1, µ2, µ3, p, q) = (0, 0, 0, 0, 0) and has a fixed point if

and only if ∇hµ(p,Q) = 0. 4

If we do not restrict the dimension of the phase space, then we can obtain each sin-

gularity that occurs in the gradient-zero-problem for a family hµ : Rn → R in Dirichlet

and Neumann problems. Indeed, for any type of a Lagrangian boundary value problem

and any gradient-zero singularity we can construct a family of symplectic maps defined

on a sufficiently high-dimensional space such that the boundary value problem under-

goes the same bifurcation as the gradient-zero-problem: each Lagrangian boundary

condition locally has a generating function. We formulate the following proposition for

the generating function suitable for Neumann problems. Analogous statements hold

for Dirichlet problems with p and q as well as P and Q swapped.

Proposition 7.1.6. Let hµ : Rn → R, q 7→ hµ(q) be a family of smooth maps locally

defined around (µ, q) = (0, 0) and let Bµ : Rn×Rn → R, (q,Q) 7→ Bµ(q,Q) be a smooth

family locally defined around (µ, q,Q) = (0, 0, 0). There exists a family of symplectic

maps φµ : R2n → R2n, (p, q) 7→ φµ(p, q) locally defined around (µ, p, q) = (0, 0, 0) such

that the boundary value problem

φPµ (∇qBµ(q,Q), q) = −∇QBµ(q,Q)

locally around the origin shows the same bifurcation behaviour as the gradient-zero

problem ∇hµ(q) = 0.

Remark 7.1.3. For the Neumann problem (7.1.2) we can use

Bµ(q,Q) = 〈q, p∗〉 − 〈Q,P ∗〉

in the above statement. Here 〈., .〉 denotes the scalar product on Rn. 4

Proof of Proposition 7.1.6. Define

gµ(q,Q) = hµ(q) + c

n∑
j=1

(Qj + qj)
2 +Bµ(q,Q),

where c ∈ R is a constant such that
∂2Bµ
∂q∂Q + 2cIn is invertible near (µ, q,Q) = (0, 0, 0).
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Since
∂2gµ
∂q∂Q is invertible, the system of equations p = ∇qgµ(q,Q) locally defines Qµ(p, q)

by the implicit function theorem. We obtain the required family of symplectic maps as

φµ(p, q) =
(
−∇Qgµ(q,Qµ(p, q)), Qµ(p, q)

)
.

We may formulate a corollary analogous to Proposition 6.3.8 for boundary value

problems:

Corollary 7.1.7. For each (versal) gradient-zero problem there exists a (versal) family

of symplectic maps such that the boundary value problem shows the same bifurcation

behaviour as the gradient-zero problem.

Remark 7.1.4. The above Corollary 7.1.7 holds with or without the parenthesized word

“versal”. Let us emphasise at this point that the translation procedure of Lagrangian

boundary value problems to gradient-zero problems (Lemma 6.3.3, Theorem 6.3.4,

and Propositions 6.3.6 and 6.3.8) is obtained without a restriction to a versal set-

ting. Versality is needed to link results to the known ADE classification of singularities

in catastrophe theory as in Corollary 6.3.5 and Proposition 6.4.1. However, Proposi-

tions 7.1.1, 7.1.2 and 7.1.5, dealing with restrictions on which bifurcations can occur,

hold for general systems. The implications for versal settings are formulated in Corol-

laries 7.1.3 and 7.1.4. 4

7.2 Effects of complete integrability - Periodic pitchfork

bifurcations

In the previous section we have seen that Dirichlet and Neumann type problems for

symplectic maps allow fewer types of bifurcation than one might naively expect from

the ADE-classification results. In this section they will surprise us with more bifur-

cations than expected: in applications, symplectic maps often arise as time-τ -maps

of Hamiltonian flows. Those arising in completely integrable Hamiltonian systems

(see Definition 2.2.3) form an important subclass. Families of Hamiltonian diffeomor-

phisms in completely integrable systems show more bifurcations than expected from

the ADE-classification in certain very common boundary value problems like homoge-

neous Dirichlet problems. We will present a numerical example first and then develop

a general model to explain the periodic pitchfork bifurcation. It provides a nontrivial

example for the effects of extra structure on bifurcation behaviour.
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7.2.1 Numerical example.

Planar Hamiltonian systems are completely integrable. Let us consider the Hamiltonian

H(x, y) = y2 + 0.01y3 + x3 + µx

on the symplectic vector space (R2, dx ∧ dy). The term 0.01y3 is included to break

global time-reversal symmetry. This will help us to distinguish effects of complete

integrability from effects of time-reversal symmetry, which we will analyse separately

in Section 7.3.1. Figure 7.2 shows the bifurcation diagram for the 2-point boundary

value problem

x(0) = 1, x(1) = 1 (7.2.1)

for the time-1-map of the Hamiltonian flow. We see a pitchfork bifurcation. It is persis-

tent under small perturbations of the Hamiltonian, i.e. repeating the experiment with a

slightly perturbed Hamiltonian leads to the same observations. This is surprising since

according to Thom’s list of elementary catastrophes (Table 1.1) only fold bifurcations

are expected to be persistent when only one parameter is present.1 There is also no

obvious Z/2Z symmetry present in the system. However, using our catastrophe theory

framework, this pitchfork bifurcation can be realised as a standard Z/2Z-symmetric

pitchfork bifurcation but only in a very subtle way as we will see in Section 7.2.3.

Figure 7.3 shows the motions of the Hamiltonian system which fulfil the boundary

condition (7.2.1). The marker ∗ is used to indicate the start point of the motion and

o is used for the end point. The black solid line indicates the boundary condition

G = {1} × R in the phase space. At µ = −53.306 there are three solutions to the

boundary value problem. The two solution from the outer branches of the pitchfork

in Figure 7.2 come from a periodic orbit with period 1 crossing G twice. The solution

from the inner branch corresponds to another periodic orbit with period slightly smaller

than 1. Increasing µ, all three solutions merge to an orbit of period 1 tangential to

G. Increasing µ further to µ = −20, there exists one solution of the boundary value

problem which comes from an orbit with period slightly greater than 1.

Since the bifurcation does not occur in Thom’s list (Table 1.1), the family of Hamil-

tonian diffeomorphisms cannot be versal at the pitchfork point (µ∗, (x∗, y∗)), i.e. the

family does not cover all possible perturbations within the class of symplectic maps

because all symplectic maps of the family are planar Hamiltonian diffeomorphisms.

Indeed, the bifurcation is persistent under small perturbations of the Hamiltonian be-

cause periodic orbits occur persistently as 1-parameter families in planar Hamiltonian

systems and these can become tangential to the boundary condition. In contrast, it is

1This experiment was performed before the author started working on a theoretical framework.
Therefore, for the author the surprise came with some delay.
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Figure 7.2: The diagram shows a pitchfork bifurcation in the 2-point-boundary value
problem x(0) = 1 = x(1) for the time-1-map of the Hamiltonian H(x, y) = y2 + x3 +
µx + 0.01y3. The flow map is obtained numerically using the (symplectic) Störmer–
Verlet method (Example 3.3.2). The boundary value problem is solved using a shooting
method.

a degenerate situation for a symplectic map to have a 1-parameter family of invariant

sets diffeomorphic to S1.

Motivated by the mechanism causing the phenomenon, we will call the bifurcation

periodic pitchfork bifurcation. As we will see in the next section, the bifurcation is not

just a planar phenomenon but generalises to completely integrable systems of arbitrary

dimensions.

7.2.2 Model for periodic pitchforks in completely integrable systems

We generalise the observations from the numerical example to higher dimensions and

to a more general class of boundary conditions.

Definition 7.2.1 ((symmetrically) separated Lagrangian boundary conditions). Con-

sider a family of symplectic maps φµ : X → X and let Gµ, G̃µ be a family of Lagrangian

submanifolds in X. The boundary condition

z ∈ Gµ and φµ(z) ∈ G̃µ.

is called a separated Lagrangian boundary condition. If Gµ = G̃µ for all µ, then the

boundary condition is called a symmetrically separated Lagrangian boundary condition.

4
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Figure 7.3: The diagram shows the orbits corresponding to the solution branches in
Figure 7.2 for different values of µ specified above the plots. It illustrates the mechanism
of the periodic pitchfork bifurcation for planar systems. The orbits are computed using
the symplectic Störmer–Verlet method. The marker ∗ denotes the start point of the
orbit and o the end point.

Example 7.2.1. The Dirichlet boundary condition (7.2.1) used in the numerical exam-

ple (Section 7.2.1) is symmetrically separated in the sense of Definition 7.2.1. The

corresponding manifold Gµ is given as the line G = {1} × R ⊂ (R2, dx ∧ dy). More

generally, Dirichlet conditions are symmetrically separated boundary conditions if and

only if the start- and endpoint coincide. 4

Remark 7.2.1. Submanifolds G, G̃ of a symplectic manifold (X,ω) are both Lagrangian

if and only if the product G×G̃ ⊂ (X×X,ω⊕−ω) is Lagrangian. Therefore, separated

Lagrangian boundary conditions are Lagrangian boundary conditions. 4

Definition 7.2.2 (pitchfork bifurcation). The set

{(µ, x) | ∇xF (µ, x) = 0},

is a catastrophe set of a pitchfork bifurcation if F is equivalent to f(µ, x) = x4 + µx2

or f(µ, x) = −x4 + µx2 as right-unfoldings. 4

Roughly speaking, a pitchfork bifurcation has a catastrophe set looking qualita-

tively like Figure 7.2. See Wassermann, 1974; Lu, 1976 for equivalences of unfoldings.

Notice that f is not a versal unfolding of the map germ x4 in the usual, unrestricted

catastrophe theory framework since the universal unfolding of the cusp x4 +µ2x
2 +µ1x

is not equivalent to the unfolding f from Definition 7.2.2. This is the reason why the

pitchfork bifurcation is not a persistent phenomenon in gradient-zero-problems. How-

ever, in the presence of a Z/2Z-symmetry, it becomes persistent under small symmetric

perturbations (Poston and I. Stewart, 1978, p.352), (Wassermann, 1988, p.486). In V. I.

Arnold (1978) it occurs as the singularity B2. Indeed, in Section 7.2.3 we will show

that a hidden Z/2Z-symmetry related to the complete integrability and the symmetry

of the boundary condition is present.
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Theorem 7.2.1 (pitchfork bifurcations in completely integrable systems). Consider a

one-parameter family of 2n-dimensional completely integrable Hamiltonian systems with

time-τ -flow maps φµ and symmetrically separated boundary conditions for φµ defined

by Lagrangian manifolds Gµ. Assume that for µ = 0 a compact, resonant Liouville

torus T (common level set of the integrals of motion) with period τ intersects G0 in an

isolated point p such that TpT ∩ TpG is one-dimensional. Then either the catastrophe

set of the boundary value problem shows a pitchfork bifurcation at (µ, z) = (0, p) or the

problem is degenerate.

Proof. Scaling the Hamiltonian Hµ, we can assume that τ = 1. In a neighbourhood of

T and µ = 0, there exist action angle coordinates (θµ, Iµ) = (θµ1, . . . , θµn, I
1
µ, . . . , I

n
µ )

such that θµ(p) = 0, Iµ(p) = 0 and I1
µ, . . . , I

n
µ are constants of motion (Theorem 2.2.9).

Viewing the systems in these coordinates, we do not need to keep track of the initial

µ-dependence and denote the coordinates as (θ, I). Let us refer to the θ-component

of the symplectic map φµ as φθµ. It suffices to consider a constant Lagrangian family

Gµ = G. Assume that the submanifold G can (locally) be parametrised with θ. Since

G is Lagrangian, there exists a scalar-valued function g with g(0) = 0 such that G =

{(θ,∇g(θ)) | θ ∈ (R/2πZ)n}. The intersection of the tangent space TpT and TpG is one-

dimensional such that the Hessian matrix of g at p has exactly one vanishing eigenvalue.

By the splitting theorem (Section 5.3), locally around θ = 0 there exists a change in

the θ-coordinates fixing 0 such that

g(θ) = h(θ1) + q(θ2, . . . , θn), with h(0) = h′(0) = h′′(0) = 0

and q(θ2, . . . , θn) =
∑n

j=2 εjθ
2
j is a nondegenerate quadratic map with εj ∈ {−1, 1}.

Define Sgns := diag(ε1, . . . , εn) for later.

A motion starting at an intersection point (θ, I) = (θ,∇g(θ)) of a Liouville torus

withG is a solution to the boundary value problem if and only if the endpoint (φθµ(θ, I), I)

of the motion also lies on G. Therefore, (θ, I) solves the boundary value problem if and

only if I = ∇g(θ) and θ fulfils

0 = bµ(θ) := ∇g
(
φθµ(θ,∇g(θ))

)
−∇g(θ).

By the assumptions on the intersection of T and G

� the Liouville torus T intersects with G in (θ, I) = (0, 0), i.e. ∇g(0) = 0.

� The intersection of T and G is tangential such that h(0) = h′(0) = h′′(0) = 0 as

obtained by the splitting theorem.

� All motions on the Liouville torus T are periodic with period 1, i.e. φθ0(θ, 0) = θ

such that the Jacobian Dθφ0(θ, 0) is the identity matrix.
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Figure 7.4: Illustration of the mechanism in a four-dimensional phase space before, at
and after passing through the bifurcation point. Opposite edges of the parallelograms
are identified. They represent Liouville tori. The line intersecting the Liouville tori
represents the manifold Gµ. Gray arrows represent motions of the system starting and
ending at an intersection point of a Liouville torus with Gµ within time τ = 1.

The situation is illustrated in the schematic picture in the middle of Figure 7.4. Locally

around θ = 0, the first component of bµ is given as

b1µ(θ) = h′
(
φθ1µ (θ,∇θg(θ))

)
− h′(θ1).

Using the statements formulated in the bullet point list, a Taylor series expansion of

b1µ(θ) around µ = 0, θ = 0 has no constant term and the coefficients of µ, θ1, . . . , θn

and θ2
1 vanish. The other coefficients are non-zero under non-degeneracy assump-

tions on the problem. Moreover, for the remaining components b2,...,nµ (θ) the Jacobian

Dθ2,...,θnb
2,...,n
0 (0) = Sgns ·DI2,...,Inφ

θ2,...,θn
0 (0, 0) has full rank (again by non-degeneracy).

By the implicit function theorem, locally around (µ, θ) = (0, 0) there exist functions

θj(µ, θ1) with θj(0, 0) = 0 (j ≥ 2) such that

b2,...,nµ (θ1, θ2(µ, θ1), . . . , θn(µ, θ1)) = 0.

Moreover, using ∂bj

∂θ1

∣∣∣
(µ,θ)=(0,0)

= 0 and ∂bj

∂θi

∣∣∣
(µ,θ)=(0,0)

6= 0 for i, j ≥ 2, we conclude

∂θj(0,θ1)
∂θ1

(0) = 0. Therefore, in the Taylor series expansion of

b1µ(θ1, θ2(µ, θ1), . . . , θn(µ, θ1))

around µ = 0 and θ = 0 there is (still) no constant term and the coefficients of µ, θ1

and θ2
1 vanish. Thus, there is a pitchfork bifurcation at (µ, θ, I) = (0, 0, 0) unless the

problem is degenerate.

We conclude that the pitchfork bifurcation occurs generically in symmetrically sep-

arated 1-parameter boundary value problems in completely integrable Hamiltonian sys-

tems. The mechanism of the bifurcation in the phase space is illustrated in Figure 7.4.

Remark 7.2.2. The map h in the proof of Theorem 7.2.1 is a map germ (R, 0)→ (R, 0)
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with

h(0) = h′(0) = h′′(0) = 0

and, under non-degeneracy assumptions, h′′′(0) 6= 0. This means that h has a singular-

ity of type A2 (fold). A fold singularity is a persistent phenomenon in one-parameter

families of smooth maps.

Allowing more parameters and arbitrarily high-dimensional phase spaces, we can

achieve any local Lagrangian intersection problem as an intersection ofGµ and T . When

k parameters are present, then any versal family of smooth maps with k parameters

can occur as h and lead to new persistent bifurcations. Thus, an analysis analogous to

the proof of Theorem 7.2.1 can be carried out for the other normal forms from Arnold’s

ADE-classification. The type of singularity corresponds to the type of contact of the

boundary condition and the Liouville torus at the bifurcation point. Recall that we have

identified Lagrangian intersections up to local symplectomorphisms with catastrophes

up to stably right equivalence. Thus, one could attempt to classify all bifurcations of

this mechanism by the type of Lagrangian contact. 4

7.2.3 Symmetry based explanation of the periodic pitchfork

Let us view the periodic pitchfork bifurcation as an effect of symmetry present in com-

pletely integrable systems. Indeed, we will show how complete integrability leads to a

local Z/2Z mirror symmetry in the generating function for the Hamiltonian diffeomor-

phism related to the system. Thus, the periodic pitchfork is related to the bifurcation

B2 in Arnold’s list for the Z/2Z-symmetric gradient-zero problem (V. I. Arnold, 1978).

Other references for the gradient-zero-problem with symmetry are Wassermann, 1988

and Poston and I. Stewart, 1978, Ch.14 §15. The following can be regarded as an

alternative proof of Theorem 7.2.1.

Consider a one-parameter family of completely integrable Hamiltonian systems of

fixed dimension 2n with Hamiltonians Hµ. Consider symmetrically separated La-

grangian boundary conditions. Suppressing the µ-dependence of the action angle coor-

dinates, the equations of motions read

İ = 0

α̇ = ∇IHµ(I).

The time-1-map of the flow maps (I, α) to (K,β) with

K = I

β = ∇IHµ(I) + α.
(7.2.2)
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Let us assume that ∇IH0(0) = 0 and HessH0(0) is nondegenerate. Locally near I = 0

and µ = 0 there exists Fµ such that F0(0) = 0 and ξ = ∇IHµ(F (ξ)). For (µ, ξ) near

(0, 0) we have

Id = HessHµ(Fµ(ξ))DFµ(ξ)

such that the Jacobian DFµ(ξ) is symmetric and Fµ has a primitive denoted by Hµ.

The function Sµ(α, β) = Hµ(β − α) is a generating function (Definition 2.1.5) of the

time-1-map in (7.2.2).

Assume that locally near (I, α) = (0, 0), the boundary condition can be expressed

as I = g̃µ(α), K = g̃µ(β). Since the boundary condition is Lagrangian, there exists a

local map g with g(0) = 0 such that ∇g(α) = g̃(α). Assume that there exists a local

change of coordinates in the α variables fixing 0 such that g is of the form

g(α) = α3
1 + q(α2, . . . , αn).

(Recall from the proof of Theorem 7.2.1 that this holds generically at a 1-dimensional

touch of the boundary condition with an invariant submanifold.) The change of vari-

ables in α can be extended to a symplectic change of variables (I, α) in the phase space

fixing (I, α) = (0, 0). The equations of motion keep their structure and we denote the

new coordinates and maps by the same symbols as before. The boundary condition

can be obtained from the generating function B(α, β) = α3
1 − β3

1 + q(α2, . . . , αn) −
q(β2, . . . , βn). Solutions to the boundary value problem correspond to critical points of

Gµ(α, β) = B(α, β)−Hµ(β−α) = α3
1−β3

1 −Hµ(β−α) + q(α2, . . . , αn)− q(β2, . . . , βn).

Notice that Gµ is invariant under the transformation (α1, β1) 7→ (−β1,−α1). Now,

following V. I. Arnold (1978), bifurcations on the fixed-point set of the transformation

correspond to Z/2Z bifurcations. Under the given assumptions, the bifurcation B2

occurs at (I, α) = (0, 0).

7.3 Effects of symmetry

The previous Section 7.2 shows that extra structure (complete integrability) in La-

grangian boundary value problems can lead to the occurrence of extra bifurcations

which are not generic in the gradient-zero-problem. Clearly, if in the Singularity-

Lagrangian linkage theorem (Theorem 6.3.4) the generating functions fµ of symplectic

maps and the generating functions gµ of the boundary conditions obey the same sym-

metry relation, then the bifurcations of the boundary value problem will be governed

by the gradient-zero-problem for scalar-valued maps obeying that symmetry. In the

following we will analyse how symmetries of Hamiltonian systems, (or, more generally,
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of families of symplectic maps and their boundary conditions), translate to symmetries

of generating functions and are, therefore, relevant for the prediction and explanation

of bifurcation behaviour.

7.3.1 Classical time reversal symmetry

In view of the importance of classical Hamiltonian mechanics, we first show a numerical

example illustrating the mechanism of a pitchfork bifurcation which is related to time

reversal symmetry (see Section 2.3.2) of the system, and then explain the general impact

of time reversibility on mechanical systems in their standard form. In Section 7.3.2 we

present a more general treatment of symmetries and reversal symmetries.

Numerical example

Consider the time-reversal Hamiltonian system (Definition 2.3.3)

H(x, y) = cos(y2) + µx2 + x3.

on (R2,dx∧dy). We consider the Dirichlet boundary value problem φX(1, y) = 1 where

φ is the time-0.1-map of the Hamiltonian flow and φX its x-component. In other words,

a motion of the Hamiltonian system solves the boundary value problem if and only if

it starts and ends after time τ = 0.1 on the line {1} × R in the phase space. The de-

scribed boundary condition is Lagrangian, symmetrically separated (Definition 7.2.1)

and Z/2Z-symmetric with respect to the x-axis. Using the Störmer–Verlet method to

integrate Hamilton’s equations we obtain a bifurcation diagram showing a pitchfork bi-

furcation (Figure 7.5). The motions involved in the bifurcation are plotted in Figure 7.6

for two different values of the parameter µ. We see that one of the orbits constitutes

two solutions to the boundary value problem making use of the time reversal symmetry

of the system. This orbit merges with another orbit that solves the boundary condition

exactly where both orbits become tangential to the boundary condition. At this point

the relation
∂Hµ
∂y (1, y) = 0 is necessarily fulfilled.

Indeed, the Z/2Z symmetry of the Hamiltonian induces a time reversal symmetry

(see Section 2.3.2) of the flow which the boundary condition respects such that the

bifurcations of the system are governed by the gradient-zero-problem with symmetry.

Let us describe the symmetry in a more general setting using generating functions (see

Definition 2.1.5).

Mechanical Hamiltonians

Let (x, y) = (x1, . . . , xn, y1, . . . , yn) be symplectic coordinates and Hµ(x, y) a family

of Hamiltonian functions such that Hµ(x, y) = Hµ(x,−y). For example, mechanical
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Figure 7.5: Bifurcation diagram for a time-reversal Hamiltonian and boundary con-
dition x(0) = 1 = x(0.1). The Hamiltonian flow is obtained using the symplectic
Störmer–Verlet method with step size 0.0005.
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Figure 7.6: Motions involved in the pitchfork bifurcation shown in Figure 7.5. The
motions obey the time-reversal symmetry of the system.
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Hamiltonians Hµ(x, y) = 1
2〈y, y〉−V (x), where 〈., .〉 is the Euclidean scalar product and

V a scalar-valued map, fulfil this condition. Denote the time-τ -map of the Hamiltonian

system Hµ by φµ and define Xµ = x ◦ φµ and Yµ = y ◦ φµ. By the symmetry of Hµ,

the Hamiltonian system is time reversal symmetric such that

φµ
(
Xµ(a, b),−Yµ(a, b)

)
= (a,−b) (7.3.1)

for all points (a, b) in the phase space. Assume det
(
∂Yµ
∂x

)
i,j
6= 0 such that y, Yµ consti-

tutes a coordinate system. There exist generating functions Sµ(y, Y ) such that(
x

−Xµ

)
= ∇Sµ(y, Yµ).

Let ξ(y, Y ) = (−Y,−y). By (7.3.1) the following holds:

∇Sµ =

(
x

−Xµ

)
=

(
Xµ ◦ ξ
−x ◦ ξ

)
= ∇(Sµ ◦ ξ).

The time reversal symmetry of the problem corresponds to an invariance of the gen-

erating function S. Now, if a boundary condition for φµ can be represented by a

generating function Bµ(y, Y ) of the same type as Sµ such that ∇Bµ = ∇(Bµ ◦ ξ), then

the gradient-zero-problem for Sµ −Bµ will be governed by singularity theory for maps

with the symmetry ξ.

If, for instance, the boundary conditions are symmetrically separated with La-

grangian manifold Gµ in the phase space and if y constitutes a coordinate system

for Gµ (as in the numerical example), then Gµ = {(y,∇bµ(y))}y for some scalar-valued

map bµ. We can choose Bµ(y, Y ) = bµ(y) − bµ(Y ). Then ∇Bµ = ∇(Bµ ◦ ξ). In the

numerical example we have Gµ = {1} × R, bµ(y) = y and Bµ(y, Y ) = y − Y .

We conclude that extra symmetry in Lagrangian boundary value problems can allow

the persistent occurrence of bifurcations, which are non-persistent in the class of La-

grangian boundary value problems, if the symplectic map and the boundary conditions

obey the same symmetry relation. The problem reduces to the gradient-zero-problem

with symmetry. In the following Section 7.3.2 we provide a more general treatment of

symmetries and reversing symmetries on bifurcation problems.

7.3.2 General treatment of symmetries and reversing symmetries

The following setting is convenient when describing the interaction of generating func-

tions and symmetries. Let U be a finite dimensional vector space and U∗ its dual vector
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space. On the direct sum V = U ⊕ U∗ we consider the symplectic form

ω
(
(u, u∗), (v, v∗)

)
= u∗(v)− v∗(u).

Denote a copy of the symplectic vector space (V, ω) by (V = U ⊕U∗, ω). Consider the

symplectic space
(
V ⊕ V , ω ⊕ (−ω)

)
with symplectic form

ω ⊕ (−ω) = P∗ω − P∗ω,

where P : V ⊕ V → V and P : V ⊕ V → V denote the natural projections. In appli-

cations, the splitting U ⊕ U∗ occurs naturally: in Hamiltonian mechanics, U models a

configuration space and U∗ the space of momenta.

For the following considerations it is sufficient to consider locally defined, symplectic

maps φ which map 0 to 0 in the space V = U⊕U∗ as we can locally trivialize symplectic

manifolds M around each z ∈M and φ(z) ∈M using centred Darboux coordinates. In

the following we will describe the effects of ordinary and reversing symmetries on gen-

erating functions and, thus, on the local bifurcation behaviour of Lagrangian boundary

value problems. In order to avoid cumbersome notation and repeating remarks that

domains of definition might shrink, we neglect to incorporate in our notation that maps

are defined only on neighbourhoods of 0 of the corresponding spaces.

Consider a symplectic map φ : V → V mapping 0 to 0 and a diffeomorphism Ψ: V →
V . Let Ψ1 denote the U -component of the map Ψ and Ψ2 the U∗-component, i.e.

Ψ(v) = (Ψ1(v),Ψ2(v)) ∈ U ⊕ U∗. Moreover, assume there exists a generating function

S : U⊕U → R defined around 0 such that for all (u, u) ∈ U⊕U the following Lagrangian

submanifolds of (V ⊕ V , ω ⊕ (−ω)) coincide:

Γ = {(v, φ(v))|v ∈ V } = {
(
u,DuS(u, u), u,−DuS(u, u)

)
| (u, u) ∈ U ⊕ U}.

Ordinary symmetry

Proposition 7.3.1. The relation

Ψ−1 ◦ φ ◦Ψ = φ (7.3.2)

is equivalent to ∀(u, u) ∈ U ⊕ U :

DuS
(

Ψ1(u,DuS(u, u)),Ψ1(u,−DuS(u, u))
)

= Ψ2
(
u,DuS(u, u)

)
−DuS

(
Ψ1(u,DuS(u, u)),Ψ1(u,−DuS(u, u))

)
= Ψ2

(
u,−DuS(u, u)

) (7.3.3)

Remark 7.3.1. If Ψ is additionally symplectic, then Ψ is referred to as an ordinary

symmetry for φ. If, for instance, the map φ is given as a Hamiltonian diffeomorphism
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and Ψ is a symplectic map on the phase space leaving the Hamiltonian invariant, then

Ψ as well as Ψ−1 are ordinary symmetries for φ. 4

Proof of Proposition 7.3.1. The relation φ◦Ψ = Ψ◦φ is equivalent to (Ψ×Ψ)(Γ) = Γ,

where (Ψ × Ψ): V ⊕ V → V ⊕ V , (Ψ × Ψ)(v, v) = (Ψ(v),Ψ(v)) denotes the diagonal

action. The relation (Ψ×Ψ)(Γ) = Γ is equivalent to (7.3.3).

The following proposition analyses the effects of symmetries on the phase space U⊕
U∗ which restrict to the Lagrangian submanifold U . Examples are spatial symmetries

of mechanical systems.

Proposition 7.3.2. Let h : U → U be a diffeomorphism. The symplectic map Ψ =

(Ψ1,Ψ2) : U ⊕ U∗ → U ⊕ U∗ defined by

Ψ1(u, u∗) = h(u) Ψ2(u, u∗) = u∗ ◦Dh−1(u) (7.3.4)

is an ordinary symmetry for φ if and only if S is invariant under h, i.e.

S ◦ (h× h) = S,

holds true (up to a constant), where (h × h)(u, u) = (h(u), h(u)) ∈ U ⊕ U denotes the

diagonal action.

Remark 7.3.2. The symplectic map Ψ defined in (7.3.4) corresponds to the cotangent

lifted action of h (see Marsden and Ratiu, 1999a, §6.3, for instance). The reader might

be familiar with its representation in Darboux coordinates p, q of the cotangent bundle:

q 7→ h(q), p 7→ Dh(q)−tp. 4

Proof of Proposition 7.3.2. The relation S ◦(h×h) = S (up to a constant) is equivalent

to

D(S(h(u), h(u))) = DS(u, u) ∀(u, u) ∈ U ⊕ U,

which is equivalent to ∀(u, u) ∈ U ⊕ U :

(DuS)(h(u), h(u)) = DuS(u, u) ◦Dh−1(u)

−(DuS)(h(u), h(u)) = −DuS(u, u) ◦Dh−1(u),

which is equivalent to (7.3.3) with Ψ defined as in (7.3.4). The claim follows by Propo-

sition 7.3.1.

Analogously to Lemma 6.3.3, after a symplectic change of coordinates in V ⊕ V ,

we can assume that boundary conditions as well as the graph Γ of a symplectic map

φ are both graphical over U ⊕ U , where the projection V ⊕ V → U ⊕ U is given as
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(
(u, u∗), (u, u∗)

)
= (u, u). We state the following proposition which gives a criterion for

when Ψ is a symmetry for separated, Lagrangian boundary conditions.

Proposition 7.3.3. Let B(u, u) = b(u) − b(u) for local maps b : U → R, b : U → R.

Consider

G = {(u,Db(u)) |u ∈ U}, G = {(u,Db(u)) |u ∈ U}, Λ := G×G ⊂ V ⊕ V

The relations (7.3.3) stated with B instead of S are fulfilled if and only if

Ψ(G) = G Ψ(G) = G. (7.3.5)

Proof. Notice that Λ is generated by B, i.e.

Λ = G×G = {(u,DuB(u, u), u,−DuB(u, u) | (u, u) ∈ U ⊕ U}.

The relation (7.3.5) holds true if and only if the submanifold Λ is invariant under the

diagonal action Ψ×Ψ if and only if (7.3.3) stated with B instead of S holds true.

Corollary 7.3.4. If Ψ as in (7.3.4) is an ordinary symmetry for a family of symplectic

maps and a family of separated Lagrangian boundary conditions invariant under Ψ is

given, then the Lagrangian boundary value problem behaves like the gradient-zero prob-

lem S̃(u, u) = 0 with symmetry S̃ ◦ (h×h) = S̃. Using the notation of the propositions,

S̃ = S −B.

Examples

� Spatial symmetries of mechanical systems on U with phase space U ⊕ U∗ can

be phrased as maps h : U → U . A symplectic map Ψ defined as in (7.3.4) is

an ordinary symmetry for the Hamiltonian diffeomorphism φ. The generating

function S of φ fulfils S ◦ (h× h) = S.

– Let h(u) = −u, Ψ(u, u∗) = (−u,−u∗). It follows that S fulfils the Z/2Z
symmetry relation S(−u,−u) = S(u, u).

– For λ ∈ R \ {0} let hλ(u) = λu, Ψλ(u, u∗) = (λu, λ−1u∗). Then S(λu, λu) =

S(u, u), i.e. S is homogeneous (of degree 1).

� Consider the Dirichlet problem u = 0, u = 0 for a symplectic map with generating

function S : U∗ ⊕ U∗ → R invariant under the cotangent lifted action of a linear,

spatial symmetry A : U → U . The problem behaves like the gradient-zero problem

for S with diagonal symmetry A>, i.e. S ◦ (A> × A>) = S. Here A> denotes

the transpose of the linear map A. Notice that the structure of the boundary
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condition forces us to use (u∗, u∗) as coordinates for the generating function.

Therefore, in contrast to Proposition 7.3.2, the diagonal right action on S is by

A> rather than by A.

� In case of k independent, Poisson commuting integrals of motions, there exist

symplectic coordinates such that the Hamiltonian H : U ⊕ U∗ → R does not

depend on u1, . . . , uk. This means for each λ ∈ Rk the translation

h(u1, . . . , uk, uk+1, . . . , un) = h(u1 + λ1, . . . , u
k + λk, u

k+1, . . . , un)

gives rise to an ordinary symmetry for the Hamiltonian diffeomorphism. Its

generating function S : U⊕U → R depends on the following 2n−k variables: u1−
u1, . . . , uk − uk, uk+1, uk+1, . . . , un, un. Notice that periodic boundary conditions

u− u = 0, u∗ − u∗ = 0

share this symmetry property. This recovers the fact that solutions to periodic

boundary value problems for Hamiltonian diffeomorphisms with k integrals of mo-

tion are k-dimensional manifolds. In planar Hamiltonian systems, for instance,

solutions to periodic boundary value problems are not isolated but given by pe-

riodic orbits of the correct frequency.

Reversal symmetry

Proposition 7.3.5. The relation

Ψ−1 ◦ φ ◦Ψ = φ−1 (7.3.6)

is equivalent to ∀(u, u) ∈ U ⊕ U :

DuS
(

Ψ1(u,−DuS(u, u)),Ψ1(u,DuS(u, u))
)

= Ψ2
(
u,−DuS(u, u)

)
−DuS

(
Ψ1(u,−DuS(u, u)),Ψ1(u,DuS(u, u))

)
= Ψ2

(
u,DuS(u, u)

)
.

(7.3.7)

Remark 7.3.3. If in addition Ψ is anti-symplectic, i.e. Ψ∗ω = −ω, then Ψ is referred

to as a reversal symmetry for φ. For example, this situation arises if φ is given as a

Hamiltonian diffeomorphism and Ψ is a anti-symplectic map on the phase space leaving

the Hamiltonian invariant. Inverting (7.3.6), it follows that Ψ is a reversal symmetry

for φ if and only if Ψ−1 is a reversal symmetry. 4

Proof of Proposition 7.3.5. The relation φ◦Ψ = Ψ◦φ−1 is equivalent to (Ψ×Ψ)(Γ) = Γ,

where (Ψ×Ψ)(v, v) = (Ψ(v),Ψ(v)) denotes the reversal action. The invariance of Γ is
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equivalent to (7.3.7).

The following proposition analyses the effects of reversal symmetries on the phase

space V = U ⊕ U∗ which restrict to the Lagrangian submanifold U . Examples are

spatial reversal symmetries.

Proposition 7.3.6. Let h : U → U be a diffeomorphism. The anti-symplectic map

Ψ = (Ψ1,Ψ2) : U ⊕ U∗ → U ⊕ U∗ defined by

Ψ1(u, u∗) = h(u) Ψ2(u, u∗) = −u∗ ◦Dh−1(u). (7.3.8)

is a reversal symmetry for φ if and only if S is invariant under h, i.e.

S ◦ (h×h) = S,

holds true (up to a constant), where (h×h)(u, u) = (h(u), h(u)) ∈ U ⊕ U denotes the

reversal action.

Proof. The relation S ◦ (h×h) = S (up to a constant) is equivalent to

D(S(h(u), h(u))) = DS(u, u) ∀(u, u) ∈ U ⊕ U,

which is equivalent to ∀(u, u) ∈ U ⊕ U :

(DuS)(h(u), h(u)) ◦Dh(u) = DuS(u, u)

(DuS)(h(u), h(u)) ◦Dh(u) = DuS(u, u)

which is equivalent to (7.3.7) with Ψ defined as in (7.3.8). The claim follows by Propo-

sition 7.3.5.

The next proposition gives a criterion when an anti-symplectic map Ψ is a rever-

sal symmetry for separated, Lagrangian boundary conditions. The statement holds,

however, for all diffeomorphisms Ψ: V → V .

Proposition 7.3.7. Let B(u, u) = b(u) − b(u) for local maps b : U → R, b : U → R.

Consider

G = {(u,Db(u)) |u ∈ U}, G = {(u,Db(u)) |u ∈ U}, Λ := G×G ⊂ V ⊕ V

The relations (7.3.7) stated with B instead of S are fulfilled if and only if

Ψ(G) = G Ψ(G) = G. (7.3.9)
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Remark 7.3.4. In contrast to Proposition 7.3.3, the manifolds G and G get swapped by

the diffeomorphism Ψ. 4

Proof of Proposition 7.3.7. Notice that Λ is generated by B, i.e.

Λ = G×G = {(u,DuB(u, u), u,−DuB(u, u) | (u, u) ∈ U ⊕ U}.

The relation (7.3.9) holds true if and only if the submanifold Λ is invariant under the

reversal action Ψ×Ψ if and only if (7.3.7) stated with B instead of S holds true.

Corollary 7.3.8. If Ψ as in (7.3.8) is a reversal symmetry for a family of symplectic

maps and a family of separated Lagrangian boundary conditions invariant under Ψ in

the sense of (7.3.9) is given, then the local Lagrangian boundary value problem behaves

like the gradient-zero problem S̃(u, u) = 0 with symmetry S̃ ◦ (h×h) = S̃. In the setting

of the propositions, S̃ = S −B.

Examples

� Let h(u) = u such that Ψ(u, u∗) = (u,−u∗). Then S(u, u) = S(u, u).

� Let h(u) = −u such that Ψ(u, u∗) = (−u, u∗). Then S(u, u) = S(−u,−u). This

recovers the results of Section 7.3.1.

� For λ ∈ R \ {0} let hλ(u) = λu, so Ψλ(u, u∗) = (λu,−λ−1u∗). Then S(λu, λu) =

S(u, u). In particular, S(u, u) = S(u, u). The map S is homogeneous and sym-

metric.

Let us relate these findings to the periodic pitchfork described in Sections 7.2.2

and 7.2.3. Recall from the examples of ordinary symmetries that integrals of motions

lead to translation symmetries. In completely integrable systems in action angle coordi-

nates, the generating function S : U ⊕U → R of the Hamiltonian flow only depends on

the difference u−u of the angles. In particular, S is invariant under the transformation

(u1, u1) 7→ (−u1,−u1).

Recall from Section 7.2.3 that under the assumption that a periodic orbit touches

the boundary condition and gives rise to a solution of the boundary value problem,

there exists a symplectic change of coordinates on U ⊕U∗ such that the symmetrically

separated boundary condition is invariant under (u1, u1) 7→ (−u1,−u1) as well, locally

around the touch point. The bifurcation behaviour corresponds to the gradient-zero-

problem with a Z/2Z symmetry. In a one-parameter family of systems with a Z/2Z
symmetry a pitchfork bifurcation is a generic phenomenon, i.e. pitchfork bifurcations

persist under small perturbations that respect the symmetry.
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While the Z/2Z symmetry in completely integrable systems appears rather hid-

den and becomes visible using action angle coordinates, the Z/2Z symmetry in time-

reversal systems is more apparent and again picked up by symmetrically separated

Dirichlet boundary conditions since these share the phase space symmetry as explained

in Section 7.3.1. Again, a pitchfork bifurcation becomes a generic phenomenon in

one-parameter families of problems.

7.4 Summary of Chapters 6 and 7

In Chapters 6 and 7 we have shown that Lagrangian boundary value problems for

symplectic maps can be regarded as local intersection problems of Lagrangian subman-

ifolds. This, in turn, corresponds to finding critical points of a smooth function (given

as the difference of generating functions) and gives a finite dimensional approach to

bifurcation theory for Hamiltonian boundary value problems. This allows us to

� link generic problems to Thom’s seven elementary catastrophes and to Arnold’s

ADE-classification, a framework known as catastrophe theory,

� explain how certain, typical boundary conditions can prohibit bifurcations,

� analyse how extra structure for symplectic maps can lead to extra bifurcations.

An instance of our analysis of how boundary conditions can prohibit bifurcations is

the following result: in Dirichlet problems for 2n-dimensional systems only those bifur-

cations can occur which can be obtained in critical points of smooth function problems

in at most n variables. This means, for example, that in Dirichlet problems for planar

symplectic maps only A-series type bifurcations can occur persistently. In contrast,

using periodic boundary conditions D-series singularities are also possible. Moreover,

extra structure for symplectic maps can lead to extra bifurcations. In symmetrically

separated boundary value problems for flows of completely integrable Hamiltonian sys-

tems, we describe a pitchfork-type bifurcation, which we call the periodic pitchfork

bifurcation. In this novel bifurcation, two complete periodic solutions bifurcate from a

path of partial periodic orbits.

Lagrangian boundary value problems for symplectic maps correspond to gradient-

zero-problems with symmetry if the symplectic map and the boundary values are gov-

erned by the same symmetry relation. Here, additional bifurcations can occur which

make use of the symmetry of the system. Propositions 7.3.3 and 7.3.7 describe when

separated Lagrangian boundary conditions fulfil a given symmetry. For instance, in

one parameter families of time-reversal, symmetric Hamiltonian systems a time-reversal

pitchfork can occur persistently.
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For structurally simple symmetries, which split into separated actions on two La-

grangian subspaces (e.g. spatial symmetries), the Propositions 7.3.2 and 7.3.6 reveal

which symmetry is induced in the corresponding gradient-zero-problem. In contrast, for

arbitrary group actions we do not have a characterization of which symmetries induce

a correspondence between boundary value problems and critical points of symmetric

functions.

The framework presented here raises the possibility of discovering exotic bifurca-

tions in examples from physics, and also of discovering further new phenomena induced

in specific classes of equations. In the next chapter we will extend our investigations

to conformal symplectic symmetries which will, in particular, allow us to analyse sin-

gularities that occur in conjugate loci.



Chapter 8

Conformal symplectic

symmetries and conjugate loci

Chapter 8 is an adaption of McLachlan and Offen, 2018b.

We continue our investigations into the effects of boundary conditions and sym-

metries for bifurcations of solutions of boundary-value problems for symplectic maps

arising as Hamiltonian diffeomorphisms. The framework of Chapters 6 and 7 is used

to prove the existence of obstructions arising from conformal symplectic symmetries on

the bifurcation behaviour of solutions to Hamiltonian boundary value problems.

Consider the action g 7→ χg of a Lie group G on a symplectic manifold (M,ω),

where χg is a diffeomorphism on M . While for a symplectic Lie group action χg is

required to leave ω invariant, i.e. χ∗gω = ω, in case of a conformal symplectic action

χg preserves ω only up to a g dependent constant c(g), i.e. χ∗gω = c(g) · ω, where c

depends smoothly on g. A conformal symplectic symmetry of a Hamiltonian system

is a conformal symplectic Lie group action which leaves the Hamiltonian invariant up

to a constant depending on the acting group element. Examples include Hamiltonian

systems with scaling symmetries. The central example of this chapter are Hamiltonian

systems on cotangent bundles whose motions correspond to geodesics on their base

manifold. We will investigate the effects of the symmetries in the light of our catastro-

phe theory framework. Under non-degeneracy conditions, a group action by conformal

symplectic symmetries has the effect that the flow map cannot degenerate in a direc-

tion which is tangential to the action. This imposes restrictions on which singularities

can occur in boundary value problems. Our results generalise classical results about

conjugate loci on Riemannian manifolds to Hamiltonian boundary value problems with

conformal symplectic symmetries.

125
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8.1 Introduction

In the most frequently studied situation of a group acting on a symplectic manifold,

the group acts by symplectic or Hamiltonian actions and leaves a Hamiltonian flow

invariant. In another case, the group acts by Hamiltonian actions but the flow is

conformal symplectic (McLachlan and Perlmutter, 2001). In contrast, in this chapter

we consider conformal symplectic actions on Hamiltonian flows and their effects on

bifurcations in boundary value problems. As an example of a Hamiltonian boundary

value problem let us consider the conjugate points problem for geodesics on Riemannian

manifolds: recall that geodesics are locally length minimising. Roughly speaking, two

points q and Q are conjugate if a geodesic starting at q stops to be length minimising

when reaching Q. More precisely, we have the following definition.

Definition 8.1.1 (conjugate points, conjugate locus). Two points q and Q on a Rie-

mannian manifold connected by a geodesic γ are called conjugate points if there exists a

nontrivial Jacobi vector field along γ vanishing at q and Q. In other words, there exists

a nontrivial vector field along γ which arises as a variational vector field for variations

through geodesics fixing q and Q (Flaherty and Carmo, 1992, Ch.5). The set of all

points conjugate to q is called the conjugate locus to q. 4

Remark 8.1.1. As an alternative to Definition 8.1.1 one can define q and Q to be

conjugate if Q is the image of a critical point of the geodesic exponential map at q

(Wall, 1977). 4

Example 8.1.1 (conjugate locus on 2-dimensional Gaussian). The left plot of Figure 8.1

shows the graph of a (slightly perturbed) 2-dimensional Gaussian and the conjugate

locus to the point q marked as ∗ in the plot. There are three geodesics connecting q

with a point Q in between the solid black lines where Q1 > 0 while there is a unique

geodesic if Q is outside that region. Keeping q fixed and varying Q two of the geodesics

merge in a fold bifurcation as Q crosses one of the solid black lines. If Q crosses the

meeting point of the lines of folds all connecting geodesics merge into one. The meeting

point corresponds to a cusp singularity. 4

Example 8.1.2 (Conjugate locus on ellipsoid). Other examples of conjugate points are

antipodal points on a sphere. Let us fix the point q = (q1, q2, q3) = (− 1
π , 0, 0) on

a 2-sphere in R3 of circumference 2. Its only conjugate point is the antipodal point

Q = ( 1
π , 0, 0). Perturbing the sphere to an ellipsoid the conjugate locus consists of four

cusps connected by lines of fold singularities as visualised in the plot to the right of

Figure 8.1, unless q happens to be an umbilic point of the ellipsoid. This is known as

the last geometric statement of Jacobi (Itoh and Kiyohara, 2004). 4

Later, we will extend the conjugate locus examples 8.1.1 and 8.1.2 and consider

bifurcations of conjugate points (conjugate points problems) in which not only the



CHAPTER 8. CONFORMAL SYMMETRIES AND CONJUGATE LOCI 127

Figure 8.1: Conjugate loci on a perturbed graph of a 2-dimensional Gaussian and on
an ellipsoid. See Examples 8.1.1 and 8.1.2.

endpoint Q can vary but also the start point q. Here we expect higher degenerate

singularities to occur.

In general, on a Riemannian manifold (N, g) geodesic motions can be interpreted

as motions of a Hamiltonian system defined on the cotangent bundle π : T ∗N → N :

for the Hamiltonian

H(α) =
1

2
α
(
g−1(α)

)
, α ∈ T ∗N (8.1.1)

motions correspond to velocity vector fields of geodesics under the bundle isomorphism

g between the tangent bundle TN and the cotangent bundle T ∗N . (A formulation in

local coordinates will be given in Section 9.3.4, where we will focus on computational

aspects.) If Φ is the associated Hamiltonian flow at time 1, then the problem of con-

necting two points q,Q ∈ N by a geodesic can be formulated as the following boundary

value problem for Φ: find α ∈ T ∗N such that

π(α) = q, (π ◦ Φ)(α) = Q. (8.1.2)

The Hamiltonian formulation reveals symplectic structure hidden in the geodesic prob-

lem: the above problem (8.1.2) is a boundary value problem for a symplectic map.

Indeed, the symplectic structure has an effect on the kind of bifurcations which can

occur in boundary value problems and whether the singularities persist under small

perturbations. Moreover, the Hamiltonian H (8.1.1) has a conformal symplectic sym-

metry under which Φ is invariant. In contrast to boundary value problems for arbitrary

symplectic maps, the Dirichlet-type form of the boundary condition and the symmetry

properties turn out to impose restrictions on which of these singularities actually can

occur.

The remainder of the chapter is structured as follows. In Section 8.2 we fix no-

tation and provide a coordinate-free framework which is convenient for the analysis

of separated Lagrangian boundary value problems which include, in particular, our
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Examples 8.1.1 and 8.1.2.

In Section 8.3 the framework is used to prove the main result of this chapter: if a

Hamiltonian is invariant under a conformal symplectic action of a k-dimensional Lie

group, then the degree of degeneracy of a singularity in a separated Lagrangian bound-

ary value problem cannot exceed n− k, where 2n is the phase space dimension, if the

action is tangential to the boundary condition and under non-degeneracy conditions on

the group action and the Hamiltonian vector field. This extends the result of Propo-

sition 7.1.2 that separated Lagrangian boundary value problems can only degenerate

up to dimension n, which is the lowest upper bound that one can achieve in the gen-

eral setting without symmetries. The new result applies in particular to homogeneous

Hamiltonians such as (8.1.1). This means that, under nondegeneracy assumptions, we

expect only the A-series singularities to occur persistently in conjugate points prob-

lems on Riemannian surfaces not matter how many parameters enter in the metric. In

contrast, Proposition 7.1.2 does not exclude D- or E-series singularities. This provides

an alternative approach to the conjugate points problem on Riemannian manifolds and

recovers classical results about conjugate loci (Wall, 1977; Weinstein, 1970).

8.2 Definitions, notation, and framework

Let us fix our notation for separated (Lagrangian) boundary value problems.

Definition 8.2.1 (Separated (Lagrangian) boundary value problem). Let (M,ω) and

(M ′, ω′) be two symplectic manifolds with dimM = 2n = dimM ′. Consider a sym-

plectic map φ : M → M ′ and n-dimensional submanifolds Λ ⊂ M and Λ′ ⊂ M ′. The

collection (φ,Λ,Λ′) is called a separated boundary value problem. Its solution is given

as

{z ∈ Λ |φ(z) ∈ Λ′} = φ−1(Λ′) ∩ Λ.

If Λ ⊂M and Λ′ ⊂M ′ are Lagrangian submanifolds, then (φ,Λ,Λ′) is called a separated

Lagrangian boundary value problem. 4

Remark 8.2.1. Let (M,ω) and (M ′, ω′) be 2n-dimensional symplectic manifolds and

Λ ⊂ M and Λ′ ⊂ M ′ be n-dimensional submanifolds. The submanifold Π = Λ × Λ′ ⊂
(M ×M ′, ω⊕−ω′) is Lagrangian if and only if Λ and Λ′ are Lagrangian submanifolds.

Therefore, the separated boundary value problems which are Lagrangian boundary

value problems (Definition 6.2.1) are exactly the separated Lagrangian boundary value

problems. 4

Example 8.2.1. The classical Dirichlet, Neumann and Robin boundary value problems

considered in Example 6.2.2 constitute separated Lagrangian boundary value problems
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if regarded as boundary value problems for a Hamiltonian flow map (Figure 6.3). Pe-

riodic boundary conditions, however, constitute Lagrangian boundary value problems

which cannot be regarded as separated boundary value problems. This leads to a

different bifurcation behaviour as seen in Chapter 7. 4

Observation 8.2.1 (Local coordinate description). All separated Lagrangian boundary

value problems are locally equivalent: by Darboux-Weinstein’s theorem neighbourhoods

of Lagrangian submanifolds are locally symplectomorphic to neighbourhoods of the zero

section of the cotangent bundle over the submanifolds Weinstein, 1971b, Corollary 6.2.

Therefore, a separated Lagrangian boundary value problem (φ,Λ,Λ′) for φ : (M,ω)→
(M ′, ω′) is locally given as

x = x∗, φX(x, y) = X∗, (8.2.1)

with x∗, X∗ ∈ R2n and with local Darboux coordinates (x, y) = (x1, . . . xn, y1, . . . yn) for

M and (X,Y ) = (X1, . . . Xn, Y1, . . . Yn) for M ′. In (8.2.1) the symbol φX is a shorthand

for X ◦ φ. In particular, Dirichlet, Neumann and Robin boundary conditions can be

treated on the same footing in the bifurcation context. In contrast, periodic boundary

conditions are not separated. This manifests in the different bifurcation behaviour

described in Propositions 7.1.2 and 7.1.5. 4

Let us consider the separated Lagrangian boundary value problem (8.2.1) on the

phase space M = M ′ = R2n with the standard symplectic form
∑n

j=1 dxj ∧ dyj . Intro-

ducing a multi-dimensional parameter µ in the map φ or in the boundary condition,

the bifurcation diagram of (8.2.1) can be viewed as

{(µ, y) |hµ(y) = 0} (8.2.2)

with

hµ(y) = φX(µ)(x
∗, y)−X∗µ. (8.2.3)

We easily re-obtain Proposition 7.1.2 (in a slightly more general form).

Proposition 8.2.1. If the dimension of the kernel of the Jacobian matrix of the map

(8.2.3) at a parameter value µ and a value y is m, then the degeneracy of the singularity

of the corresponding critical-points-of-a-function problem at (µ, y) is m.

For further analysis it will be handy to have a coordinate free version of obser-

vation 8.2.1 and Proposition 8.2.1 available. Given φ : (M,ω) → (M ′, ω′), consider a

separated Lagrangian boundary value problem (φ,Λ,Λ′). Localising the problem, if

necessary, there is an integrable distribution D on M ′ such that Λ′ is a leaf of D and

the projection M ′ →M ′/D, z′ 7→ [z′] is a submersion.1 Consider a composition of the

1An example where M ′/D does not inherit a smooth manifold structure via the projection map is
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restricted map φ|Λ with the projection to the leaf space M ′/D, i.e.

[
φ|Λ
]

: Λ→M ′/D.

The solution of the separated Lagrangian boundary value problem corresponds to the

preimage of [Λ′] ∈ M ′/D under the above map. Now we can reformulate Proposi-

tion 8.2.1 as follows.

Proposition 8.2.2. In the considered setting, if z ∈ Λ is a solution, i.e. φ(z) ∈ Λ′,

then the dimension of the kernel of the map

d
[
φ|Λ
]∣∣
z

: TzΛ→ T[z′]

(
M ′/D

)
(8.2.4)

coincides with the degeneracy of the singularity of the corresponding critical-points-of-

a-function problem.

Remark 8.2.2. For determining the kernel of (8.2.4) we can weaken the condition that

Λ′ is a leaf of D to the requirement that Dz′ = Tz′Λ
′. 4

8.3 Obstructions for singularities in systems with confor-

mal symplectic symmetry

By Proposition 8.2.2, the geometric structure of separated Lagrangian boundary value

problems forbids bifurcations whose fully reduced representatives of the corresponding

critical-points problems need more variables than half the dimension of the phase space.

It turns out that in systems with a (nontrivial) conformal symplectic, k-dimensional

group action leaving the boundary condition and the motions invariant up to time-

rescaling even stronger restrictions apply. Indeed, if the Hamiltonian vector field is not

tangential to the boundary condition, then in 2n-dimensional systems only singularities

of degeneracy at most n− k occur in separated Lagrangian boundary value problems.

Moreover, the requirement that the boundary condition is invariant can be weakened

to the condition that the action is tangential to the boundary condition.

The new result applies to homogeneous Hamiltonian systems and we will show that

this provides an alternative viewpoint for bifurcations of geodesics and recovers classical

results about multiplicities of conjugate points along geodesics.

the foliation of a torus M ′ = R2/Z by dense orbits t 7→ (α, 1)t for irrational α. Shrinking M ′ resolves
the problem.
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8.3.1 Conformal symplectic symmetric Hamiltonian systems

Definition 8.3.1 (Conformal symplectic map). Let (M,ω) and (M ′, ω′) be two sym-

plectic manifolds. A map χ : M →M ′ is called a conformal symplectic map if

χ∗ω′ = θ · ω (8.3.1)

for some θ ∈ R. 4

Example 8.3.1. Let N be a smooth manifold. The cotangent bundle M = T ∗N with the

projection map π : M → N can be equipped with the symplectic structure ω = −dλ,

where λ denotes the Liouvillian-1-form on M which is canonically defined by

λα(v) = α(dπ|α(v)) for all α ∈M, v ∈ TαM. (8.3.2)

To θ ∈ R consider χ : M → M with χ(α) = θ · α, where · denotes the usual scalar

multiplication of 1-forms with real numbers. The map χ is a conformal symplectic map

with χ∗ω = θ · ω because for each β ∈M and w ∈ TβM we have

(χ∗λ)|β(w) = λ|θ·β(dχ(w))
(8.3.2)

= (θ · β)(d(π ◦ χ)(w)) = (θ · β)(dπ(w)) = (θ · λ)|β(w),

where we have used that χ preserves the fibres of the cotangent bundle. 4

Remark 8.3.1 (Sign convention). Notice that the symplectic structure ω = −dλ of the

cotangent bundle in Example 8.3.1 and the symplectic structure ω = dλ in Exam-

ple 2.1.1 differ by a sign. In this chapter, we will use the symplectic structure ω = −dλ

from Example 8.3.1 for the cotangent bundle. For consistency, we consider Hamilto-

nian vector fields XH to a Hamiltonian H defined on a symplectic manifold (M,ω) as

defined by the relation dH = ιXHω = ω(XH , ·) rather than dH = −ιXHω, where ιXHω

denotes the contraction of the 2-form ω by the vector field XH . The different sign

convention does not have any effect on the qualitative statements in this chapter. 4

Remark 8.3.2. Dropping the condition that the factor θ in (8.3.1) of Definition 8.3.1

is constant does not yield a generalisation of the notion of conformal symplecticity as

the following calculation shows. Let (M,ω) and (M ′, ω′) be symplectic manifolds with

dimM > 2. If a map χ : M → M ′ fulfils χ∗ω′ = θ · ω for a smooth map θ : M → R,

then θ is constant, i.e. χ is a conformal symplectic map: since ω is closed,

0 = χ∗(dω′) = dχ∗(ω′) = d(θ · ω) = dθ ∧ ω + θ ∧ dω = dθ ∧ ω.

By non-degeneracy of ω and dimM > 2 it follows that θ is constant. Therefore, χ is a

conformal symplectic map (Kobayashi, 1972). 4

Before formulating the main theorem of this section, we prove the following lemma.
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Lemma 8.3.1 (Conformal symplectic transformations of Hamiltonians). Let (M,ω,H)

and (M ′, ω′, H ′) be two Hamiltonian systems with flow maps φt and φ′t, respectively.

Consider a conformal symplectic diffeomorphism χ : M → M ′ with χ∗ω′ = θ · ω for

θ ∈ R. If H ′ ◦ χ = η ·H for η ∈ R, then

χ ◦ φ(η/θ)·t = φ′t ◦ χ

(wherever defined).

Proof. Since χ is a diffeomorphism and ω′ is nondegenerate, χ∗ω′ = θ · ω is nonde-

generate such that θ 6= 0. In particular, the time-scaling factor η/θ in the assertion is

well-defined. Define Hamiltonian vector fields XH and X ′H′ by

dH = ιXHω, dH ′ = ιX′
H′
ω′,

where ιXω denotes the contraction of the 2-form ω with a vector field X. We calculate

θ · ιχ∗(X′
H′ )
ω = ιχ∗(X′

H′ )
(χ∗ω′) = χ∗

(
ιX′

H′
ω′
)

= χ∗dH ′ = d(H ′ ◦ χ) = η · dH = η · ιXHω.

Since θ 6= 0 we have

ιχ∗(X′
H′ )
ω =

η

θ
ιXHω = ι(η/θ)XHω = ιX(η/θ)·Hω.

By non-degeneracy of the symplectic form ω it follows that the vector fields X(η/θ)·H

and χ∗X ′H′ coincide. Notice further that if γ̇(t) = XH(γ(t)), then

d

dt

(
γ(αt)

)
= αγ̇(αt) = αXH(γ(αt)) = XαH(γ(αt))

for α ∈ R, i.e. t 7→ γ(αt) is a flow line of the Hamiltonian vector field corresponding to

the Hamiltonian αH. We can conclude that the following statements are equivalent.

� The curve t 7→ γ(t) ∈M is a flow line of XH through γ(0) at t = 0.

� The curve t 7→ γ((η/θ) · t) ∈ M is a flow line of X(η/θ)·H = χ∗X ′H′ through γ(0)

at t = 0.

� The curve t 7→ (χ ◦ γ)((η/θ) · t) ∈ M ′ is a flow line of X ′H′ through χ(γ(0)) at

t = 0.

Thus

χ ◦ φ(η/θ)·t = φ′t ◦ χ.
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Example 8.3.2. Consider the Hamiltonian

H(α) =
1

2
α(g−1(α)), α ∈ T ∗N

from (8.1.1) on the cotangent bundle (M = T ∗N,ω) over a smooth Riemannian mani-

fold (N, g). The multiplicative Lie group of positive real numbers R+ = (0,∞) acts on

M by the conformal symplectic diffeomorphisms χθ : M → M , χθ(α) = θ · α analysed

in Example 8.3.1. We have H ◦ χθ = θ2 ·H such that for the Hamiltonian flow φt

χθ ◦ φθ·t = φt ◦ χθ (8.3.3)

by Lemma 8.3.1. The motions of the Hamiltonian system (M,ω,H) correspond to the

velocity vector fields of the geodesics on N under the bundle isomorphism between TN

and T ∗N defined by g. Therefore (8.3.3) corresponds to the fact that a geodesic γ′

starting at q ∈ N with initial velocity γ̇′(0) = θ · v ∈ TqN reaches the same point

γ′(t) ∈ N after time t as a geodesic γ starting at q ∈ N with initial velocity γ̇(0) = v ∈
TqN after time θ · t and the end velocities fulfil θ · γ̇′(t) = γ̇(θ · t). 4

8.3.2 Singularity obstructions for conformal symplectic Hamiltonian

boundary value problems

Consider a Hamiltonian system (M̃, ω,H) with Hamiltonian flow map denoted by φt

and two Lagrangian submanifolds Λ,Λ′ ⊂ M̃ . Denote the time-1-map φ1 by φ and

assume that there exists z ∈ Λ with z′ = φ(z) ∈ Λ′. Consider the separated Lagrangian

boundary value problem (φ,Λ,Λ′) localised around z ∈ M ⊂ M̃ , z′ ∈ M ′ ⊂ M̃ , where

M , M ′ are open subsets of M̃ .

The following theorem shows that if H is invariant up to scaling under a confor-

mal symplectic action of a k-dimensional Lie group acting tangentially to Λ at z and

XH(z′) 6∈ Tz′Λ′, then the degeneracy of the singularity at z is at most 1
2 dimM − k.

This refines the statement of the Propositions 8.2.1 and 8.2.2 and applies, for instance,

everywhere away from y = 0 to the Dirichlet-type problem (8.2.1) if H is homogeneous

in y.

Theorem 8.3.2 (Singularity obstructions for conformal symplectic Hamiltonian bound-

ary value problems). Consider a separated Lagrangian boundary value problem (φ,Λ,Λ′)

localised at a solution z ∈ Λ ⊂ (M,ω), z′ = φ(z) ∈ Λ′ ⊂ (M ′, ω) in an ambient Hamil-

tonian system (M̃, ω,H) with flow map φt denoting φ1 = φ. Consider a Lie group G

with action g 7→ χg on M ∪M ′ defined locally on a neighbourhood U of the neutral ele-

ment e ∈ G and the neighbourhood U = exp−1(U) of 0 in the Lie algebra of G. Assume

that there exist smooth maps θ, η : U→ R such that for all V ∈ U
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1. the action is conformal symplectic, χ∗exp(V )ω = θ(V ) · ω,

2. the Hamiltonian is invariant under the action up to scaling, H◦χexp(V ) = η(V )·H,

3. the time scaling factor for the flow map is not stationary at s = 0, i.e.

d

ds

∣∣∣∣
s=0

(
η(sV )

θ(sV )

)
6= 0, (8.3.4)

4. the group acts tangentially to Λ at z, i.e. V #
z ∈ TzΛ, where V # is the fundamental

vector field corresponding to V ,

5. and the Hamiltonian vector field is not tangential to Λ′ at z′, i.e. XH(z′) 6∈ Tz′Λ′.

Then the degeneracy of a singularity of the Lagrangian boundary value problem at z is

at most 1
2 dimM − dimG.

We prepare the proof of Theorem 8.3.2 by discussing the assumptions.

Remark 8.3.3. The assumptions of the theorem imply that θ(V ) 6= 0 for all V ∈ U and

θ(0) = 1 = η(0). (8.3.5)

The quotient η(sV )/θ(sV ) is the time-scaling factor appearing in Lemma 8.3.1. Applied

to the setting of the theorem, the lemma says

χexp(sV ) ◦ φη(sV )/θ(sV )·t = φt ◦ χexp(sV ). (8.3.6)

4

Remark 8.3.4. Let dimM = 2n and dimG = k. The non-stationary assumption (8.3.4)

can be interpreted as a non-degeneracy assumption on the action. It implies that the

intersections of the isotropy groups near z and z′ with U are trivial and that the

group orbits of G constitute a k-dimensional foliation around z and z′. In particular,

k ≤ 1
2 dimM due to the tangency condition. 4

Remark 8.3.5. The non-stationary assumption (8.3.4) ensures that the time-scaling in

(8.3.6) depends on s to linear order. This means that the assumptions do not apply to

symplectic group actions leaving H invariant. 4

Proof of Theorem 8.3.2. Step 1. We construct an integrable distribution D over M ′

with leaves consisting of orbit families and with Dz′ = Tz′Λ
′.

Let 2n = dimM ′ and k = dimG. By Remark 8.3.4 we have k ≤ n and the orbits

of the group action provide a k-dimensional foliation O of M ′ (shrinking M ′ around

z′ if necessary). There exists an n − k-dimensional manifold N containing z′ which is
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transversal to each orbit Oa with a ∈ N such that Tz′N⊕Tz′Oz′ = Tz′Λ
′. The collection

of orbits Lz′ =
⋃
a∈N Oa defines an n-dimensional submanifold of M ′. By construction

Tz′Lz′ = Tz′Λ
′.

We extend Lz′ to a foliation of M ′ as follows: shrinking M ′, if necessary, the

projection map π : M ′ →M ′/O to the 2n−k-dimensional space of leaves is a submersion

and π(Lz′) is a smooth, n − k-dimensional submanifold of M ′/O (thought of as N).

Shrinking M ′, if necessary, we find a foliation L of M ′/O with leaf Lπ(z′) = π(Lz′).

The preimages of the leaves of L under π−1 form the desired foliation of M ′ and give

rise to an integrable distribution D.

Step 2. We show that the kernel of the map

d
[
φ|Λ
]∣∣
z

: TzΛ→ T[z′]

(
M ′/D

)
is at most n − k-dimensional such that the claim follows by Proposition 8.2.2. Let

V ∈ U with fundamental vector field V #. By assumption V #
z ∈ TzΛ. We calculate

d
[
φ|Λ
]∣∣
z

(
V #
z

)
=

d

ds

∣∣∣∣
s=0

[(
φ1 ◦ χexp(sV )

)
(z)
]

(8.3.6)
=

d

ds

∣∣∣∣
s=0

[(
χexp(sV ) ◦ φη(sV )/θ(sV )·1

)
(z)
]

(∗)
=

d

ds

∣∣∣∣
s=0

[(
φη(sV )/θ(sV )·1

)
(z)
]

=

[
d

ds

∣∣∣∣
s=0

(
η(sV )

θ(sV )

)
·XH

(
φη(0)/θ(0)(z)

)]

(8.3.5)
=

 d

ds

∣∣∣∣
s=0

(
η(sV )

θ(sV )

)
︸ ︷︷ ︸
6=0 by (8.3.4)

· XH(z′)︸ ︷︷ ︸
6∈Dz′=Tz′Λ′


6= 0.

The equality (∗) is due to the invariance of the distribution D under the group ac-

tion. Since the Lie-algebra U is k-dimensional and the fundamental vector fields V #

are independent at z we can conclude that the kernel of d
[
φ|Λ
]∣∣
z

is at most n − k-

dimensional.

Theorem 8.3.2 applies to Hamiltonian systems where the Hamiltonian is homoge-

neous in the direction of Λ and Λ′.

Consider the cotangent bundle over a smooth manifold with symplectic coordinates

(x, y) = (x1, . . . , xn, y1, . . . , yn) and a homogeneous Hamiltonian in the y-coordinates.

Then Theorem 8.3.2 applies to the Dirichlet-type problem (8.2.1) leading to the follow-

ing proposition.
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Proposition 8.3.3 (Singularity obstruction for separated Lagrangian boundary value

problem in homogeneous Hamiltonian systems). Let (R2n,
∑

dxj ∧dyj , H) be a Hamil-

tonian system with H(x, λy) = λpH(x, y) with p 6= 1 and ∇yH(x, y) 6= 0 for all y 6= 0.

Then

dim kerDyφ
X ≤ n− 1,

at points which are not mapped to the {y = 0}-subspace by the Hamiltonian time-1-map

φ.

Remark 8.3.6. The condition H(x, y) 6= 0 for y 6= 0 implies ∇yH(x, y) 6= 0 for y 6= 0

for homogeneous Hamiltonians in y. 4

Proof of Proposition 8.3.3. We consider the positive real numbers R+ as a multiplica-

tive Lie group with action χr(x, y) = (x, ry), θ(r) = r and η(r) = rp. The action

preserves the fibres {x} × Rn of the cotangent bundle T ∗Rn ∼= R2n. The assump-

tion p ≥ 2 implies that the time-scaling factor η(r)/θ(r) = rp−1 is not stationary at

the neutral element 1 (in the sense of the non-stationary assumption (8.3.4)). Due to

∇yH(x, y) 6= 0 for y 6= 0 the Hamiltonian vector field XH is not tangent to any fibre

{x} × Rn unless y = 0. Now the assertion follows by Theorem 8.3.2.

Instead of referring to Theorem 8.3.2, we can also carry out the proof of Proposi-

tion 8.3.3 directly in local coordinates. It corresponds to choosing the vertical polari-

sation

D = span

{
∂

∂y1
, . . . ,

∂

∂yn

}
,

in the theorem’s proof.

Direct proof of Proposition 8.3.3. Let (a, b) ∈ Rn × Rn ∼= R2n with b 6= 0. The map

y 7→ φX(a, y) has an n-dimensional domain space. We prove the claim by showing that

b ∈ Rn ∼= TbRn is not an element of the kernel kerDyφ
X(a, b); the assertion then follows
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by Proposition 8.2.1.

DφX(a, b)

(
0

b

)
= lim

ε→0

1

ε
((x ◦ φ1)(a, (1 + ε)b)− (x ◦ φ1)(a, b))

(∗)
= lim

ε→0

1

ε

(
(x ◦ φ(1+ε)p−1)(a, b)− (x ◦ φ1)(a, b)

)
=

d

dt

∣∣∣∣
t=1

(x ◦ φtp−1)(a, b)

= (p− 1)dx(XH(φ1(a, b)))

= (p− 1)dx(XH((x ◦ φ)(a, b), (y ◦ φ)(a, b)))

= (p− 1)∇yH((x ◦ φ)(a, b), (y ◦ φ)(a, b))

6= 0,

where we have used Lemma 8.3.1 to obtain the equality (∗).

Example 8.3.3. Proposition 8.3.3 applies to Hamiltonian systems with Hamiltonians of

the form

H(x, y) =
1

2
y>A(x)y with A(x) ∈ GL(n,R) for all x, (8.3.7)

where GL(n,R) denotes the group of invertible matrices. (The restriction to invertible

matrices forces ∇yH(x, y) = 0 =⇒ y = 0 as required in Proposition 8.3.3.) 4

Remark 8.3.7. Recall that by the Darboux-Weinstein theorem Weinstein, 1971b, Thm.

7.1 polarisations transversal to a Lagrangian submanifold Λ give rise to symplectomor-

phisms from local neighbourhoods of Λ to neighbourhoods of the zero section in the

cotangent bundle T ∗Λ such that the polarisation is carried to the vertical polarisation

in T ∗Λ. The canonical coordinates on the cotangent bundle T ∗Λ can be used to induce

local symplectic coordinates on neighbourhoods of the submanifold Λ in the ambient

symplectic manifold. This shows that the statement of Proposition 8.3.3 applies to

Hamiltonians which are homogeneous in the direction of any polarisation tangential to

the boundary condition. 4

Example 8.3.4. To linearly independent a(s) = (a
(s)
1 , . . . , a

(s)
n ) ∈ Rn with 1 ≤ s ≤ k ≤ n

consider the action of (R+)k = (0,∞)k on (R2n,
∑

dxj ∧ dyj , H) by the conformal

symplectic transformations χ
(s)
λ with

xj 7→ λa
(s)
j xj

yj 7→ λc−a
(s)
j yj .

Assume that H ◦ χ(s)
λ = λp ·H for all s ≤ k. Without loss of generality, c = 1. Assume

that p 6= 1. Since scaling symmetries commute, the Lie group action is well-defined.
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Moreover, the action fulfils the non-stationary assumption (8.3.4) since p 6= 1 and the

a(s) are linearly independent.

If H is a polynomial and separated, i.e. its Hessian is of block-diagonal form, then

H is of the form

H(x, y) =

m1∑
b=1

αb

l
(1)
b∏
j=1

xσ
(1)
b (j) +

m2∑
b=1

βb
l
(2)
b∏
j=1

y
σ

(2)
b (j)

with m1,m2 ∈ N0, l
(1)
b , l

(2)
b ∈ N>0, {αb}m1

1 , {βb}m2
1 ⊂ R \ {0} and maps

σ
(τ)
bτ

: {1, . . . , l(τ)
bτ
} → {1, . . . , n} for 1 ≤ bτ ≤ mτ , τ ∈ {1, 2}

such that for all 1 ≤ s ≤ k

∀1 ≤ b ≤ m1 :

l
(1)
b∑
j=1

a
(s)

σ
(1)
b (j)

= p and ∀1 ≤ b ≤ m2 :

l
(2)
b∑
j=1

(1− a(s)

σ
(2)
b (j)

) = p.

Let Λ be a Lagrangian submanifold which is tangent to the vector field

n∑
j=1

a
(s)
j xj

∂

∂xj
+ (1− a(s)

j )yj
∂

∂yj

at z for all s ≤ k and let Λ′ be any Lagrangian manifold transversal to the Hamiltonian

vector field XH . By Theorem 8.3.2, the maximal degeneracy of a singularity occur-

ring in the Lagrangian boundary value problem (φ,Λ,Λ′) for the time-1-map φ of the

Hamiltonian flow at z is n− k. 4

The following reformulation of Theorem 8.3.2 can be handy when considering con-

formal actions which naturally decompose into a conformal and a symplectic action.

Corollary 8.3.4. Let (φ,Λ,Λ′) be a separated Lagrangian boundary value problem lo-

calised around a solution z ∈ Λ ⊂ (M,ω), z′ = φ(z) ∈ Λ′ ⊂ (M ′, ω′) in an ambient

Hamiltonian system (M̃, ω,H) with time-1-map φ such that XH(z′) 6∈ Tz′Λ′. Let G be

a Lie group acting conformally on M and M ′ by g 7→ χg and symplectically by g 7→ Ψg,

where the actions are defined locally around a neighbourhood U of the neutral element

e ∈ G and the neighbourhood U = exp−1(U) of 0 in the Lie algebra of G. Moreover,

assume that for all V ∈ U the fundamental vector fields V # and V ## corresponding to

the infinitesimal actions with V fulfil

V #
z + V ##

z ∈ TzΛ.

Define θ : U → R by χ∗exp(V )ω = θ(V ) · ω and assume there exists η : U → R fulfilling
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the non-stationary assumption (8.3.4) such that for all V ∈ U

H ◦ χexp(V ) ◦Ψexp(V ) = η(V ) ·H.

Then the degeneracy of a singularity of the Lagrangian boundary value problem at z is

at most 1
2 dimM − dimG.

Example 8.3.5. The scaling symmetries in Example 8.3.4 naturally decompose into

symplectic scaling transformations Ψ
(a)
λ with

xj 7→ λajxj

yj 7→ λ−ajyj

and the conformal symplectic transformation χλ(x, y) = (x, λy) considered in Exam-

ple 8.3.1. 4

8.3.3 Geodesic bifurcations

Application of Theorem 8.3.2

Let us use the results obtained in Section 8.3.2 to analyse which singularities occur

in conjugate loci on smooth Riemannian manifolds. As mentioned in the introductory

example in Section 8.1, the motions of the Hamiltonian system (T ∗N,−dλ,H) with

H(α) =
1

2
α
(
g−1(α)

)
(8.3.8)

correspond to the velocity vector fields of geodesics on the smooth Riemannian manifold

(N, g). Finding a geodesic which connects two points x,X ∈ N corresponds to solving

the boundary value problem

π(α) = x, (π ◦ Φ)(α) = X, (8.3.9)

where Φ is the time-1-map of the Hamiltonian flow on T ∗N . Together with the observa-

tions in Example 8.3.2 and Theorem 8.3.2 reproves the following classical fact Flaherty

and Carmo, 1992, Ch.5.

Proposition 8.3.5. The dimension of the kernel of the geodesic exponential map on

a Riemannian manifold is strictly less than the dimension of the manifold.

As well as applying Theorem 8.3.2 directly to conclude Proposition 8.3.5, one can

also use Proposition 8.3.3 because H takes the form (8.3.7) when expressed in canonical

coordinates where A is the matrix representation of g−1 in the corresponding frame.

Recall that if γ is a geodesic starting at time t = 0 at x with γ̇(0) = y, then x and
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γ(1) are conjugate points if and only if the kernel of the exponential map evaluated at

y ∈ TxN is nontrivial. The dimension of the kernel corresponds to the multiplicity of

the conjugate points. Thus, Proposition 8.3.5 implies the following statement.

Proposition 8.3.6. The multiplicity of conjugate points on an n-dimensional Rieman-

nian manifold N cannot exceed n − 1. In other words, at points in a conjugate locus

with respect to some fixed point in N the degeneracy of a singularity is at most n− 1.

Remark 8.3.8. The space of Jacobi fields along a geodesic γ vanishing at γ(0) corre-

sponds to the space Tγ(0)N via J 7→ ∇
dtJ(0), where ∇dt denotes the covariant derivative

along γ with respect to the Levi–Civita connection on (N, g). Classically, Proposi-

tion 8.3.6 is proved by noting that the Jacobi field t 7→ tγ̇(t) along the curve γ does

not vanish at γ(1) Flaherty and Carmo, 1992, Ch.5. 4

In the Examples 8.1.1 and 8.1.2 we saw isolated cusp singularities connected by lines

of fold singularities in the conjugate locus of a 2-dimensional Gaussian and in the con-

jugate locus of a 2-dimensional ellipsoid embedded in R3 (Figure 8.1). The singularities

persist under small perturbations of the metric or the reference point. The occurrence

of fold and cusp singularities as generic singularities in conjugate loci on surfaces is

not a coincidence. Consider the conjugate locus to a fixed-point x on an n-dimensional

Riemannian manifold (N, g). The Hamiltonian boundary value problem (8.3.9) has n

parameters given by the position of the endpoint X. Assuming that considering the

position of the endpoint X as parameters of the boundary value problem (8.3.9) yields

a versal unfolding of the corresponding critical-points-of-a-function problem and that

no other obstructions than the one described by Theorem 8.3.2 apply (cf. Janeczko and

Mostowski, 1995, p. 362), those singularities occur persistently, i.e. unremovably un-

der small perturbations of the metric or the reference point, which occur as persistent

singularities in the critical-points problem for families with n parameters in at most

n−1 variables. By the classification results of catastrophe theory (see Section 5.4) this

means that in conjugate loci on Riemannian surfaces fold (A2) and cusp (A3) singular-

ities occur generically. Cusp singularities occur at isolated points and fold singularities

in 1-parameter families.

If we allow the reference point x to vary as well on the manifold, then even more

singularities can become generic phenomena because the corresponding Hamiltonian

boundary value problem has 2n parameters, namely the reference point x and the

endpoint X. However, the degeneracy of the singularities is still bounded by n −
1. Again, assuming that considering x and X as parameters of the corresponding

Hamiltonian boundary value problem (8.3.9) yields a versal unfolding of the problem,

those singularities occur persistently which also occur persistently in the critical-points

problem for families with 2n parameters in at most n− 1 variables. On a Riemannian
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Figure 8.2: Elliptic umbilic bifurcation D−4 in the conjugate-points-problem on a per-
turbed 3-dimensional ellipsoid embedded in R4. Three lines of cusps merge to an elliptic
umbilic singularity. To capture this bifurcation numerically, preserving the symplectic
structure of the problem when discretising is essential as will be explained in Chapter 9.

surface these are fold (A2), cusp (A3), swallowtail (A4) and butterfly (A5) singularities,

where the singularities Aj occur generically in 5− j-parameter families.

This recovers results from Waters, 2017 where the creation and annihilation of cusps

in the conjugate locus on a surface is analysed by studying Jacobi’s equations.

Further remarks on bifurcations in the conjugate points problem

There is a variety of aspects to the conjugate points problem on a Riemannian mani-

fold. Fixing the reference point, the exponential map can be viewed as a Lagrangian

map (Janeczko and Mostowski, 1995) for which singularities are classified (V. I. Arnold,

Gusein-Zade, and Varchenko, 2012, Part III). Moreover, under non-degeneracy assump-

tions the conjugate locus of an exponential map with respect to a fixed reference point

can locally be identified with families of skew-symmetric matrices (Weinstein, 1970).

Illustrative and related to the presented viewpoint is a paper by Waters (2017) which

includes an analysis of how the conjugate locus as a whole can bifurcate as the reference

point moves on a surface. A functional analytic approach to the geodesic bifurcation

problem (in an extended sense) can be found in Piccione, Portaluri, and Tausk, 2004.

Calculating geodesics on submanifolds of the Euclidean space is often motivated by

the task of finding distance minimising curves between two points. Several methods

are presented in Baek, Deopurkar, and Redfield, 2007. An approach using geodesics as

homotopy curves can be found in Thielhelm, Vais, and Wolter, 2015.

Moreover, we will examine implications of the symplectic structure in the problem

for numerical computations in Chapter 9: a correctly captured elliptic umbilic bifurca-

tion (D−4 ) in the conjugate locus of a perturbed 3-dimensional ellipsoid can be seen in

Figure 8.2. Three lines of cusp bifurcations (A3) merge in an elliptic umbilic point. If

the symplectic structure was ignored in the discretisation of the problem, the lines of

cusps would fail to merge and no elliptic umbilic point would be visible. Details will

be discussed in Example 9.3.3.



Chapter 9

Bifurcation-preserving

discretisations for Hamiltonian

boundary value problems

Chapter 9 is an adaption of McLachlan and Offen, 2019; McLachlan and Offen, 2020b.

In this chapter we study numerical aspects of the theory presented so far. In particu-

lar, we show that symplectic integrators preserve all stable bifurcations of Hamiltonian

boundary value problems and that nonsymplectic integrators do not. We provide a

universal description of how umbilic bifurcations break when nonysmplectic integra-

tors are used. Moreover, we show how extra structure induced by separated boundary

value problems, including classical Dirichlet problems, can be exploited to numerically

locate bifurcations. As seen in Chapter 8, geodesics connecting two points are an ex-

ample of a Hamiltonian boundary value problem with separated boundary conditions.

We introduce the jet-RATTLE method, a symplectic integrator that easily computes

geodesics and their bifurcations. Finally, we study numerical aspects of the periodic

pitchfork bifurcation discovered in Section 7.2, a codimension-1 bifurcation arising in

Liouville integrable Hamiltonian systems. It is not preserved by either symplectic or

nonsymplectic integrators, but in some circumstances symplecticity greatly reduces the

error.

9.1 Motivation and introduction

Symplectic integrators can be excellent for Hamiltonian initial value problems. Reasons

for this include their preservation of invariant sets like tori, good energy behaviour,

nonexistence of attractors, and good behaviour of statistical properties. These all refer

to long-time behaviour. They are directly connected to the dynamical behaviour of

142
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symplectic maps ϕ : M → M on the phase space under iteration. Boundary value

problems, in contrast, are posed for fixed (and often quite short) times. Symplecticity

manifests as a symplectic map ϕ : M → M which is not iterated. Is there any point,

therefore, for a symplectic integrator to be used on a Hamiltonian boundary value

problem? In this chapter we show that symplectic integrators preserve bifurcations of

Hamiltonian boundary value problems and that nonsymplectic integrators do not.

To draw valid conclusions from numerical results one has to make sure that the

bifurcations in the boundary value problem for the exact flow are still present after

discretisation. This is important for two reasons: bifurcations of high codimension act

as organising centres (see Gilmore, 1993, Part I, Ch.7) in the bifurcation diagram. A

high codimensional bifurcation determines which lower codimensional bifurcations oc-

cur in a neighbourhood of the singular point. It is, therefore, desirable to capture these

correctly. Furthermore, bifurcation diagrams are typically computed using continua-

tion methods (see Section 4.5): higher codimensional bifurcations can only be detected

correctly if they are not broken in the discretised boundary value problem. This means,

preservation of the bifurcation behaviour is a goal in its own right but also crucial for

computations.

Relevant to this chapter are A-series bifurcations and D-series bifurcations as pre-

sented in Thom’s list of classical catastrophes and Arnold’s extension (see Tables 1.1

and 5.1). A-series bifurcations can be modelled as the qualitative change of the so-

lution set to ∇gµ(x) = 0 with gµ(x) = xn+1 +
∑n−1

j=1 µjx
j as the parameter µ is

varied. They are denoted by An and the first instances are called fold (n = 2),

cusp (n = 3), swallowtail (n = 4). The first two D-series bifurcations are given by

gµ(x, y) = x3 ± xy2 + µ3(x2 + y2) + µ2y + µ1x. They are denoted by D±4 and are

called hyperbolic umbilic bifurcation (D+
4 ) and elliptic umbilic bifurcation D−4 . The bi-

furcations A2, A3, A4, D+
4 , D−4 are (in an appropriate equivalence relation) the only

bifurcations which occur in generic Hamiltonian boundary value problems with up to

three parameters as seen in previous chapters.

Symplecticity in Hamiltonian boundary value problems does not seem to have

been addressed in the literature, even in very detailed numerical studies like Beyn

and Thümmler, 2007; Galan-Vioque, Almaraz, and Maćıas, 2014. The AUTO soft-

ware (Doedel, Champneys, Dercole, et al., 2007) is based on Gauss collocation, which

is symplectic when the equations are presented in canonical variables. The two-point

boundary-value codes MIRKDC (Enright and Muir, 1996), TWPBVP (Cash, Hollevoet,

et al., 2013) and TWPBVPL (Bashir-Ali, Cash, and H. H. M. Silva, 1998; Cash and

Mazziay, 2006) are based on non-symplectic Runge–Kutta methods. MATLAB’s bvp4c

uses 3-stage Lobatto IIIA (Kierzenka and Shampine, 2001), which is not symplectic.

Note that symplectic integration sometimes requires the use of implicit methods. For
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initial value problems, these are typically computationally more expensive than ex-

plicit methods. However, for boundary value problems solved in the context of param-

eter continuation, this distinction largely disappears as excellent initial approximations

are available. Other approaches like Grass and Uecker, 2017; Uecker, 2016 use the

code TOM (Mazzia, Sestini, and Trigiante, 2006; Mazzia, Sestini, and Trigiante, 2009;

Mazzia and Trigiante, 2004). Moreover, Hamiltonian boundary value methods, de-

signed to preserve Hamiltonians up to any fixed polynomial order, can be used where

energy conservation is essential (Amodio, Brugnano, and Iavernaro, 2015; Brugnano,

Iavernaro, and Trigiante, 2015).

The remainder of the chapter is structured as follows.

� In Section 9.2 we analyse how bifurcations of the gradient-zero problem break if

perturbed with a map which does not admit a primitive. This models the effect of

using a non-symplectic integrator to solve Lagrangian boundary value problems

in Hamiltonian systems.

� In Section 9.3 we analyse separated Lagrangian boundary conditions which in-

clude classical Dirichlet-, Neumann- and Robin- boundary conditions.

– We describe structure present in data which is computed when numerically

solving separated Lagrangian boundary value problems. This can be helpful

to locate bifurcations. As an example, a D-series bifurcation in a Hénon-

Heiles type Hamiltonian system is computed numerically.

– We explain the role of symplecticity in the computation of conjugate loci

and illustrate how the RATTLE method can be used in this context.

� In Section 9.4 we describe how periodic pitchfork bifurcations introduced in Sec-

tion 7.2 in completely integrable Hamiltonian systems can be captured numeri-

cally. This involves

– a description of the bifurcation mechanism of the exponentially small broken

pitchfork bifurcation in the numerical flow of a planar Hamiltonian system,

– the development of a nontrivial, analytical 4-dimensional model system with

a periodic pitchfork bifurcation and numerical experiments showing that the

bifurcation in the numerical flow is broken up to the order of the integrator,

– theoretical considerations showing that the pitchfork bifurcation is captured

exponentially well by a symplectic integrator in important cases of com-

pletey integrable systems like planar systems or systems with affine-linear

integrals of motion. In general completely integrable systems, however, the

bifurcation is captured up to the order of the integrator used to discretise

Hamilton’s equations.
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9.2 Broken gradient-zero bifurcations

In applications symplectic maps arise as flow maps of Hamiltonian systems (Hamilto-

nian diffeomorphisms). These can be discretised using different numerical integrators.

Definition 9.2.1 (symplectic integrator). A symplectic integrator assigns to a time-

step-size h > 0 (discretisation parameter) and a Hamiltonian system a symplectic map

which approximates the time-h-map of the Hamiltonian flow of the system. 4

Remark 9.2.1. For a finite sequence of positive time-step-sizes h1, . . . , hN summing to τ

the composition of all time-hj-map approximations obtained by a symplectic integrator

yields an approximation to the Hamiltonian-time-τ -map, which is a symplectic map.

4

Remark 9.2.2 (non-symplectic integrator). When using the term non-symplectic inte-

grator (applied to a Hamiltonian system) we require the obtained approximations of

Hamiltonian-time-τ -maps to constitute nowhere symplectic maps on the phase space.

This excludes non-generic examples where an approximation happens to be symplectic

on some open subsets of the phase space. 4

Recall that two map-families are (right-left) equivalent if they coincide up to suitable

reparametrisation and parameter dependent changes of variables in the domain and

target space. Consider a family of Hamiltonian Lagrangian boundary value problems

and consider an approximation of the Hamiltonian-time-τ -map by an integrator. If the

family of maps corresponding to the discretised problems by the procedure described

in Section 6.4 is equivalent to the family of maps for the exact problem, then we

say the integrator preserves the bifurcation of the problem. This means the computed

bifurcation diagram qualitatively looks the same as the exact bifurcation diagram.

Proposition 9.2.1. A symplectic integrator with any fixed (but not necessarily uni-

form) step-size, applied to any autonomous or nonautonomous Hamiltonian Lagrangian

boundary value problem, preserves stable bifurcations of any codimension for sufficiently

small maximal step-sizes.

Proof. A Hamiltonian diffeomorphism which is slightly perturbed by a symplectic in-

tegrator is a symplectic map near the exact flow map. Therefore, an application of

a symplectic integrator introduces a small perturbation of the Hamiltonian boundary

value problem within the class of Lagrangian boundary value problems for symplectic

maps. The considered bifurcations are stable under such perturbations.

Proposition 9.2.1 implies that using a symplectic integrator to solve Hamilton’s

equations in order to solve a Lagrangian boundary value problem we obtain a bifur-

cation diagram which is qualitatively correct even when computing with low accuracy

and not preserving energy.
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In contrast, nonsymplectic integrators do not preserve all bifurcations, even for

arbitrary small step-sizes. However, they do preserve the simplest class of A-series

bifurcations, i.e. folds, cusps, swallowtails, butterflies, . . .

Proposition 9.2.2. A symplectic or non-symplectic integrator with any fixed (but not

necessarily uniform) step-size, applied to any autonomous or nonautonomous Hamil-

tonian Lagrangian boundary value problem, preserves bifurcations of stable A-series

singularities for sufficiently small maximal step-sizes. However, each non-symplectic

integrator breaks the bifurcations of all stable D-series singularities for any positive

maximal step-size.1

Remark 9.2.3. For the fold bifurcation in the Bratu problem (see Figure 6.1) the propo-

sition says that any integrator with fixed step-size will capture the bifurcation correctly,

i.e. the bifurcation diagram of the discretised system will qualitatively look the same

as Figure 6.1. 4

Proof of Proposition 9.2.2. As explained in Chapter 6, solutions to Hamiltonian bound-

ary value problems locally correspond to the roots of an R2n-valued function F defined

on an open subset of R2n with F arising as the gradient of a scalar-valued map. A

small perturbation of the symplectic flow map corresponds to a small perturbation F̃

of F . The map F̃ has gradient structure if and only if the perturbation of the map

is symplectic. This is because the primitives of F and F̃ correspond to the differ-

ence of a generating function for the symplectic flow and a generating function for the

Lagrangian boundary condition. The existence of the primitives is equivalent to the

symplecticity of the flow and the Lagrangian nature of the boundary condition. As the

boundary condition is not perturbed, whether the perturbed flow map is a symplectic

map is equivalent to whether F̃ admits a primitive.

A-series bifurcations are stable in the roots-of-a-function problem and are, therefore,

persistent under any small perturbation of F . This is not true for D-series bifurcations:

there is no versal unfolding of the roots-of-a-function type singularity ∇g corresponding

to the singularity D±k+2 (k ≥ 2) represented by g(x, y) = x2y ± yk+1 by exact maps as

we will see from Lemma 9.2.3. Indeed, in Proposition 9.2.4 we will prove that D-series

bifurcations either decompose into A-series bifurcations or vanish.

Before formulating and proving Lemma 9.2.3 and, thus, completing the proof of

Proposition 9.2.2, let us take a closer look at the first two D-series bifurcations. Denote

the unfolding of the hyperbolic umbilic singularity D+
4 with parameter µ by

gµ(x, y) = x3 + xy2 + µ3(x2 + y2) + µ2y + µ1x.

1More generally, a generic singularity g(x1, . . . , xn) of the exact flow is broken in the numerical flow of
a non-symplectic integrator if and only if for a versal unfolding (gµ)µ of g the family (∇gµ(x1, . . . , xn))µ
does not constitute a versal roots-of-a-function-type unfolding.
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As the bifurcation diagram to the problem ∇gµ(x, y) = 0 is too high-dimensional to

visualise, the left plot in Figure 9.1 shows the corresponding level bifurcation set, i.e.

the set of points in the parameter space at which a bifurcation occurs, which is given

as

{µ ∈ R3 | ∃(x, y) ∈ R2 : ∇gµ(x, y) = 0, det Hess gµ(x, y) = 0}. (9.2.1)

The plot to the right of Figure 9.1 shows a perturbed version of the hyperbolic umbilic

bifurcation, which is the set

{µ ∈ R3 | ∃(x, y) ∈ R2 : ∇gµ(x, y) + fε(x, y) = 0, det D(∇gµ + fε)(x, y) = 0} (9.2.2)

for ε 6= 0 near 0 and a smooth family of maps fε : R2 → R2 with f0 = 0 such that

fε 6= ∇hε for any hε : R2 → R unless ε = 0. Here D(∇gµ + fε)(x, y) denotes the

Jacobian matrix of the map (x, y) 7→ (∇gµ + fε)(x, y).

Each point in the sheets corresponds to a fold singularity (A2) and points on edges

to cusp singularities (A3). At parameter values where the sheets self-intersect there

are two simultaneous fold singularities in the phase space. In the unperturbed system

two lines of simultaneous folds merge with a line of cusps to a hyperbolic umbilic

point Gilmore, 1993, p. I.5. In the perturbed picture the line of cusps decomposes into

three segments and two swallowtail points (A4) occur where two lines of cusps merge

with a line of simultaneous folds. Notice that there are no swallowtail points in the

unperturbed level bifurcation set.

Figure 9.2 shows a level bifurcation set of an elliptic umbilic singularity (D−4 ) and

a perturbed version of the gradient-zero problem with a map that does not admit a

primitive. Here we use the universal unfolding

gµ(x, y) = x3 − xy2 + µ3(x2 + y2) + µ2y + µ1x.

We see that in the perturbed picture the lines of cusps fail to merge such that there is

no elliptic umbilic point but only folds and cusp bifurcations.

In the remainder of this section we will prove

� a general formula useful to analyse how D-series bifurcations deconstruct un-

der perturbations which do not respect the gradient structure modelling a non-

symplectic discretisation (Lemma 9.2.3),

� that the situations displayed in Figures 9.1 and 9.2 are universal, i.e. all general

roots-of-a-function type perturbations have the same described effects (Proposi-

tions 9.2.6 and 9.2.7)

� and that non-gradient-like perturbations decompose D-series singularities into

A-series singularities (Proposition 9.2.4).
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Figure 9.1: The plots show those configurations of the parameters µ1, µ2, µ3 for which
the problem ∇gµ(x, y) = 0 or (∇gµ + fε)(x, y) = 0 becomes singular. Imagine moving
around the parameter µ and watching the solutions bifurcating in the phase space.
As µ crosses a sheet two solutions merge and vanish or are born (fold - A2). For
µ in the intersection of two sheets there are two simultaneous fold singularities at
different positions in the phase space. Crossing an edge three solutions merge into
one (or vice versa). Points contained in an edge correspond to cusp singularities. At
the marked point in the left plot of the unperturbed problem there is a hyperbolic
umbilic singularity. Moving the parameter µ upwards along the µ3 axis through the
singular point four solutions merge and annihilate. In the perturbed version to the
right the hyperbolic umbilic point decomposes into two swallowtail points. While the
left plot illustrates the behaviour of a symplectic integrator which will correctly show
a hyperbolic umbilic bifurcation D+

4 , the right plot illustrates the behaviour of a non-
symplectic integrator which will incorrectly show two nearby swallowtail bifurcations
(A4). For a rotating animation see Offen, 2019c.
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Figure 9.2: An exact (left) and a perturbed (right) version of the bifurcation level
set of an elliptic umbilic singularity D−4 . The elliptic umbilic point marked by an
asterisk in the left plot is not present in the right plot where three lines of cusps fail
to merge. The left figure illustrates a bifurcation diagram obtained by a symplectic
integrator correctly showing a D−4 singularity, the plot to the right illustrates using a
non-symplectic integrator incorrectly showing no elliptic umbilic point. For a rotating
animation see Offen, 2019b.

For this we will use the algebraic framework developed by Mather and presented, e.g.

in the second lecture on C∞ stability and classification by Wall (1971). The following

lemma analyses how D-series singularities unfold in the roots-of-a-function problem

and completes the proof of Proposition 9.2.2.

Lemma 9.2.3. Consider the D-series singularity D±k+2 (k ≥ 2) defined by the germ

g(x, y) = x2y±yk+1. A universal unfolding of ∇g in the free module of rank 2 over the

ring R[[x, y]] of formal power series in the variables x and y is given as

fµ(x, y) =

(
2xy

x2 ± (k + 1)yk

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ µ3

(
x

0

)
+ µ4

(
y

0

)
+

k−2∑
j=1

µj

(
0

yj

)
.

Proof. Wall (1971, p.187) describes a process developed by Mather to obtain universal

unfoldings of topological singularities in the moduleMR[[x, y]]2, whereM is the max-

imal ideal of the local ring R[[x, y]]. Let us imitate this procedure in the bigger module

R[[x, y]]2 to unfold the singularity

f(x, y) = ∇g(x, y) =

(
2xy

x2 ± (k + 1)yk

)
.

We obtain relations r1 and r2 as the components of f . Let I be the ideal in R[[x, y]]
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generated by the components

r1 = 2xy and r2 = x2 ± (k + 1)yk

of f and let ∂1r and ∂2r be the first and second vector of the Hessian matrix of f , i.e.

∂1r =

(
∂r1
∂x
∂r2
∂x

)
= 2

(
y

x

)
, ∂2r =

(
∂r1
∂y
∂r2
∂y

)
=

(
2x

±k(k + 1)yk−1

)
.

Let L be the submodule generated by IR[[x, y]]2, ∂1r and ∂2r in R[[x, y]]2 (rather than

in MR[[x, y]]2 as in Wall, 1971, p. 187). To understand the quotient

Q = R[[x, y]]2/L

of the R[[x, y]]-modules R[[x, y]]2 and L we notice that in the quotient Q[(
xy

0

)]
=

[(
0

0

)]
=

[(
0

xy

)]

due to relation r1. Using this, k ≥ 2 and the relations r2, ∂1r and ∂2r it follows that

[(
x2

0

)]
=

1

2
x

[(
2x

0

)]
=

1

2
x

[(
0

∓k(k + 1)yk−1

)]
= ∓1

2
k(k + 1)yk−2

[(
0

xy

)]
=

[(
0

0

)]
[(

y2

0

)]
= y

[(
y

0

)]
= y

[(
0

−x

)]
= −

[(
0

xy

)]
=

[(
0

0

)]
[(

0

x2

)]
= x

[(
0

x

)]
= x

[(
−y
0

)]
= −

[(
xy

0

)]
=

[(
0

0

)]
[(

0

yk

)]
= ± 1

k + 1

[(
0

±(k + 1)yk

)]
= ± 1

k + 1

[(
0

∓x2

)]
=

[(
0

0

)]
.

Therefore, any element in Q is of the form[(
c+ αx+ βy

d+ γx+
∑k−1

j=1 δjy
j

)]

for c, α, β, d, γ, δj ∈ R. Due to ∂1r and ∂2r we can assume without loss of generality

that γ and δk−1 vanish. We obtain

Q = spanR

{[(
1

0

)]
,

[(
0

1

)]
,

[(
x

0

)]
,

[(
y

0

)]
,

[(
0

y

)]
,

[(
0

y2

)]
, . . . ,

[(
0

yk−2

)]}
.
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Here spanR{., . . . , .} denotes the space of all linear combinations of the elements

listed between the brackets using coefficients in R. Since the set of all calculated

spanning elements is linearly independent in Q, we can use their representatives to

unfold f universally in R[[x, y]].

Remark 9.2.4. The roots-of-a-function type singularity ∇g which corresponds to the

singularity D±k+2 (k ≥ 2) represented by the map germ g(x, y) = x2y±yk+1 is classified

as B2,k for D+
k+2 and as B′2,k for D−k+2 in Du Plessis and Wall, 1995, p. 268. If k is

odd, then the classes D+
k+2 and D−k+2 as well as B2,k and B′2,k coincide. The hyperbolic

umbilic D+
4 corresponds to B2,2, the elliptic umbilic D−4 to B′2,2 and the parabolic

umbilic D5 to B3,2. 4

Remark 9.2.5. In Mather’s work and in Wall’s lecture notes Wall, 1971, p. 198 the B

series is denoted by I, II, IV . In particular, the singularity B2,2 is denoted as I2,2,

B′2,2 as II2,2 and B3,2 as I2,3. 4

Proposition 9.2.4. A non-symplectic integrator with any fixed (but not necessarily

uniform) step-size, applied to any autonomous or nonautonomous generic Hamiltonian

Lagrangian boundary value problem decomposes D-series singularities into A-series sin-

gularities for any positive maximal step-size.

Proof. Let gµ be a smooth family of maps with a D-series singularity. To prove the

assertion, we need to show that in any general roots-of-a-function type perturbation of

the problem ∇gµ = 0 around the singular point only A-series singularities occur.

By singularity theory, the family gµ is stably right-left equivalent to an unfolding

of the D-series bifurcation defined by the germ

g(x, y) = x2y ± yk+1 (k ≥ 2).

By Lemma 9.2.3, a general perturbation of the problem ∇gµ = 0 will, after a further

change of variables, be of the form

fµ,µ̃(x, y) = ∇(gµ + hµ,µ̃)(x, y) +

(
y

0

)
.

Since the Jacobian matrix Dfµ,µ̃(x, y) cannot vanish, only those singularities can occur

which require a rank-drop of at most 1. These are exactly the A-series singularities.

To analyse the breaking of hyperbolic and elliptic umbilic singularities D+
4 and D−4

it is convenient to formulate the following special case of Lemma 9.2.3.
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Lemma 9.2.5. Consider the germ defined by g(x, y) = x2y±y3. A universal unfolding

of ∇g in R[[x, y]]2 is given by

fµ(x, y) =

(
2xy

x2 ± 3y2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ µ3

(
∓x
y

)
+ µ4

(
y

0

)
.

Proof. If k = 2 in the proof of Lemma 9.2.3, then

∂2r =

(
2x

±6y

)
.

Therefore[(
x

0

)]
=

1

4

[(
x

0

)]
+

3

4

[(
x

0

)]
=

1

4

[(
0

∓3y

)]
+

3

4

[(
x

0

)]
= ∓3

4

[(
∓x
y

)]
.

Thus,

Q = spanR

{[(
1

0

)]
,

[(
0

1

)]
,

[(
x

0

)]
,

[(
y

0

)]}
obtained by Lemma 9.2.3 can be rewritten to

Q = spanR

{[(
1

0

)]
,

[(
0

1

)]
,

[(
∓x
y

)]
,

[(
y

0

)]}
.

We obtain the asserted unfolding.

The lemmas provide the tools needed to analyse how D-series bifurcations decom-

pose if perturbed within the roots-of-a-function problem. This models the effect of

using a non-symplectic integrator to resolve a D-series bifurcation in a Hamiltonian

boundary value problem. The following proposition shows that the situation shown in

Figure 9.1 for the hyperbolic umbilic D+
4 is universal.

Proposition 9.2.6. A hyperbolic umbilic singularity D+
4 in the critical-points problem

∇gµ = 0 for a smooth family of real valued maps gµ decomposes into two swallowtail

points A4 under a small, general perturbation, i.e. a perturbation that does not respect

the gradient structure.

Proof. By singularity theory, the family gµ is stably right-left equivalent to the universal

unfolding

gµ(x, y) = y3 + x2y + µ3(y2 − x2) + µ2y + µ1x

(see Table 1.1) of the singularity D+
4 . Comparing ∇gµ with the unfolding obtained in

Lemma 9.2.5 we see that ∇gµ constitutes an unfolding of ∇g in R[[x, y]]2 which can be
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made universal by adding the term µ4

(
y

0

)
. This gives

fµ(x, y) =

(
2xy

x2 + 3y2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ 2µ3

(
−x
y

)
+ µ4

(
y

0

)
.

Let us fix µ4 6= 0. Only A-series bifurcations are possible because the Jacobian Dfµ

cannot vanish. A-series bifurcations are determined by their codimension. We have

detDfµ(x, y) = −4
(
x+

µ4

4

)2
+ 12

(
y − µ3

3

)2
+

1

4
µ2

4 −
16

3
µ2

3.

At values x, y, µ3 with detDfµ(x, y) = 0 bifurcations occur with parameters µ1, µ2

uniquely determined by fµ(x, y) = 0. If µ3 6∈ {−
√

3
8 µ4,

√
3

8 µ4}, then we see codimension-

2 bifurcations, i.e. cusp bifurcations, with cusp points lying on hyperbolas. For µ3 ∈
{−
√

3
8 µ4,

√
3

8 µ4} the cusps merge to codimension-3 bifurcations, i.e. swallowtail bifur-

cations with swallowtail points at (x, y) = (−1
4µ4,±

√
3

24 µ4).

An alternative, simpler but less general calculation for D+
4 can be found in Ap-

pendix A. The following proposition shows that the situation shown in Figure 9.2 for

the elliptic umbilic D−4 is universal.

Proposition 9.2.7. If a generic smooth family of maps ∇gµ = 0 for real valued maps

gµ has an elliptic umbilic singularity, then a small, general perturbation in the module

R[[x, y]]2 will decompose the singularity into three separated lines of cusps.

Proof. By singularity theory, the family gµ is stably right-left equivalent to

gµ(x, y) = y3 − x2y + µ3(x2 + y2) + µ2y + µ1x

(see Table 1.1). By Lemma 9.2.3 the family ∇gµ constitutes a unfolding of ∇g in

R[[x, y]]2 which can be made universal by adding the term µ4

(
y

0

)
. This gives

fµ(x, y) =

(
−2xy

3y2 − x2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ 2µ3

(
x

y

)
+ µ4

(
y

0

)
.

We have

det Dfµ(x, y) = −4
(
x− µ4

4

)2
− 12

(
y − µ3

3

)2
+

16

3
µ2

3 +
1

4
µ2

4. (9.2.3)

At any µ3, µ4, x, y with det Dfµ(x, y) = 0 a bifurcation takes place with parame-

ters µ1, µ2 uniquely determined by fµ(x, y) = 0. Inspecting (9.2.3) we see that the
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codimension-2 cusp bifurcations, which occur for µ4 = 0, survive a perturbation but

cannot merge to a higher codimensional bifurcation if µ4 6= 0.

Singularities that are stable in the gradient-zero-problem but unstable in the roots-

of-a-function problem decompose under small perturbations into singularities which are

stable in the roots-of-a-function problem. The process can remove high-codimensional

singularities and can make singularities occur which do not exist in the exact problem.

This illustrates that the roots-of-a-function problem is different to the gradient zero

problem and demonstrates the importance of the preservation of symplectic structure

when computing bifurcation diagrams for Hamiltonian boundary value problems.

9.3 Separated Lagrangian problems

Given the significance of Dirichlet-, Neumann-, Robin- boundary value problems in

applications, we continue our analysis of the bifurcation behaviour in separated La-

grangian boundary value problems and provide a numerical example in which we locate

a D-series bifurcation in a Hénon-Heiles-type system.

9.3.1 Analysis of structures induced by separated Lagrangian bound-

ary conditions

For reference, we recall from Section 8.2 that any separated Lagrangian boundary value

problem (φ : (M,ω)→ (M ′, ω′),Λ,Λ′) is locally given as

x = x∗, φX(x, y) = X∗. (9.3.1)

Here (x, y) = (x1, . . . xn, y1, . . . yn) for M , (X,Y ) = (X1, . . . Xn, Y1, . . . Yn) are local

Darboux coordinates for M ′ and x∗, X∗ ∈ R2n. In (9.3.1) the symbol φX is a shorthand

for X ◦ φ. Introducing a parameter µ in the map φ or in the boundary condition, the

bifurcation diagram can be viewed as

{(µ, y) |hµ(y) = 0} (9.3.2)

with

hµ(y) = φXµ (x∗, y)−X∗µ. (9.3.3)

In particular the Jacobian matrix Dhµ(y) coincides with Dyφ
X
µ (x∗, y).

Corollary 9.3.1. If n = 2, then the Jacobian matrix Dyφ
X
µ vanishes at a D-series

bifurcation.
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Remark 9.3.1. As (9.3.1) constitutes a separated Lagrangian boundary value problem,

the problem is locally equivalent to a gradient-zero problem ∇gµ(z) = 0 in n variables

(Proposition 7.1.2). In contrast to hµ, the maps ∇gµ arise as gradients of smooth maps

such that the bifurcation behaviour is governed by catastrophe theory. Indeed, the

bifurcations which occur as generic bifurcations in gradient-zero problems ∇gµ(z) = 0

with smooth families of maps gµ in n variables occur as stable bifurcations in separated

Lagrangian boundary value problems with 2n-dimensional phase spaces.

The gradient structure is not visible in (9.3.3). Naively, it appears like the problem

hµ(y) = 0 should behave like a general roots-of-a-function-type problem for maps in n

variables. However, we know that it behaves like the gradient-zero-problem, so where

has the gradient structure gone? The map φXµ is a component of the map φµ which

is symplectic. However, symplecticity of the Jacobian matrix Dφ(x, y) does not force

any extra structure on the submatrix Dyφ
X(x, y) at points (x, y) in the phase space.

Indeed, the extra structure hides away in the following detail: for n > 1 those small

perturbations h̃(y) = hµ(y) + ξµ(y) of hµ which are required to break gradient-zero

bifurcations leading to a roots-of-a-function-type behaviour do not come from small

perturbations of φ through symplectic maps.

In other words, for a fixed parameter µ∗ it is impossible to obtain a versal roots-of-

a-function-type unfolding of hµ∗ by varying φ through symplectic maps to produce an

unfolding hµ via (9.3.3). 4

9.3.2 Numerical example. Hénon-Heiles Hamiltonian system

In the following we consider a Hénon-Heiles system, which is a Hamiltonian system

originally derived to model galactic dynamics and is known to exhibit chaotic behaviour

(Hénon, 1983; Tabor, 1989). Consider the Hamiltonian

H(x, y) =
1

2
‖y‖2 +

1

2
‖x‖2 − 10

(
x2

1x2 −
x3

2

3

)
(9.3.4)

on the phase space R2 × R2. In (9.3.4) the norm ‖.‖ denotes the Euclidean norm on

R2. We obtain a symplectic map φ by integrating Hamilton’s equations

ẋ = ∇yH(x, y), ẏ = −∇xH(x, y)

up to time τ = 1 using the 2nd order symplectic Störmer–Verlet scheme with 10 time-

steps. We consider the Dirichlet-type problem

x = x∗, φX(x, y) = X∗. (9.3.5)
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Figure 9.3: Elliptic umbilic D−4 in the problem (9.3.5) for the numerical time-1-map of
the Hénon-Heiles system (9.3.4) where the boundary values are parameters and x∗1 = 0
is fixed to reduce dimensionality. The numerical flow was obtained using the 2nd
order symplectic Störmer–Verlet scheme (see Example 3.3.2) with 10 time-steps. The
asterisk denotes the calculated position of the elliptic umbilic singularity. Derivatives
were obtained using automatic differentiation.

This time we let x∗ and X∗ be the parameters of the problem. The (high-dimensional)

bifurcation diagram can be thought of as the graph of φ plotted over the parameter

space (x∗, X∗) = (x,X). To reduce dimensionality we fix the parameter x∗1 = 0 leaving

the parameters x2, X1, X2 free. The level bifurcation set, i.e. the set of points in the

parameter space at which a bifurcation occurs in a chosen subset U of the phase space,

is given as

{(x2, φ
X(0, x2, y1, y2)) | detDyφ

X(0, x2, y1, y2) = 0, (0, x2, y1, y2) ∈ U}.

Figure 9.3 shows the level bifurcation set of the problem near an elliptic umbilic sin-

gularity D−4 . Derivatives of the symplectic approximation to φ were obtained using

automatic differentiation. The D-series bifurcation was found numerically by solving

Dyφ(0, x2, y1, y2) = 0 as justified in Corollary 9.3.1. We see that the elliptic umbilic

bifurcation is preserved.

9.3.3 Breaking of an elliptic umbilic bifurcation using a non-symplectic

integrator

Let us compare the capturing of an elliptic umbilic bifurcation D−4 by the second order

accurate symplectic Störmer–Verlet method to a non-symplectic method of the same

order of accuracy. For this we consider the Dirichlet problem for the Hénon-Heiles-type

Hamiltonian system described in Section 9.3.2. In contrast to the numerical experiment

described in Section 9.3.2, we reduce the number of time-steps from N = 10 to N = 5
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and perturb the Hamiltonian from (9.3.4) with the extra term 0.01y2 sin(y1) to

H(x, y) =
1

2
‖y‖2 +

1

2
‖x‖2 − 10

(
x2

1x2 −
x3

2

3

)
+ 0.01y2 sin(y1).

This is done to make the break more obvious. In the considered boundary value problem

(x1, x2) = (0, (x∗)2), (φX
1
, φX

2
) = ((X∗)1, (X∗)2),

where φX = (φX
1
, φX

2
) are the x-components of the Hamiltonian flow map at time

1 and (x∗)2, (X∗)1, (X∗)2 the parameters of the problem, the level bifurcation set is

locally given by

B = {(x2, φX(0, x2, y1, y2)) | detDyφ
X(0, x2, y1, y2) = 0, (0, x2, y1, y2) ∈ U}, (9.3.6)

for a subset U ⊂ R4 of the phase space. The level bifurcation set B can be obtained

from

B = {(x2, y1, y2) | detDyφ
X(0, x2, y1, y2) = 0, (0, x2, y1, y2) ∈ U}. (9.3.7)

using φX . Figures 9.4 and 9.5 show plots of the sets B (to the left) and B (to the right).

For Figure 9.4 the flow φ was approximated with the symplectic Störmer–Verlet method

(see Example 3.3.2). We see an elliptic umbilic bifurcation, where three lines of cusps

merge in one singular point marked by an asterisk. Its position in the phase portrait

of the numerical flow can be calculated as a root of (x2, y1, y2) 7→ Dyφ
X(0, x2, y1, y2).

For Figure 9.5 the flow φ was approximated with the explicit midpoint rule (RK2 – see

Section 3.2.2), which is a second-order non-symplectic Runge–Kutta method. While

the sheets in the plot for B still approach a singular point they cannot reach it and

connect smoothly rather than in a singular point. In the level bifurcation set this has

the effect that we do not obtain an elliptic umbilic bifurcation but three lines of cusp

bifurcations which fail to merge in an umbilic point.

The computations were first done to high accuracy such that the bifurcation dia-

grams obtained by the Störmer–Verlet method and by RK2 were close. Then, to see

which parts of the low-accuracy bifurcation diagrams correspond to each other, the

step sizes were increased gradually and the movement of the singular point where the

matrix Dyφ
X(0, x2, y1, y2) is near the zero matrix was tracked in both simulations.
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Figure 9.4: Resolving an elliptic umbilic bifurcation D−4 with the symplectic Störmer–
Verlet method. The plot to the left shows the set B defined in (9.3.6) and the plot to
the right shows the level bifurcation set B defined in (9.3.7).

0.015

0.0145
1.041

1.16555 1.1656

1.042

1.16565 0.0141.1657 1.16575

1.043

1.044

1.165 1.1652 1.1654 1.1656 1.1658
0.0242596

0.0242598

0.02426

0.0242602

0.0242604

Figure 9.5: Resolving an elliptic umbilic bifurcation D−4 with the non-symplectic second
order Runge–Kutta method. The plot to the left shows the set B (9.3.6) and the plot
to the right shows the level bifurcation set B (9.3.7). The set was rotated around the
Y2 axis by 0.0271rad in order to allow for a convenient rescaling of the axes. Instead
of an elliptic umbilic bifurcation there are three lines of cusp bifurcations which fail to
merge.
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9.3.4 Computation of conjugate loci

Symplectic structure in the geodesic conjugate points problem

Let us return to the analysis of singularities in conjugate loci which we started in Chap-

ter 8 and consider computational aspects. Let (N, g) be an n-dimensional Riemannian

manifold with cotangent bundle T ∗N which is equipped with local Darboux coordinates

q1, . . . , qn, p1, . . . , pn. Define the Hamiltonian

H(q, p) =
1

2

n∑
i,j=1

gij(q)pipj , (9.3.8)

where gij is the (i, j)-entry of the inverse of the matrix representation of the Riemannian

metric g in the coordinate frame ∂
∂q1
, . . . , ∂

∂qn
. The Hamiltonian motions correspond to

solutions of the geodesic equation

γ̈k = −Γkij ◦ γ · γ̇iγ̇j ,

where γj = qj ◦ γ denote the components of γ and

Γkij =
1

2

n∑
l=1

gkl
(
∂gjl
∂qi

+
∂gli
∂qj
− ∂gij

∂ql

)

the Christoffel symbols with respect to the Levi-Civita connection.

The Hamiltonian formulation reveals the symplectic structure in the problem of

connecting two points by a geodesic as the start and endpoints move apart. On a

surface this structure is not relevant because the maximal multiplicity of conjugate

points is 1 by Proposition 8.3.6. Therefore, only singularities whose degeneracy is

1 can occur. For a generic setting this means that a small, possibly non-symplectic

perturbation of the problem will only move such singularities slightly but would not

change their type or remove them (Proposition 9.2.2). However, if the Riemannian

manifold is at least 3-dimensional one has to capture the symplectic structure in order

to be able to find unbroken D-series bifurcations as explained in Section 9.2. This

requires using symplectic integrators.

Structure preserving discretisation – jet-RATTLE method

The Hamiltonian (9.3.8) is not separable so symplectic integration requires the use

of an implicit method. In the popular 2nd order symplectic Störmer–Verlet scheme,

for instance, dimN -dimensional equations have to be solved in each time-step causing

high computational costs. In applications (N, g) is often given as a low codimensional

submanifold of a Euclidean space where g is the induced metric; a fact which can be
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exploited. Indeed, on a codimension-k submanifold the symplectic RATTLE method

only requires a k-dimensional system of equations to be solved in each time-step. This

is particularly efficient for hypersurfaces where k = 1. A derivation of the general

RATTLE method can be found in Hairer, Lubich, and Wanner, 2013, Ch. VII 1.4. For

our purposes it is advisable to have a derivative of the RATTLE-approximation of the

geodesic exponential map available. This can be achieved using automatic differentia-

tion. Moreover, in what follows we present a 1-jet version of the RATTLE method for

geodesics on hypersurfaces.

Using RATTLE to compute geodesics of the hypersurface f−1(0) requires only

the value and first derivative of f ; the metric tensor and Christoffel symbols are not

needed. Jet-RATTLE, needed to reliably detect conjugate points, also requires the

second derivative of f .

Let (N, g) be a hypersurface of Rn defined by the equation f(q) = 0 for f : Rn → R
such that ∇f(q) 6= 0 for all q ∈ Rn. Here g refers to the induced Riemannian metric

on the hypersurface N . In order to compute geodesics on (N, g) with respect to the

Levi-Civita connection, we apply the RATTLE method to the Hamiltonian

H(q, p) =
1

2
〈p, p〉

defined on the cotangent bundle over T ∗Rn. Here (q, p) = (q1, . . . , qn, p1, . . . , pn) are

Darboux coordinates. In the above formula 〈., .〉 denotes the Euclidean scalar product.

For a fixed time-step h > 0 the RATTLE method gives rise to a map on T ∗N which

is symplectic with respect to the symplectic structure on cotangent bundles (assuming

convergence of the implicit scheme). See Leimkuhler and Skeel, 1994.

The formulas for the time-h-map Ψh calculating the two n-dimensional vectors

(qm+1, pm+1) from the initial values (qm, pm) read:

0 = f

(
qm + h

(
pm −

h

2
∇f(qm) · λ

))
(9.3.9)

pm+ 1
2

= pm −
h

2
∇f(qm) · λ (9.3.10)

qm+1 = qm + hpm+ 1
2

(9.3.11)

n =
∇f(qm+1)

‖∇f(qm+1)‖
(9.3.12)

pm+1 = pm+ 1
2
−
〈
n, pm+ 1

2

〉
n (9.3.13)

After the 1-dimensional equation (9.3.9) is solved for λ ∈ R the remaining equations

can be evaluated explicitly.
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Remark 9.3.2. The formulas (9.3.12, 9.3.13) describe a projection of pm+ 1
2

to the tan-

gent space at qm+1. The effect is wiped out by (9.3.9, 9.3.10, 9.3.11) of the following

step, i.e. the value for qm+2 does not depend on whether we set pm+1 according to

(9.3.13) or simply pm+1 = pm+ 1
2
. If the formulas are iterated, then the projection step

(9.3.12, 9.3.13) is only needed in the last step of the iteration (unless one is interested

in the intermediate values for p). Indeed, in the examples presented in this chapter not

only the intermediate p-values but also the final momentum is irrelevant. This means

for the calculation of conjugate loci one can simply use

0 = f

(
qm + h

(
pm −

h

2
∇f(qm) · λ

))
pm+1 = pm −

h

2
∇f(qm) · λ

qm+1 = qm + hpm+1. 4

The derivative DΨh of the time-h-map (including the projection step) can be ob-

tained by evaluating the following formulas. We interpret the vectors qm, pm and

the gradient vectors ∇f(qm), ∇qλ, etc. as column vectors such that, for instance,

∇f(qm)(∇qλ)> denotes a dyadic product. The symbol I refers to an m-dimensional

identity matrix.

∇qλ =
−λHess f(qm)n+ 2

h2n

〈n,∇f(qm)〉

∇pλ =
2n

h〈n,∇f(qm)〉

Dq

(
pm+ 1

2

)
= −h

2

(
Hess f(qm)λ+∇f(qm)(∇qλ)>

)
Dp

(
pm+ 1

2

)
= I − h

2
∇f(qm)∇pλ>

Dq(qm+1) = I + hDq

(
pm+ 1

2

)
m =

∇f(qm)

‖∇f(qm)‖

Dp(qm+1) = hDp

(
pm+ 1

2

)
Dq(n) =

1

‖∇f(qm+1)‖

(
Hess f(qm+1)Dq(qm+1)− nn>Hess f(qm+1)Dq(qm+1)

)
Dp(n) =

1

‖∇f(qm+1)‖

(
Hess f(qm+1)Dp(qm+1)− nn>Hess f(qm+1)Dp(qm+1)

)
Dq(pm+1) = Dq

(
pm+ 1

2

)
− 〈n, pm+ 1

2
〉Dq(n)− np>

m+ 1
2

Dq(n)− nn>Dq

(
pm+ 1

2

)
Dp(pm+1) = Dp

(
pm+ 1

2

)
− 〈n, pm+ 1

2
〉Dp(n)− np>

m+ 1
2

Dp(n)− nn>Dp

(
pm+ 1

2

)
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When the time-h-map Ψh is iterated M -times to obtain the numerical time-Mh-map

Φ, the derivatives can be updated as follows

V (0) = I

V (m) = DΨh(qm−1, pm−1)V (m−1), m = 1, . . . ,M.

We obtain the derivatives as DΦ(q0, p0) = V (M). We refer to this 1-jet version of the

RATTLE method applied to a hypersurface as jet-RATTLE.

Numerical examples using the jet-RATTLE method

Example 9.3.1. Let us add some computational details to Proposition 8.3.6 from Chap-

ter 8. Figure 9.6 shows the conjugate locus on the graph of the perturbed 2-dimensional

Gaussian

0 = f(q1, q2, q3) = h(q1, q2)− q3 = exp(−q2
1 − 0.9q2

2) + 0.01q3
1 + 0.011q3

2 − q3

to the point q∗ = (−1, 0, h(−1, 0)), i.e. the points which are conjugate to q∗. Here

subscripts denote components. For numerical computations notice that the conjugate

locus is the level bifurcation set of the Dirichlet problem for the geodesic equations on

the graph of h, where the (Q1, Q2)-coordinate of the end point are the parameters of

the problem. We can discretise the 1-jet of the geodesic exponential map by applying

the jet-RATTLE method to f(q) = 0. Let us refer to the Q1 and Q2-component of the

numerical flow as ΦQ1,2 .

The matrix

A =

 1 0

0 1
∂f
∂q1

(q∗) ∂f
∂q2

(q∗)


maps R2 to the tangent space of the graph of h at q∗. The level bifurcation set is

obtained by calculating the zero-level set of(
p1

p2

)
7→ detDp1,p2ΦQ1,2

(
q∗, A

(
p1

p2

))
·A

and mapping the set to the graph of h using Φ. The bifurcation behaviour persists and

is also present in the unperturbed setting, where h(q1, q2) = exp(−q2
1 − q2

2). 4

Example 9.3.2. Revisiting Example 8.1.2, the plot to the left of Figure 9.7 shows the

conjugate locus on the perturbed 2-dimensional ellipsoid

(0.98q2
1 + 0.97q2

2 + 1.02q2
3)− 1/π2 + 0.1(−q3

1 − 1.2q3
2 + 0.7q3

3) = 0
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Figure 9.6: Conjugate locus to q∗(−1, 0, h(−1, 0)) on the graph of a perturbed 2-
dimensional Gaussian. The conjugate locus contains a cusp singularity.

to q∗ = (q∗1, q
∗
2, q
∗
3) = (−0.316472, 0, 0) projected along Q1 to the Q2/Q3 plane. Notice

that Q2, Q3 constitute a coordinate system in the considered regime near the approxi-

mate antipodal point of q∗. We see a formation of cusps. On an unperturbed ellipsoid

we see four cusp bifurcations as shown in the right hand side plot of Figure 9.7 unless q∗

is an umbilic point of the ellipsoid, in which case the formation collapses to a point. 4

Example 9.3.3. The plot in the centre and to the right of Figure 9.8 shows a subset of the

conjugate locus to (q∗1, q
∗
2, q
∗
3, q
∗
4) = (−0.355367, 0, 0, 0) on the perturbed 3-dimensional

ellipsoid

f(q) = 0.98q2
1 + 0.95q2

2 + 1.05q2
3 + 1.03q2

4 −
1

π2
+ 0.5(q3

1 + 1.1q3
2 + 0.9q3

3 + 1.05q3
4) = 0.

The functions Q2, Q3, Q4 constitute a coordinate system in the considered regime.

The variables Q2, Q3, Q4 act as three parameters in the corresponding boundary value

problem such that we can find bifurcations of codimension 3. Indeed, the conjugate

locus contains an elliptic umbilic singularity where three lines of cusps merge. The plot

to the left shows the position of the singularities in the tangent space at q∗ in spherical

coordinates: the coordinates p1, p2, p3, p4 can be obtained by first mapping

(r, θ, φ) 7→ ρ = (ρ1, ρ2, ρ3) = (r sin θ cosφ, r sin θ sinφ, r cos θ),

and then mapping ρ 7→ Aρ, where A is a 4× 3-dimensional matrix whose columns are

an orthonormal basis of the kernel of p 7→ ∇f(q∗)p near

(
01×3

Id3

)
. The plot in the centre

and to the right can be obtained from the plot to the left by calculating the p variables

and applying the exponential map at q∗. We see that the elliptic umbilic bifurcation is

preserved. 4
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Figure 9.7: Conjugate locus on a perturbed ellipsoid (left) and on an unperturbed
ellipsoid (right). We see formations of cusps connected by lines of fold singularities.

Figure 9.8: Degeneracy of the geodesic exponential map near an approximately antipo-
dal point on a perturbed 3-dimensional ellipsoid. The plot to the left shows the position
of the singularities in a parametrisation of the phase space, the plot in the centre the
level bifurcation set (which is the conjugate locus) in the Q1, Q2, Q3 coordinates show-
ing an elliptic umbilic bifurcation. The right plot is obtained from the middle plot by
rotation allowing for a convenient rescaling of the axes.
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9.4 Preservation of periodic pitchfork bifurcations

As proved in Section 7.2, a periodic pitchfork bifurcation (see Figure 7.2) is a persis-

tent phenomenon in 1-parameter families of boundary value problems in completely

integrable Hamiltonian systems with symmetrically separated Lagrangian boundary

conditions.

In the following, we will analyse how symplectic integrators can be useful to capture

periodic pitchfork bifurcations. We will

� show numerical examples comparing non-symplectic and symplectic methods in

generic planar systems and describe the mechanism of the bifurcation in the

numerical phase space obtained by a symplectic method in planar systems (Sec-

tion 9.4.1),

� construct an analytic example of a periodic pitchfork bifurcation in a nontrivial,

4-dimensional completely integrable system and run a numerical experiment how

it is captured when using a symplectic integrator (Section 9.4.2),

� run further numerical experiments on how periodic pitchfork bifurcations are cap-

tured in higher-dimensional systems with affine-linear symmetries (Section 9.4.3),

and

� give theoretical reasoning for the observed behaviour and explain general under-

lying principles (Section 9.4.4).

9.4.1 Periodic pitchfork in planar Hamiltonian systems - quality of

preservation and numerical phase plots for a symplectic inte-

grator

Consider a µ-parameter family of Hamiltonian systems with phase space T ∗R equipped

with the symplectic structure dq ∧ dp and Hamiltonians

Hµ(q, p) = p2 + 0.1p3 − 0.01 cos(p) + q3 − 0.01q2 + µq. (9.4.1)

Let Qµ denote the q component of the Hamiltonian flow to Hµ at time τ = 1.7. We

consider the Dirichlet-type boundary value problem

Qµ(0.2, p) = 0.2.

A motion starting at the line q = 0.2 in the phase space is a solution to the boundary

value problem if and only if it returns to the line after time τ = 1.7. Figure 9.9 shows

how a pitchfork bifurcation in a Dirichlet problem for a generic, 1-parameter family
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Figure 9.9: Plot of bifurcation diagrams of Hamiltonian boundary value problem solved
with the symplectic Störmer–Verlet method using 14 steps, 21 steps and 28 steps.
Notice the different scaling of the axes.

Figure 9.10: Plot of bifurcation diagrams of Hamiltonian boundary value problem
solved with the symplectic Störmer–Verlet method using 11 steps.

of planar Hamiltonian systems is captured by the symplectic Störmer–Verlet method

with 14, 21 and 28 steps. Notice the different scaling of the axes in the plots. We see

that only few time-steps are needed to capture the bifurcation very well. The strong

improvement of the shape of the pitchfork by doubling the number of steps indicates a

convergence to the correct shape which is better than polynomial. Indeed, exponential

convergence will be proved in Theorem 9.4.2.

For the matter of visualisation of the mechanism in the phase space, we reduce the

number of time-steps to 11. The bifurcation diagram is displayed in Figure 9.10. For

small parameter values there are three solutions. As µ increases two of them merge in

a fold bifurcation.

Figure 9.11 illustrates the mechanism of the broken pitchfork bifurcation in the

phase space. A solution to the boundary value problem is represented by 11 points

(number of time-steps) in the phase space. In the plots the initial point is marked
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Figure 9.11: Plot of invariant sets and orbits of the numerical flow involved in the
slightly broken periodic pitchfork bifurcation of Figure 9.10. Two solutions (green and
blue) merge and annihilate in a fold bifurcations while another solution (red) persists.
The persistent solution becomes 11-periodic shortly after the other solutions undergo a
fold bifurcation. If the pitchfork bifurcation was preserved exactly, all three solutions
would merge through an 11-periodic orbit into one solution.
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by ∗, the end point by o and the other points by ×. As required by the boundary

condition, the q-coordinate of the initial- and end point is 0.2. The 11 points belong

to an invariant set which can be computed by iterating the discrete flow map φh with

time-step h = τ/11. The solutions corresponding to the outer branches of the broken

pitchfork bifurcation constitute nearly periodic orbits of φh. Their invariant sets consist

of 11 KAM-islands. The inner branch corresponds to a non-periodic solution belonging

to a connected invariant set. As the parameter µ increases, the invariant set of the

inner branch breaks up into 11 islands which merge with the invariant set of one of

the nearly periodic solutions from the outer branches. We see a fold bifurcation in the

bifurcation diagram of the numerical flow. The remaining outer branch is continued

as µ increases. It becomes a periodic orbit shortly after the fold bifurcation, and then

loses periodicity again. This mechanism can be compared to the mechanism of the

exact periodic pitchfork bifurcation which we explained in Section 7.2 and illustrated

in Figure 7.3. In the exact bifurcation the outer branches correspond to the same

periodic orbit in the phase space and the pitchfork bifurcation takes place exactly

when the orbit corresponding to the inner branch becomes a periodic orbit of period τ

that is tangential to the boundary condition.

Let us compare the preservation of periodic pitchfork bifurcations using a sym-

plectic integrator (Figures 9.9 and 9.10) with a non-symplectic integrator of the same

order of accuracy. To understand what is happening in the latter case we compute a

larger part of the bifurcation diagram using the non-symplectic second order explicit

midpoint rule (RK2 – see Section 3.2.2). The upper and middle branch of the pitchfork

bifurcation do not exist in the numerical bifurcation diagram until we use more than

25 steps (Figure 9.12). With 200 steps the bifurcation is recognisable and with 400

steps we obtain a diagram comparable with the 14-steps Störmer–Verlet calculation in

Figure 9.9. As the computational costs per step are similar if the Hamiltonian is sep-

arated, we conclude that the symplectic Störmer–Verlet method performs significantly

better than the non-symplectic method RK2.

Figure 9.13 shows how the 4th order accurate, time-reversal symmetric, 3-stage

Lobatto IIIA method captures the pitchfork bifurcation. The scheme is not symplectic

but conjugate symplectic up to order 6 (Hairer and Zbinden, 2012).

The symmetry properties of the method do not play a role as the considered Hamil-

tonian system is not time-reversal symmetric. Comparing Figure 9.9 with 9.13 we see

that the Störmer–Verlet scheme slightly beats the Lobatto IIIA method in terms of

how well it preserves the shape of the periodic pitchfork bifurcation although it is of

lower order. Figure 9.14 shows the bifurcation diagram if the Hamiltonian boundary

value problems are solved with MATLAB’s build-in codes bvp4c and bvp5c (MATLAB

R2016b). These are multi-purpose codes which are designed to solve general two-point
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Figure 9.12: Plot of bifurcation diagrams of Hamiltonian boundary value problem
solved with RK2 and different number of integration steps.

boundary value problems for ODEs. The code bvp4c is based on the 4th-order, 3-stage

Lobatto IIIA method while bvp5c uses the 4-stage Lobatto IIIA formula. Both codes

re-mesh the time-grid if the solution does not meet tolerance criteria. The methods

require an initial guess for a solution of the boundary value problem defined on a user

supplied initial mesh (Kierzenka and Shampine, 2001).

In our experiment we do the following (primitive) continuation method: we use

initial guesses from the Lobatto IIIA experiment (Figure 9.13) at µ = −6.5, let bvp4c

or bvp5c solve the boundary value problem and use the solution as a new initial guess

for the boundary value problem at the next µ -value. The process is repeated for each

branch. We leave the error tolerances at their default values. Allowing the methods to

use up to 105 mesh points in time, the codes run without issuing warnings. As µ varies,

the codes adapt the time-meshes and we do not obtain consistent bifurcation diagrams.

This is because the resulting diagram shows for each µ a snapshot of a bifurcation

diagram of a different parameter-family of numerical flows. This illustrates that a

µ-dependent re-meshing strategy for the time-grid destroys the bifurcation diagram.

Figure 9.15 shows that using a fixed, non-uniform mesh destroys the excellent be-

haviour of symplectic methods for capturing the periodic pitchfork bifurcation that we

saw in Figure 9.9. This is in contrast to the bifurcations analysed in Section 9.2, where

using a non-uniform mesh does not change the behaviour of the integrator qualitatively.

The mesh used in the numerical example is the image of a uniform grid on the interval

[0, 1] under the map t 7→ τ exp(5t) sin(2.6t)
exp(5) sin(2.6) with 226 and 905 grid points. Here, all step-

sizes are smaller than in a uniform grid with 100 or 400 grid points, respectively. With

a fixed, non-uniform mesh the Störmer–Verlet scheme still generates a symplectic flow
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Figure 9.13: Bifurcation diagrams for Hamilton’s equations to (9.4.1) solved with the
4th order Lobatto IIIA method and different number of time steps. The implicit equa-
tions arising in the method were solved up to round-off errors using Newton iterations.
The scheme is conjugate symplectic up to order 6 and preserves the periodic pitchfork
bifurcation only slightly worse than the symplectic 2nd order Störmer–Verlet scheme
in Figure 9.9.

-6.5 -6.4 -6.3 -6.2 -6.1
-0.5

0

0.5

Figure 9.14: Bifurcation diagrams for Hamilton’s equations to (9.4.1) solved with MAT-
LAB’s bvp4c (left) and bvp5c (right), which use a re-meshing strategy destroying the
bifurcation diagram.

map. However, it loses its energy conservation properties and behaves similar to RK2

(Figure 9.12) when computing the bifurcation diagram of a periodic pitchfork. This

will be explained in more detail later (Remark 9.5.1).

9.4.2 Construction of a periodic pitchfork in a nontrivial 4-dimensional

Hamiltonian system

Let us construct a nontrivial, 4-dimensional completely integrable Hamiltonian system

with a periodic pitchfork bifurcation that is not removable under small perturbations

within the class of symmetrically separated Lagrangian boundary value problems for

completely integrable Hamiltonian systems.

The circle S1 can be viewed as the quotient space R/[0, 2π]. Local coordinates

on S1 can be obtained as the inverse of suitable restrictions of the projection map

R → R/[0, 2π] = S1. In this way, we obtain everywhere local coordinates (q1, q2) for

the torus S1 × S1. Let us denote a copy of the torus S1 × S1 by S
1 × S

1
and its

coordinates obtained as local inverses of the projection R → R/[0, 2π] by (q1, q2). Let
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Figure 9.15: Bifurcation diagrams for Hamilton’s equations to (9.4.1) solved with the
Störmer–Verlet method using a non-uniform mesh for the time-integration. The mesh
is obtained by mapping a uniform mesh on the interval [0, 1] with the function whose
graph is plotted to the left. The diagram in the centre corresponds to 226 mesh-points
(finer than a uniform mesh with 100 points) and the diagram to the right corresponds
to 905 mesh points (finer than a uniform mesh with 400 points). Here the Störmer–
Verlet method behaves similar to RK2 (see Figure 9.12) and much worse than with a
uniform grid (Figure 9.9).

ε, κ be non-zero values in the real, open interval (−1, 1). The map(
q1, q2

)
7→
(
q1 + ε cos(q2), q2 + κ cos(q1)

)
(9.4.2)

gives rise to a diffeomorphism h : S1 × S1 → S
1 × S1

. Its cotangent lifted map Ψ is

given as

Ψ: T ∗(S1 × S1)→ T ∗(S
1 × S1

),
(
q, p
)
7→
(
h(q), Dh(q)−T p

)
. (9.4.3)

Here Dh(q)−T denotes the inverse of the transpose of the Jacobian matrix of h at

the point q. On the cotangent bundle of S
1 × S1

we consider the following family of

Hamiltonians

Hµ(q, p) = p3
1 + µp1 + p2

2. (9.4.4)

Using the canonical symplectic form −dλ on the cotangent bundle T ∗(S
1 × S1

), we

obtain a family of completely integrable Hamiltonian systems. The two independent

integrals of motions are given as the coordinate functions p1, p2. From Hamilton’s

equations we see that a motion is periodic at µ = 0 if p1(0)2/p2(0) is rational with initial

condition (q, p) = (q1(0), q2(0), p1(0), p2(0)). In particular, motions on the Liouville

torus

T =

{
(q1, q2, p1, p2) =

(
q1, q2, 1,

3

2

) ∣∣∣ (q1, q2) ∈ S1 × S1
}

are periodic for µ = 0 and their period is τ = 2π/3. Now consider the family of

Hamiltonian systems (T ∗(S1 × S1),−dλ,Hµ) with Hamiltonians Hµ = Hµ ◦ Ψ. The

map Ψ is symplectic such that a curve γ is a motion in (T ∗(S1×S1),−dλ,Hµ) if and only
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if Ψ◦γ is a motion in (T ∗(S
1×S1

),−dλ,Hµ). The preimage T = Ψ−1(T ) is a Liouville

torus with orbits of the same period τ = 2π/3. The point z = (π/2, 0, 1− 3κ/2, 3/2) is

an isolated point in the intersection of T with the Lagrangian submanifold

B =

{
(q1, q2, p1, p2) =

(
q1, q2, 1−

3

2
κ,

3

2

) ∣∣∣ q1, q2 ∈ S1

}
.

Moreover, the tangent spaces of T at z and of B at z intersect in a 1-dimensional

subspace which can be verified by a consideration of their images under the symplecto-

morphism Ψ. Since the parameter µ enters in a generic way, the lemma below follows

by Theorem 7.2.1.

Lemma 9.4.1. For ε, κ ∈ (−1, 1) \ {0} there exists a periodic pitchfork bifurcation at

µ = 0 at the point z = (π/2, 0, 1−3/2κ, 3/2) in the symmetrically separated Lagrangian

boundary value problem

Pµ

(
q1, q2, 1−

3

2
κ,

3

2

)
=

(
1− 3

2κ
3
2

)

for the family of time-2π/3-maps (Qµ, Pµ) of the completely integrable Hamiltonian sys-

tem (T ∗(S1×S1),−dλ,Hµ), where −dλ is the canonical symplectic form for cotangent

bundles and Hµ = Hµ ◦Ψ is defined by (9.4.2), (9.4.3), (9.4.4).

Figure 9.16 shows the bifurcation diagrams of the numerical flow for the boundary

value problem described in Lemma 9.4.1 for ε = κ = 0.1. Hamilton’s equations are

solved over the time interval [0, 2π/3] using the symplectic 2nd order Störmer–Verlet

method with 20, 40 and 80 time-steps. The results indicate that the periodic pitchfork

bifurcation of the exact flow is only captured up to the accuracy of the integrator. The

integrals q1 = q1 + 0.1 cos(q2) and q2 = q2 + 0.1 cos(q1) are nonlinear functions of (q, p)

and are not preserved.

9.4.3 Affine linear symmetries and the Störmer–Verlet method

The Störmer–Verlet method preserves linear invariants Hairer, Lubich, and Wanner,

2013, Thm. IV 1.5 and quadratic invariants of the form Q(q, p) = q>Ap for a fixed

matrix A Hairer, Lubich, and Wanner, 2013, Thm. IV 2.3. Let us see how a periodic

pitchfork bifurcation is captured in two numerical examples of completely integrable

Hamiltonian systems with simple symmetries / invariants.

Example 9.4.1 (Cyclic variable). If a variable does not occur in the expression of a

Hamiltonian, then its conjugate momentum is a conserved quantity. The conserved

quantity can be treated as a parameter for the system such that Hamilton’s equations

can be solved on a space whose dimension is reduced by two where the cyclic variable
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Figure 9.16: Plot of bifurcation diagrams for the boundary value problem given in
Lemma 9.4.1 projected along the q2-axis. The symplectic 2nd order Störmer–Verlet
method is used. The shape of the periodic pitchfork bifurcation is only captured as by
the accuracy of the method. The integrals q1 = q1 +0.1 cos(q2) and q2 = q2 +0.1 cos(q1)
are nonlinear functions of (q, p) and are not preserved.

and its conjugate momentum do not appear as dynamical variables. The evolution

in the cyclic variable can then be integrated separately. If the phase space dimension

is 2n and the Hamiltonian has n − 1 cyclic variables, then we can obtain the same

behaviour as for planar Hamiltonian systems by applying the symplectic integrator to

the reduced planar system. However, even if we apply the Störmer–Verlet method to

the non-reduced system, the conjugate momenta are preserved as these are affine linear

integrals of motions. The integrals correspond to translation symmetries in the cyclic

variables.

We consider the family of Hamiltonian systems defined by

Hµ(q1, q2, p1, p2) = q3
1 + µq1 + p1p2 + p2

1 +
1

10
(p3

1 + p3
2) (9.4.5)

on the phase space R4 with the standard symplectic structure. The variable q2 is cyclic.

Let us consider the symmetric Dirichlet boundary value problem

q(0) =

(
0.2

0.1

)
= q(5). (9.4.6)

Using the symplectic, 2nd order Störmer–Verlet method to calculate the numerical

flow, we find a pitchfork bifurcation. Introducing the cyclic variable into the Hamilto-

nian by adding the term 0.01q2 breaks the pitchfork bifurcation. This confirms that the

pitchfork bifurcation is due to the completely integrable structure (see Figure 9.17).

We reduce the number of time steps in our calculation to analyse how the pitchfork

bifurcation breaks. Figure 9.18 shows that there is a clearly visible break when 14

steps are used. If 15 steps are used, however, the break can only be spotted in a close-

up. The p1-axis is scaled approximately by a factor 10 and the p2-axis and µ-axis by

1000. Since the number of steps is only increased by 1, corresponding to an increase



CHAPTER 9. BIFURCATION-PRESERVING DISCRETISATIONS 174
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-1.2 -1.1 -0.4-1 -0.9
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-0.8

-0.04

-0.02

0

Figure 9.17: The plot to the left shows a periodic pitchfork bifurcation in the 4-
dimensional Hamiltonian system (9.4.5) with a cyclic variable for the boundary value
problem (9.4.6). The plot to the right shows how the pitchfork breaks if the former
cyclic variable is introduced in the Hamiltonian. This confirms that the appearance of
the pitchfork is due to the complete integrable structure. For both plots the Störmer–
Verlet method with 50 time-steps was used.

0.4

0.2

0

-0.2
-1.2 -1.1 -0.4-1 -0.9
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-0.8
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-0.02

0 0.02
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-0.02074

15 steps - zoom
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Figure 9.18: The plots show how the periodic pitchfork bifurcation shown in the left
hand side plot of Figure 9.17 breaks as we reduce the number of time-steps in the
Störmer–Verlet scheme. While the break is clearly visible when 14 steps are used, it
can only be spotted in a close-up when 15 steps are used.
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Figure 9.19: The plots show how a periodic pitchfork bifurcation is captured if one of
the integrals is a linear map. While the break is clearly visible when 14 steps are used,
it can only be spotted in a close-up when 15 steps are used. This is in analogy to the
cyclic-variable case (Figure 9.18) but different to the case of more complicated integrals
(Figure 9.16).

by approximately 7%, this indicates a capturing to higher than polynomial order as we

will justify in Theorem 9.4.2. 4

Example 9.4.2 (Linear conservation law / linear symmetry). Let us apply a linear,

symplectic change of coordinates to the Hamiltonian boundary value problem (9.4.5)

with (9.4.6) in the cyclic-variable example and test the behaviour of the Störmer–Verlet

method. If A ∈ Gl(n,R) is a linear transformation of Rn, then(
q̃

p̃

)
= Ψ(q, p) =

(
Aq

A−T p

)
(9.4.7)

is a symplectic transformation on T ∗Rn. We consider

A =

(
−1 2

3 1

)
.

and apply the transformation defined by Ψ to the Hamiltonian boundary value problem

(9.4.5) - (9.4.6) considered in Example 9.4.1. In the transformed system H ◦Ψ−1 and

q2 ◦Ψ−1 are integrals of motions.

Figure 9.19 shows the analogous situation to Figure 9.18 in the new coordinates.

We see that a linear change of coordinates does not have any effect on how well the

bifurcation is captured. This is to be contrasted to the integrable system presented in

Section 9.4.2 whose quantities are not affine-linear in the variables used to integrate

the Hamiltonian flow and the bifurcation is captured only up to the accuracy of the

integrator (Figure 9.16). 4
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9.4.4 Theoretical consideration of the effects of symplectic structure

preserving discretisation in completely integrable systems

To which extent the completely integrable structure of a system is present in the nu-

merical flow determines how well a pitchfork bifurcation is captured. This is made

precise in the following theorem.

Theorem 9.4.2 (preservation of periodic pitchfork bifurcation). Consider a smooth

1-parameter family of Hamiltonian boundary value problems for 2n-dimensional com-

pletely integrable Hamiltonian systems with symmetrically separated Lagrangian bound-

ary conditions and a generic periodic pitchfork bifurcation. Consider a discretisation of

the Hamiltonian flows by a symplectic integrator with order of accuracy k and constant

step-size h. In a generic setting for sufficiently small h the family of numerical flows

has a bifurcation that is close to a pitchfork bifurcation

� to exponential order in h−1 if all n integrals are preserved exponentially well (e.g.

in the planar case)

� to order k otherwise.

Remark 9.4.1. Recall from Theorem 7.2.1 that a periodic pitchfork bifurcation occurs

at an intersection point z of the boundary condition Λ with a Liouville torus T invari-

ant under the Hamiltonian flow, such that the intersection of the tangent spaces TzT
and TzΛ is 1-dimensional. The torus T is required to consist of periodic orbits of a

given period τ . It is, therefore, highly resonant and immediately destroyed when the

Hamiltonian flow is perturbed, even when the perturbation is symplectic. Thus, results

obtained by KAM-theory about the exponentially long persistence of invariant Liouville

tori under symplectic discretisation (see Hairer, Lubich, and Wanner, 2013, Ch. X5.2)

do not apply in this setting as non-resonance conditions are not fulfilled. This is why

symplectic integrators can break the structure significant for pitchfork bifurcations in

a general setting as we saw in Figure 9.16. 4

Proof of Theorem 9.4.2. Recall from Section 7.2.3 that the completely integrable struc-

ture and the structure of the boundary conditions induce a Z/2Z-symmetry in the as-

sociated function of the problem family. The singular point of a pitchfork bifurcation is

unfolded under the presence of a Z/2Z-symmetry to a pitchfork bifurcation. The cor-

responding critical-points-of-a-function problem is defined by the family (x4 +µ2x
2)µ2 ,

i.e. the generating function of the problem family is stably right-left equivalent to the

family (x4 + µ2x
2)µ2 , where µ2 is the family parameter. Unfolding of x4 without the

Z/2Z-symmetry leads, however, to the normal form of a cusp bifurcation which is

defined by the family (x4 + µ2x
2 + µ1x)µ1,µ2 . The effect of the symmetry breaking

parameter µ1 is illustrated in Figure 9.20: the bifurcation, which is present for µ1 = 0,
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Figure 9.20: The figure shows the critical point set of the model cusp x4 + µ2x
2 + µ1x

over the µ1/µ2-parameter space for selected values of µ1. For µ1 = 0 we see a pitchfork
bifurcation.

breaks if µ1 6= 0. Approximating the Hamiltonian flow with an integrator introduces

the discretisation parameter h as an additional parameter to the problem family. The

discretisation does not respect the completely integrable structure which corresponds

to a Z/2Z-structure of the generating function.

If the order of accuracy of the integrator is k, then, unless the problem is degen-

erate, the power of the step-size hk acts like the parameter µ1 in Figure 9.20. We

say the pitchfork is broken up to the order of accuracy of the integrator. This means,

in a general setting symplecticity of an integrator cannot be expected to improve the

numerical capturing of the periodic pitchfork bifurcation because the bifurcation is due

to the integrable structure rather than to symplecticity. However, in many impor-

tant cases, symplecticity does help because symplectic integrators preserve a modified

Hamiltonian exponentially well Hairer, Lubich, and Wanner, 2013, Ch. IX and are,

therefore, guaranteed to capture at least this part of the integrable structure very well.

In the planar case, e.g. this means the whole integrable structure is captured exponen-

tially well by symplectic integrators. Here, the discretisation parameter does not enter

generically but unfolds the pitchfork bifurcation to a family of nearly perfect pitchforks.

These pitchforks are broken only up to exponential order in −h−1. The same is true

in higher dimensions if the n− 1 additional integrals/symmetries are captured at least

exponentially well.

9.5 Further remarks

Remark 9.5.1 (non-uniform meshes). The bifurcations considered in Section 9.2 are

connected to the symplecticity of the Hamiltonian flow but not to the preservation

of the Hamiltonian. We can, therefore, use a symplectic integrator together with a

fixed but not necessarily uniform grid for the integration of Hamiltonian ODEs to

preserve the bifurcations. In contrast, the periodic pitchfork bifurcation analysed in

Section 9.4 is related to the energy preservation of the Hamiltonian flow. To make
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use of the excellent energy behaviour of symplectic integrators using a uniform mesh is

essential. 4

Remark 9.5.2 (Conjugate symplectic methods). Numerical methods are called conjugate

if their numerical flows Φh and Ψh are related by a change of coordinates χh such that

Φh = χh◦Ψh◦χh. An example is the trapezoidal rule, which is conjugate to the implicit

midpoint rule Hairer, Lubich, and Wanner, 2013, Ch. VI.8. Numerical flows obtained

using a conjugate symplectic method preserve a nearby symplectic form and share

the excellent energy behaviour with flows obtained by a symplectic method because

the flows are conjugate. To capture periodic pitchfork bifurcations, they are just as

good as symplectic methods. In contrast, this is not true for the higher gradient-zero

bifurcations considered in Section 9.2 because (unless in a degenerate situation) the

boundary condition will not be Lagrangian with respect to the modified symplectic

form such that the bifurcations in the numerical systems are broken up to the order of

accuracy.

Some methods are conjugate to a symplectic method up to some (high) order. An

example is Lobatto IIIA, which is conjugate symplectic up to order 6 (Hairer and

Zbinden, 2012). If a k-order method is conjugate symplectic up to a high order r > k,

then it will behave as good as an r-order scheme in resolving the periodic pitchfork

bifurcation but will show order k broken D-series bifurcations in generic Hamiltonian

boundary value problems. 4



Chapter 10

Local intersections of Lagrangian

manifolds correspond to

catastrophe theory

Chapter 10 is an adaption of Offen, 2020a.

In this chapter we provide rigorous justification of our claimed equivalence of local

Lagrangian intersection problems with catastrophe theory. While the process to asso-

ciate function families to local Lagrangian intersection problems has been established

early on in this work, a proof that the associate function families are well-defined up to

stably right equivalence in the sense of catastrophe theory has been postponed. More-

over, given well-definedness, we need to make sure that stably right equivalence actually

can distinguish local Lagrangian intersection problems up to symplectomorphisms act-

ing on the ambient manifold such that we obtain a meaningful correspondence between

the two problem classes.

The Lagrangian intersection problems in this work are motivated by a consideration

of boundary value problems for symplectic maps where in contrast to classical results

neither (a) all intersections are tangential nor (b) a natural cotangent bundle structure

or Lagrangian fibration is present. Even if the considered manifolds are cotangent

bundles, a classification relying on this structure is not suitable in our context as we

would like to admit general symplectic perturbations to Hamiltonian diffeomorphisms

by symplectic integrators. This encourages us to generalise classical results relying on

assumption (a) or (b).

179
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10.1 Introduction

Let us recall some definitions from catastrophe theory as needed in this chapter. Of

fundamental importance for the classification results is the notion of right equivalence

of map germs.

Definition 10.1.1 (right equivalence of map germs). Two germs of smooth maps

f, g : (Rk, 0) → (R, 0) are right equivalent if there exists a germ of a diffeomorphism

h : (Rk, 0)→ (Rk, 0) such that f = g ◦ h. 4

Golubitsky and Guillemin (1975) show that the question whether two map germs

are right equivalent has a geometric analogue, namely whether two Lagrangian sub-

manifolds in a cotangent bundle have the same contact with the zero-section.

Definition 10.1.2 (tangential contact of Lagrangian intersections (in cotangent bun-

dles)). Let Λ, Λ′ be two Lagrangian submanifolds in the cotangent bundle T ∗X inter-

secting a point z ∈ X ⊂ T ∗X tangentially. The submanifolds Λ, Λ′ have the same

contact with X at z if and only if there exists a symplectomorphism Φ defined on an

open neighbourhood U of z ∈ T ∗X such that

Φ(Λ ∩ U) = Λ′ ∩ U, Φ(z) = z, Φ(X ∩ U) = X ∩ U. 4

They prove the following theorem.

Theorem 10.1.1 (Golubitsky and Guillemin, 1975). Let U be an open neighbourhood

of 0 in Rk. The germs at 0 of two smooth maps f, g : U → R with f(0) = 0 = g(0),

vanishing gradients at 0, i.e. df |0 = 0 = dg|0, and vanishing Hessian matrices at 0 (in

any local coordinate system) are right equivalent if and only if the Lagrangian manifolds

Λ = df(U) and Λ′ = dg(U) have the same tangential contact with the zero-section at 0

in T ∗U .

In the above theorem df(U) and dg(U) denote the image of U ⊂ Rk under the

1-form df or dg, respectively, where 1-forms are interpreted as maps U → T ∗U , i.e. as

sections of the cotangent bundle T ∗U → U .

The strength of Theorem 10.1.1 is related to the parametric Morse lemma, which

says that up to a local change of coordinates any function germ F : (RK , 0) → (R, 0)

with critical point at 0 can be split into a nondegenerate quadratic map QF and a fully

degenerate part f , i.e. a representative of the germ F can be brought into the form

f(x1, . . . , xk(F )) + QF (xk(F )+1, . . . , xK), where K − k(F ) is the rank of the Hessian

matrix of F at 0 (Bröcker, 1975, §14.12). Therefore, F,G : (RK , 0) → (R, 0) are right

equivalent if and only if the signatures of QF and QG coincide and their fully reduced

parts f and g fulfil the geometric condition in Theorem 10.1.1.
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Thus, Theorem 10.1.1 is very appealing because it allows us to turn an analysis

problem into a geometric problem. The geometric problem itself, i.e. the description

of intersecting Lagrangian manifolds, is, however, important in its own right. It is not

only a main ingredient in our classification of Hamiltonian boundary value problems

but also occurs, for instance, in dynamical systems, where intersections of Lagrangian

invariant manifolds in phase spaces encode important information about the dynamics

(Haro, 2000; Lomeĺı, Meiss, and Ramı́rez-Ros, 2008a). For global aspects of Lagrangian

intersections we refer to Fukaya, 2010 and references therein. It is, therefore, desirable,

to obtain a reverse direction of Theorem 10.1.1, i.e. a statement which allows one to

turn the description of (possibly non-tangentially) intersecting Lagrangian manifolds in

arbitrary symplectic manifolds into a problem in classical singularity theory or catas-

trophe theory.

In this chapter we will show that we can assign smooth function germs to local

Lagrangian intersection problems such that the following theorem holds.

Theorem 10.1.2. Let X,Λ and X ′,Λ′ be Lagrangian submanifolds of a symplectic

manifold Z such that Λ intersects X in an isolated point z and Λ′ intersects X ′ in an

isolated point z. Let f be the function germ assigned to the problem z ∈ X ∩ Λ and

f ′ be the function germ assigned to the problem z′ ∈ X ′ ∩ Λ′. The germs f and f ′ are

stably right equivalent1 if and only if there exists a local symplectomorphism Φ mapping

an open neighbourhood U of z to an open neighbourhood U ′ of z′ with

Φ(z) = z′, Φ(X ∩ U) = X ′ ∩ U ′, Φ(Λ ∩ U) = Λ′ ∩ U ′.

In other words (notions will be made precise later):

Theorem 10.1.3. There exists a 1-1 correspondence between Lagrangian contact prob-

lems modulo stably contact equivalence and smooth real-valued function germs up to

stably right equivalence.

The theorems overcome the following issues which occur when trying to reverse

Theorem 10.1.1.

� Let X,Λ be Lagrangian submanifolds of a symplectic manifold Z such that Λ

intersects X in an isolated point z. After shrinking all manifolds around z, if

necessary, there are many ways of mapping Z symplectically to a neighbourhood

of the zero-section X ⊂ T ∗X. We will refer to a particular choice of such an

identification as a choice of a cotangent bundle structure. For most structures, Λ

is the image of a section df in the bundle T ∗X → X. The map f is not defined

1Two function germs are stably right equivalent if they become right equivalent after adding non-
degenerate quadratic forms in new variables (see Definition 10.2.3).
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independently of the auxiliary cotangent bundle structure but we will show that

its stably right equivalence class is well-defined.

� The Lagrangian manifold df(U) from Theorem 10.1.1 intersects the zero-section

of U ⊂ T ∗U tangentially at 0. Golubitsky and Guillemin’s proof of the only if di-

rection fails when the intersection of U with df(U) is not tangential. Indeed, the

equivalence relation right equivalence considered by Golubitsky and Guillemin

(1975) needs to be relaxed to stably right equivalence when non-tangential inter-

sections are allowed.

The results may be compared with the correspondence of embeddings of a La-

grangian submanifold into a cotangent bundle with catastrophe theory (Bates and

Weinstein, 1997). There, singularities occur because Lagrangian submanifolds fail to

be projectable and intersect non-transversally with fibres. In contrast, in this chapter

cotangent bundle structures are just of an auxiliary nature.

Furthermore, we provide a parameter-dependent version of the results and relate

families of intersecting Lagrangian manifolds to unfoldings of singular map germs.

Theorem 10.1.4. There exists a 1-1 correspondence between parameter-dependent La-

grangian contact problems up to stably right equivalence and unfoldings of smooth, real-

valued function germs up to stably right equivalence as unfoldings.

This allows transporting the highly developed notions and algebraic framework of

catastrophe theory to Lagrangian contact problems and bifurcations of Lagrangian

intersection problems. As a corollary, classification results for singularities apply to

Lagrangian contact problems.

Moreover, intersection problems of Lagrangian manifolds are often subject to sym-

metry constraints which have an effect on which singularities occur generically and

how the intersections unfold when parameters are present. Such symmetry constraints

appear, for instance, in Hamiltonian boundary value problems as seen in Chapters 7

and 8. We will revisit our symmetry considerations within a purely geometric picture

and show under which conditions symmetries in Lagrangian contact problems and in

boundary value problems for symplectic maps, in particular, yield invariances of the

assigned function germs.

The remainder of the chapter is structured as follows. In Section 10.2 we first

review some of Golubitsky and Guillemin’s results, and then prove that not necessarily

tangential Lagrangian contact problems in arbitrary symplectic manifolds up to contact

equivalence correspond to map germs up to stably right equivalence. In Section 10.3

we consider a symmetric setting and prove that invariances of generating functions of

Lagrangian contact problems correspond to cotangent lifted maps leaving the manifolds

of the contact problem invariant. In Section 10.4 we extend the identification results of
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Section 10.2 to families of Lagrangian contact problems. In Section 10.5 we conclude

the Theorems 10.1.3 and 10.1.4 and fit our application to boundary value problems for

symplectic maps into this framework.

10.2 Lagrangian contact problems and catastrophe theory

Let us introduce the notion of Lagrangian contact problems and review some definitions

based on Golubitsky and Guillemin, 1975; Mather, 1968.

Definition 10.2.1 (Lagrangian contact problem). Let X, Λ be two Lagrangian sub-

manifolds of a symplectic manifold Z intersecting in an isolated point z ∈ Λ∩X. Then

(X,Λ, z) is called a Lagrangian contact problem (in Z). We say Λ has contact with X

in z. In the special case where X and Λ are tangential at z the problem (X,Λ, z) is

called a tangential Lagrangian contact problem. 4

Definition 10.2.2 (contact equivalence of Lagrangian contact problems). Let (X,Λ, z)

and (X ′,Λ′, z′) be two Lagrangian contact problems in Z and Z ′, respectively. We say

that (X,Λ, z) and (X ′,Λ′, z′) are contact equivalent or Λ has the same contact with X

at z as Λ′ has contact with X ′ at z′ if there exist open neighbourhoods U ⊂ Z of z and

U ′ ⊂ Z ′ of z′ and a symplectic diffeomorphism Φ: U → U ′ such that

Φ(z) = z′, Φ(X ∩ U) = X ′ ∩ U ′, Φ(Λ ∩ U) = Λ′ ∩ U ′. 4

Definition 10.2.3 (stably right equivalence of function germs). Two germs of smooth

maps f : (Rk, 0) → (R, 0), x 7→ f(x) and g : (Rl, 0) → (R, 0), y 7→ g(y) are stably right

equivalent if there exist nondegenerate quadratic forms QF (u) and QG(v) such that

the germs at 0 of F (x, u) := f(x) + QF (u) and G(y, v) := g(y) + QG(v) are right

equivalent. 4

Theorem 10.2.1. Two germs of smooth maps f, g : (Rk, 0) → (R, 0), x 7→ f(x) in

the same number of variables are stably right equivalent if and only if they are right

equivalent.

Proof. The statement follows from Weinstein’s (1971a) strong form of the splitting

lemma that we have recalled as Theorem 5.3.2. See Corollary 5.3.4.

Remark 10.2.1 (Warning). Contact equivalence for Lagrangian contact problems is not

to be confused with Mather’s (1968) notion of contact equivalence for map germs which

is related to the contact of a smooth manifold with a zero section of a smooth bundle

(i.e. without symplectic structure). 4
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Definition 10.2.4 (cotangent bundle structure and projection). LetX be a Lagrangian

submanifold of a symplectic manifold Z. A symplectomorphism Φ from an open neigh-

bourhood U ⊂ Z with X ⊂ U to a tubular neighbourhood of the zero section of

π : T ∗X → X is called a cotangent bundle structure for Z (with respect to X). The

map π◦Φ is called the (cotangent bundle) projection with respect to the structure Φ. 4

Remark 10.2.2. The existence of cotangent bundle structures (for a sufficiently small

neighbourhood U of X) is guaranteed by Weinstein’s generalisation of Darboux’s the-

orem, see, for instance, Libermann and Marle, 1987, Thm. 15.3. Notice that, in com-

parison to the existence of local Darboux coordinates, Weinstein’s generalisation has a

global character since X does not need to be shrunk for symplectomorphisms to exist.

As all considerations in this chapter are local, the globality is only exploited for nota-

tional convenience in this context. Moreover, we may refer to a function germ and a

representative with the same symbol where a differentiation is not essential. 4

Remark 10.2.3. Cotangent bundle structures for a symplectic manifold Z with respect

to a Lagrangian submanifold X correspond to completely integrable Lagrangian sub-

bundles of the tangent bundle TZ transverse to X. (See Libermann and Marle, 1987

for details.) Moreover, cotangent bundle structures are in 1 to 1 correspondence with

1-forms whose zero-set is X and whose exterior derivative is the symplectic structure.

The cotangent bundle structure Φ: U → V , where U is an open neighbourhood of X

and V is an open neighbourhood of the zero section of T ∗X, associated to such a 1-

form α is such that Φ∗λ = α (Libermann and Marle, 1987; Golubitsky and Guillemin,

1975). 4

For reference, let us recall some of Golubitsky and Guillemin’s results and provide

proofs for the cases where we would like to use the statement in a more general setting

than in the original paper.

Lemma 10.2.2 (Golubitsky and Guillemin, 1975, Lemma 3.1). Let X be a Lagrangian

submanifold of a symplectic manifold Z. Let x1, . . . , xn be local coordinates on X centred

at z. Consider two cotangent bundle structures Φα and Φβ on Z with respect to X

around z. Let ξ1, . . . , ξn be the conjugate momenta to x1, . . . , xn with respect to the

first structure. Let λ denote the canonical 1-form on T ∗X, α := (Φα)∗λ, β := (Φβ)∗λ.

The closed 1-form α− β can locally be written as dH with

H(x, ξ) =
n∑

i,j=1

hij(x, ξ)ξiξj . (10.2.1)

If the Lagrangian submanifold Λ ⊂ Z is the image of the section dφα with respect to the

Φα-structure as well as the image of the section dφβ with respect to the Φβ-structure,
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then

(φβ ◦ kαβ)(x) = φα(x) +H(x,∇φα(x)) + const., (10.2.2)

where kαβ is the diffeomorphism kαβ = πβ ◦ (πα|Λ)−1. Here πα and πβ are the projec-

tions corresponding to Φα and Φβ, respectively.

Proof. The 1-forms α and β are primitives of the symplectic form on Z. Moreover,

α|z = 0 if and only if z ∈ X. Analogously for β. Therefore, α − β is closed and has a

local primitive H. The primitive must be of the form (10.2.1): in local coordinates we

have

α =
∑
j

ξjdxj , β =
∑
j

(bjdxj + cjdξj), dH =
∑
j

(
∂H

∂xj
dxj +

∂H

∂ξj
dξj

)
.

Now ∑
j

((ξj − bj)dxj + cjdξj) = α− β = dH =
∑
j

(
∂H

∂xj
dxj +

∂H

∂ξj
dξj

)
. (10.2.3)

Setting ξ = 0 in (10.2.3) and using cj(x, 0) ≡ 0 (which follows from β|(x,ξ)=(x,0) = 0)

we deduce that ∂H
∂ξj

(x, 0) ≡ 0. By Taylor’s theorem there exists a primitive of the form

(10.2.1).

Let ι : Λ ↪→ Z denote the embedding of Λ into Z. The 1-forms ι∗α and ι∗β are closed

since Λ is Lagrangian. Locally around a point of interest ι∗α and ι∗β have primitives

which we denote by φα and φβ, respectively. Due to ι∗α− ι∗β = d(H ◦ ι) we have

φβ = φα +H ◦ ι+ const. (10.2.4)

on Λ. Expressing relation (10.2.4) in the canonical coordinates (x, ξ) of the α-cotangent

bundle structure yields (10.2.2).

Remark 10.2.4. If the manifolds X and Λ intersect nontrivially and x1, . . . , xn are

centred coordinates at an intersection point of Λ and X, then the constant in (10.2.2)

vanishes if we choose φα(0) = φβ(0). 4

The following lemma corresponds to Golubitsky and Guillemin, 1975, Prop.4.2

which is a result by Tougeron, 1968, p. 209 and is also contained in Weinstein, 1972,

Appendix.

Lemma 10.2.3. Let

H(x, ξ) =
n∑

i,j=1

hij(x, ξ)ξiξj

be defined on an open neighbourhood of the origin in Rn × Rn. Consider a real valued

map φ defined on an open neighbourhood of 0 in Rn such that φ(0) = 0, ∇φ(0) = 0,



CHAPTER 10. LAGRANGIAN INTERSECTIONS AND CATASTROPHES 186

Hessφ(0) = 0. The map

ψ(x) = φ(x) +H(x,∇φ(x)) (10.2.5)

is right equivalent to φ on a neighbourhood of the origin in Rn and the right equivalence

fixes the origin.

Proof. To simplify notation, we set

H(x) = H(x,∇φ(x)), hij(x) = hij(x,∇φ(x)).

We prove the assertion using the homotopy method: define

ψt(x) = φ(x) + tH(x). (10.2.6)

We seek a family of local diffeomorphisms ft fixing 0 such that

ψt ◦ ft = φ. (10.2.7)

Differentiating (10.2.7) with respect to t we find

d

dt
(ψt) ◦ ft +

〈
∇ψt ◦ ft,

d

dt
ft

〉
= 0.

Here, 〈·, ·〉 denotes the scalar product in Rn. An evaluation at f−1
t (x) yields

d

dt
ψt + 〈∇ψt, w(x, t)〉 = 0 (10.2.8)

with

w(x, t) =
d

dt
(ft)(f

−1
t (x)). (10.2.9)

We will show that the ODE (10.2.8) is solvable for w around x = 0 with w(0, t) = 0.

Then there exists an open neighbourhood U ⊂ Rn of 0 such that the initial value

problem
d

dt
ft(x) = w(ft(x), t), f0(x) = x (10.2.10)

can be solved for all x ∈ U on the interval t ∈ [0, 1]. The obtained family of functions

ft fulfils d
dt(ψt ◦ ft) = 0 with f0 = id and, therefore, (10.2.7). Moreover, ft(0) ≡ 0 such

that f1 is the required right equivalence.

We now show that near x = 0 the ODE (10.2.8) is solvable for w with w(0, t) = 0.
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Differentiating (10.2.6) with respect to x yields

∂ψt
∂xl

=
∂φ

∂xl
+ t
∑
i,j

(
∂hij
∂xl

∂φ

∂xi

∂φ

∂xj
+ 2hij

∂2φ

∂xi∂xl

∂φ

∂xj

)

=
∑
j

(
δlj + t

∑
i

(
∂hij
∂xl

∂φ

∂xi
+ 2hij

∂2φ

∂xi∂xl

))
︸ ︷︷ ︸

=:Blj(t,x)

∂φ

∂xj

(10.2.11)

The maps Blj(t, x) form a matrix B with B(t, 0) = Id. Therefore, there exists a

neighbourhood of x = 0 such that B is invertible for all t ∈ [0, 1]. We have

∇φ = B−1∇ψt. (10.2.12)

The functions hij constitute a matrix which we denote by H. Differentiating (10.2.6)

with respect to t and using (10.2.12) we get

d

dt
ψt = ∇φ>H∇φ (10.2.12)

= ∇ψ>t B−TH∇φ︸ ︷︷ ︸
=:−w

.

Now w(0, t) = 0 and w solves (10.2.8). This completes the proof.

The Lemmas 10.2.2 and 10.2.3 imply the following proposition.

Proposition 10.2.4. Let (X,Λ, z) be a tangential Lagrangian contact problem in Z.

Consider two cotangent bundle structures over X near z such that Λ is the image of

the section dφα and dφβ with φα(z) = 0 = φβ(z). Then φα and φβ are right equivalent.

Remark 10.2.5. As X and Λ are tangential at z, for any cotangent bundle structure

the submanifold Λ is the image of a section of the cotangent bundle locally around the

point of contact. This is not true for general Lagrangian contact problems. 4

Theorem 10.2.5. Let (X,Λ, z) and (X,Λ′, z) be two tangential Lagrangian contact

problems in Z. For any cotangent bundle structure over X near z such that Λ is the

image of the section dφ and Λ′ the image of dφ′ with φ(z) = 0 = φ′(z), the map germs φ

and φ′ are right equivalent if and only if the tangential Lagrangian intersection problems

are contact equivalent.

Proof. In the following, we may shrink Z,X,Λ,Λ′ repeatedly to intersections with open

neighbourhoods of z without mentioning. Assume φ = φ′ ◦ r for a right equivalence r

such that r fixes z. Its cotangent lifted map R (see Marsden and Ratiu, 1999a, §6.3 for

definitions) fixes X and

R(dφ′|x) = dφ′|x ◦ dr|r−1(x) = d(φ′ ◦ r)|r−1(x) = dφ|r−1(x), x ∈ X.



CHAPTER 10. LAGRANGIAN INTERSECTIONS AND CATASTROPHES 188

Therefore, the symplectic diffeomorphism R maps Λ′ to Λ and, thus, provides a contact

equivalence between (X,Λ, z) and (X,Λ′, z).

Now assume there exists a symplectic diffeomorphism with Φ(X) = X, Φ(z) = z

and Φ(Λ) = Λ′. Choose a cotangent bundle structure with projection denoted by

π : Z → X such that Λ is the image of the section dφ and Λ′ the image of the section

dφ′ around z with φ(z) = 0 = φ′(z). Using Φ we can obtain a new cotangent bundle

structure with bundle projection π′ : Z → X such that π′ = π ◦ Φ−1. The map Φ ◦ dφ

maps X onto Λ′ and is a section of π′ : Z → X. This means Λ′ can be represented by

dφ in the new structure. Therefore, by Proposition 10.2.4, the map germs φ and φ′

must be right equivalent.

We recall the well-known parametric Morse Lemma or Splitting Lemma and estab-

lish some notation.

Lemma 10.2.6 (parametric Morse lemma). Let φ : (Rn, 0)→ (R, 0) be a function germ

with critical point at the origin 0. Consider the decomposition Rn = X⊕X for two linear

subspaces X and X such that the Hessian matrix B of the restriction φ|X : (X, 0) →
(R, 0) is invertible. There exists a change of coordinates K on a neighbourhood of

0 ∈ Rn of the form K(x, x) = (x, κ(x, x)) with K(0, 0) = (0, 0) such that

(φ ◦K)(x, x) = f(x) + x>Bx.

If we choose the dimension of X to be maximal,2 then the 2-jet of f vanishes.

A proof is given in Bröcker, 1975, §14.12 or in Wassermann, 1974, Lemma 5.12.

A fibred version including uniqueness results can be found in Weinstein, 1971a and is

recalled as Theorem 5.3.2 in Section 5.3.

We leave the setting of tangential Lagrangian contact problems and extend Propo-

sition 10.2.4: a function germ assigned to a (not necessarily tangential) Lagrangian

intersection problem using any cotangent bundle structure for which the intersection

problem is graphical is well-defined up to stably right equivalence. For this we first

prove the following lemma.

Lemma 10.2.7. On Rn = X ⊕X consider

� coordinates x = (x, x) = ((x1, . . . , xk), (xk+1, . . . , xn)),

� a nondegenerate symmetric matrix Q ∈ R(n−k)×(n−k),

� a map g : Rk → Rk whose 2-jet vanishes at 0,

2We can choose dimX to be the rank of the Hessian matrix of φ at 0
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� and a matrix valued function H : Rn → Sym(n) with

H(x) = (hij(x))i,j=1,...,n =

(
H11(x) H12(x)

H12(x)> 0

)
∈ Sym(n) ⊂ Rn×n

for H11(x) ∈ Sym(k) and H12(x) ∈ Rk×(n−k).

For t ∈ R let

ψ(x) = g(x) + x>Qx

ψt(x) = g(x) + x>Qx+ t(∇ψ(x)>H(x)∇ψ(x)).

Then ψt is right equivalent to ψ = ψ0 around x = 0 and the right equivalence fixes 0.

Proof. Motivated by the proof of Lemma 10.2.3 we define the components Blj(t, x) of

a matrix B(t, x) ∈ Rn×n as

Blj = δlj + t
∑
i

(
∂hij
∂xl

∂ψ

∂xi
+ 2hij

∂2ψ

∂xi∂xl

)
.

We have

B(t, 0) = Idn + 2tHessψ(0)H(0) =

(
Idk 0

4tQH12(0)> Idn−k,

)
(10.2.13)

which is invertible for all t. Using the same calculation as in (10.2.11) we obtain

∇ψt(x) = B(t, x)∇ψ(x).

Therefore,
d

dt
ψt = ∇ψ>H∇ψ = ∇ψ>t B−TH∇ψ︸ ︷︷ ︸

=:−ω

= −〈∇ψt, ω〉. (10.2.14)

There exists a neighbourhood U of 0 ∈ Rn such that the initial value problem

d

dt
ft(x) = ω(ft(x), t), f0(x) = x

is solvable for all x ∈ U and all t ∈ [0, 1]. Since ω(0, t) = 0 we have ft(0) = 0 and

d

dt
(ψt ◦ ft) =

d

dt
(ψt) ◦ ft +

〈
∇ψt ◦ ft,

d

dt
ft

〉
=

d

dt
(ψt) ◦ ft + 〈∇ψt, ω〉 ◦ ft

(10.2.14)
= 0.
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Since f0 = idU we have

ψt ◦ ft = ψ0 ◦ f0 = ψ

and ft is the required right equivalence.

Proposition 10.2.8. Let (X,Λ, z) be a Lagrangian contact problem in Z. After shrink-

ing Z to a sufficiently small neighbourhood of z, consider two cotangent bundle struc-

tures over X with projections πα : Z → X, πβ : Z → X such that Λ is given as the

image of the section dφα and dφβ, respectively, whereas φα(z) = 0 = φβ(z). Then the

germs of φα and φβ at z are stably right equivalent.

Proof. By the parametric Morse Lemma (Lemma 10.2.6) there exist coordinates x =

(x, x) = ((x1, . . . , xk), (xk+1, . . . , xn)) on X centred at z such that

φα(x) = f(x) + x>Bx

for a smooth function germ f with vanishing 2-jet at x = 0 and an invertible symmetric

matrix B. The map φα is stably right equivalent to f . By Lemma 10.2.2 we have

φβ ◦ kαβ = φα +H(x,∇φα), (10.2.15)

for a map

H(x, ξ) =

n∑
i,j=1

hij(x, ξ)ξiξj = ξ>

(
H11(x, ξ) H12(x, ξ)

H12(x, ξ)> H22(x, ξ)

)
ξ

with matrices H11(x, ξ) ∈ Sym(k), H22(x, ξ) ∈ Sym(n − k), and H12(x, ξ) ∈ Rk×(n−k)

and with kαβ = πβ ◦ (πα|Λ)−1. For i, j ∈ {1, 2} define

H(x) := H(x, x) := H(x,∇φα(x)), Hij(x) := Hij(x, x) := H ij(x,∇φα(x)).

Therefore,

H(x) = ∇xf(x)>H11(x)∇xf(x) + 4x>BH12(x)>∇xf(x) + 4x>BH22(x)Bx.

We calculate

φβ(kαβ(x, x))
(10.2.15)

= φα(x, x) +H(x)

= f(x) + x>(B + 4BH22(x)B)x

+∇xf(x)>H11(x)∇xf(x) + 4x>BH12(x)>∇xf(x).

(10.2.16)
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Let us define

B′(x) = B + 4BH22(x)B.

The kernel of Hess (φα) and the kernel of Hess (φβ) at (x, x) = (0, 0) both describe

the intersection TzX∩TzΛ (but in different coordinates). Indeed, the kernel of Hess (φβ◦
kαβ) must coincide with the kernel of Hess (φα) which is X = {x = 0}. We calculate

the Hessian matrix of φβ ◦ kαβ at (x, x) = (0, 0) using (10.2.16) and obtain

Hess (φβ ◦ kαβ)(0, 0) =

(
0 0

0 2B′(0)

)
.

Since Λ is graphical in both cotangent bundle structures, B′(0) must be invertible by

a dimension argument. The function φα is stably right equivalent to

φα1 (x) := f(x) + x>B′(0)x.

For x in a sufficiently small neighbourhood of 0 the signature of B′(x) is constant. By

Sylvester’s law of inertia, there exists a smooth family of invertible matrices A(x) such

that

A(x)−TB′(x)A−1(x) = B′(0) (10.2.17)

for all x near 0. Consider

r(x, x) = (x,A(x)x).

The map r fixes x = 0 and is a diffeomorphism on a neighbourhood of x = 0: the

Jacobian matrix of r is given by the block matrix

Dr(x) =

(
Idk 0

(∂A(x))l=1,...,k (∂A(x))l=k+1,...,n +A(x)

)
,

where (∂A(x))l=1,...,k denotes the first k columns and (∂A(x))l=k+1,...,n the remaining

n− k columns of an (n− k)× n matrix ∂A(x) whose l-th column is given as

(∂A(x))l =
∂A

∂xl
(x)x,

where the derivative ∂A
∂xl

is taken component-wise. Now the determinant of Dr(0) coin-

cides with the determinant of A(0) which is non-zero, so r is indeed a right equivalence.

Let us define

H̃11(x) = H11(r−1(x))

H̃12(x) = H12(r−1(x))BA(r−1(x))−1B′(0)−1
(10.2.18)
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By Lemma 10.2.7 the map φα1 is right equivalent to

φα2 (x) : = f(x) + x>B′(0)x

+∇xf(x)>H̃11(x)∇xf(x) + 4x>B′(0)H̃12(x)>∇xf(x).

We have

(φα2 ◦ r)(x) = f(x) + x>A(x)>B′(0)A(x)x+∇xf(x)>H̃11(r(x))∇xf(x)

+ 4x>A(x)>B′(0)H̃12(r(x))>∇xf(x).
(10.2.19)

Comparing (10.2.19) with (10.2.16) shows that the function φα2 ◦r coincides with φβ◦kαβ.

Thus, the maps φα and φβ are stably right equivalent.

Remark 10.2.6. We see from the proof of Proposition 10.2.8 that if the intersection of Λ

and X is not tangential, then the dimension of X is greater than 0 and there exist two

cotangent bundle structures such that φα and φβ are stably right equivalent but not

right equivalent: to a cotangent bundle structure over X defined3 by a canonical 1-form

α for which Λ is graphical choose another cotangent bundle structure β = α+ dH with

H(x, ξ) = ξ>

(
0 0

0 1
4(B−1DB−1 −B−1)

)
ξ,

where D is an invertible symmetric matrix which has a different signature than B. As

in the proof of Proposition 10.2.8, the coordinates (x, ξ) refer to Darboux coordinates

with respect to the α-structure. We get B′ = D which is invertible such that Λ is

graphical for the cotangent bundle structure defined by β. However, the signatures of

Hessφα(0) and Hessφβ(0) do not coincide. 4

Remark 10.2.7 (existence of cotangent bundle structures). Let (X,Λ, z) be a Lagrangian

contact problem in a symplectic manifold Z. It is easy to see from a perturbation

argument or from the classification of intersections of Lagrangian linear subspaces of

finite dimensional symplectic vector spaces (Lorand and Weinstein, 2015) that there is

always a cotangent bundle structure π : Z → X such that Λ is graphical, i.e. the image

of a smooth section of π : Z → X locally around z or, equivalently, s.t. π|Λ : Λ→ X is

an immersion around z. Indeed, we provide a proof in Lemma 6.3.3. 4

Definition 10.2.5 ((fully reduced) generating function). Let (X,Λ, z) be a Lagrangian

contact problem in Z. Consider a cotangent bundle structure such that Λ is given as

the image of the section dφ locally around z ∈ Z with φ(z) = 0. We refer to φ, to the

germ of φ at z, and to (the germ at 0 of) a coordinate expression of φ with centred

coordinates at z as a generating function of (X,Λ, z). By the parametric Morse Lemma

3Recall from Remark 10.2.3 that suitable 1-forms define cotangent bundle structures.
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(Lemma 10.2.6) there exist coordinates x = (x, x) = ((x1, . . . , xk), (xk+1, . . . , xn)) on

X centred at z such that

φ(x) = f(x) + x>Bx

for a smooth function germ f with vanishing 2-jet and an invertible matrix B. The

map germ f is called a fully reduced generating function of (X,Λ, z). 4

Now Proposition 10.2.8 can be phrased as follows.

Corollary 10.2.9. Generating functions of Lagrangian contact problems are defined

up to stably right equivalence.

Using Theorem 10.2.1 we obtain the following corollary.

Corollary 10.2.10. Fully reduced generating functions of Lagrangian contact problems

are defined up to right equivalence.

Lemma 10.2.11. Consider a symplectic diffeomorphism Φ: Z → Z ′. Any generating

function of a Lagrangian contact problem (X,Λ, z) in Z is right equivalent to any

generating function of the Lagrangian contact problem (Φ(X),Φ(Λ),Φ(z)) in Z ′ when

shrinking all involved manifolds to intersections with open neighbourhoods of z ∈ Z or

Φ(z) ∈ Z ′, if necessary.

Proof. Cotangent bundle structures on Z over X correspond to cotangent bundle struc-

tures on Z ′ over Φ(X), whereas the corresponding canonical 1-forms λ and λ′ relate by

λ = Φ∗λ′. Therefore, if ι : Λ ↪→ Z is the embedding of Λ into Z and ι′ = Φ◦ι◦(Φ−1)|Φ(Λ)

the embedding of Φ(Λ) into Z ′, then

ι′
∗
λ′ = (Φ−1)|∗Φ(Λ)ι

∗λ.

Thus, the primitive of ι′∗λ′ around Φ(z) which vanishes at Φ(z) and the primitive of

ι∗λ around z which vanishes at z relate by (Φ−1)|Φ(Λ). Expressing the primitives in

coordinates on X or Φ(X), we obtain generating functions which are right equivalent.

We can now extend Theorem 10.2.5 to non-tangential Lagrangian contact problems.

Theorem 10.2.12. Two Lagrangian contact problems (X,Λ, z) in Z and (X ′,Λ′, z′) in

Z ′ with dimZ = dimZ ′ are contact equivalent if and only if their generating functions

are stably right equivalent.

Proof. By Lemma 10.2.11 and the local nature of the problem it is sufficient to consider

Z ′ = Z, X ′ = X and z′ = z. In the following we may shrink Z and all embedded

manifolds to their intersections with open neighbourhoods of z repeatedly without
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mentioning. Assume there exists a symplectic diffeomorphism with Φ(X) = X, Φ(z) =

z and Φ(Λ) = Λ′. As justified in Remark 10.2.7, there exists a cotangent bundle

structure over X with projection π : Z → X such that Λ is the image of the section

dφ and Λ′ the image of the section dφ′ around z with φ(z) = 0 = φ′(z). Consider the

cotangent bundle structure π′ : Z → X with π′ = π◦Φ−1. The map Φ◦dφ maps X onto

Λ′ and is a section of π′ : Z → X. This means that Λ′ is the image of the section dφ

with respect to the new structure. Therefore, φ and φ′ are both generating functions

of Λ′. By Corollary 10.2.9, the map germs φ and φ′ are stably right equivalent.

Now let φ be a generating function of (X,Λ, z) and φ′ of (X,Λ′, z) and assume

that the function germs φ and φ′ are stably right equivalent. By Proposition 10.2.8,

without loss of generality we may assume that φ, φ′ refer to the same cotangent bundle

structure π : Z → X.

By the parametric Morse Lemma (Lemma 10.2.6) there exist coordinates (x, x) =

((x1, . . . , xk), (xk+1, . . . , xn)) and (x′, x′) = ((x′1, . . . , x′k), (x′k+1, . . . , x′n)) on X cen-

tred at z, function germs f , f ′ with vanishing 2-jets at 0 and invertible, symmetric

matrices B and B′ such that

φ(x, x) = f(x) + x>Bx

φ′(x′, x′) = f ′(x′) + x′
>
B′x′.

Let D be an invertible, symmetric, n− k-dimensional matrix such that the matrix

−B−1 +DB′D is invertible. Define the maps

φ(0)(x, x) = f ′(x) + x>B′x

φ(1)(x, x) = f(x) + x>B′x

φ(2)(x, x) = f(x) + x>BDB′DBx.

We now show that we can map Λ′ = dφ′(X) to dφ(0)(X), then to dφ(1)(X), then to

dφ(2)(X), and finally to Λ = dφ(X) with symplectic diffeomorphisms which fix X and

z.

� The change of coordinates between (x, x) and (x′, x′) induces a diffeomorphism

χ locally defined around z ∈ X with χ(z) = z. The cotangent lift of χ fixes

z and provides a symplectomorphism Φ(0) between Λ′ and dφ(0)(X) on an open

neighbourhood of z in Z.

� Since φ and φ′ are stably right equivalent, there exists a right equivalence r

such that f = f ′ ◦ r (Theorem 10.2.1). Define r̃(x, x) = (r(x), x) and denote the

cotangent lift of r̃ by Φ(1). Now Φ(1) maps dφ(0)(X) to a manifold which coincides

with dφ(1)(X) on an open neighbourhood of z: indeed, denote π(x) = x, π(x) = x.
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There exist appropriate choices of open neighbourhoods V ′ ⊂ Z of z, Ṽ ⊂ X of

z, and U,U ′ ⊂ Rn of 0 such that

Φ(1)(Λ′ ∩ V ′) = Φ(1)
({

d(f ′ ◦ π + π>B′π)|(x,x) | (x, x) ∈ U ′
})

=
({

d(f ◦ π + π>B′π)|(r−1(x),x) | (x, x) ∈ U ′
})

=
({

d(f ◦ π + π>B′π)|(x,x) | (x, x) ∈ U
})

= dφ(1)(X ∩ Ṽ ).

� Denote the cotangent lift of the map (x, x) 7→ (x,DBx) by Φ(2). The symplecto-

morphism Φ(2) ◦ Φ(1) maps Λ′ to a manifold which coincides with dφ(2)(X) on a

neighbourhood of z.

� It remains to show that there exists a symplectomorphism mapping dφ(2)(X) to

Λ which fixes X and z. Let λ denote the canonical 1-form of the cotangent bundle

structure for which π : Z → X is the projection. We define another cotangent

bundle structure over X by setting its canonical 1-form to λ′ = λ+ dH with

H(x, ξ) = ξ>

(
0 0

0 1
4(−B−1 +DB′D)

)
ξ.

The manifold Λ is graphical with respect to the cotangent bundle structure defined

by λ′ by the choice of D. Let φλ
′

denote the generating function of Λ with respect

to the new structure λ′. Applying Lemma 10.2.2 we get

(φλ
′ ◦ k)(x, x) = f(x) + x>BDB′DBx

for a diffeomorphism k on X. The cotangent lifted map K of k via the λ-structure

maps dφλ
′ |x to d(φλ

′ ◦ k)|k−1(x) = d(φ(2))|k−1(x) for each x ∈ X. Therefore,

dφλ
′
(X) and (K−1 ◦ Φ(2) ◦ Φ(1))(Λ′)

coincide near z. Locally around z the symplectomorphism relating the cotangent

bundle structures λ and λ′ maps dφλ
′
(X) to Λ and fixes X and z.

It follows that (X,Λ, z) and (X,Λ′, z) are contact-equivalent.

Corollary 10.2.13. The local algebras (see Definition 5.3.5 in Section 5.3) of gener-

ating functions of contact equivalent Lagrangian contact problems are isomorphic.

Rather than using X as a zero section for a cotangent bundle structure to describe
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the Lagrangian contact problem (X,Λ, z) in Z we can use any other Lagrangian sub-

manifold L ⊂ Z as a reference manifold as explained in the following proposition. This

gives us some flexibility when computing generating functions which we will exploit in

a parameter-dependent setting.

Proposition 10.2.14. Let (X,Λ, z) be a Lagrangian contact problem in the symplectic

manifold Z = T ∗L. Assume that X and Λ are graphical and given as the images of

dφX and dφΛ, for φX , φΛ : L → R with φX(π(z)) = φΛ(π(z)), where π : Z → L is the

bundle projection. The map

φ = φΛ − φX (10.2.20)

expressed in local coordinates on L centred at π(z) is stably right equivalent to any

generating function of (X,Λ, z).

Proof. Denote the canonical 1-form on Z = T ∗L by λ and the cotangent bundle pro-

jection by π : Z → L. Consider the fibre preserving diffeomorphism

χ : Z → Z, z 7→ z − dφX |π(z).

We have

λ′ := χ∗λ = λ− d(φX ◦ π).

The 1-form λ′ on Z is a primitive of the symplectic structure dλ and vanishes exactly

at the points on X. By Remark 10.2.3, λ′ corresponds to a cotangent bundle structure

on Z over X with the same Lagrangian fibres as the original structure. Let π′ : Z → X

denote the cotangent bundle projection. In the following we may localise the problem

by intersecting L with open neighbourhoods of π(z) in L and shrink Z = T ∗L and

all embedded submanifolds accordingly repeatedly without mentioning. A generating

function for (X,Λ, z) with respect to the structure λ′ can be obtained as follows: let

S′ : Λ → R be a primitive of the closed 1-form ι∗Λλ
′ around z with S′(z) = 0, where

ιΛ : Λ ↪→ Z is the inclusion. A generating function for (X,Λ, z) with respect to λ′ is

given as φ′ = S′ ◦ (π′ ◦ ιΛ)−1 : X → R. An expression of φ′ in local coordinates on X

centred at z is, therefore, right equivalent to an expression of S′ in local coordinates on

Λ centred at z.

To show that a coordinate expression of φ centred at π(z) ∈ L and a coordinate

expression of φ′ centred at z are right equivalent, it suffices to verify that the pullback

of dS′ to L via dφΛ : L → Λ coincides with dφ. Here and in the following calculation

we neglect to differentiate between dφΛ : L→ Λ and dφΛ : L→ Z. Indeed,

(dφΛ)∗(dS′) = (dφΛ)∗(ι∗Λλ
′) = (dφΛ)∗(χ∗λ) = (χ ◦ dφΛ)∗λ

= (dφΛ − dφX |π◦dφΛ)∗λ = (dφΛ − dφX)∗λ = dφ∗λ = dφ.
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Since generating functions are well-defined up to stably right equivalence by Corol-

lary 10.2.9, this shows that φ expressed in local coordinates centred at π(z) is stably

right equivalent to any generating function of (X,Λ, z).

10.3 Symmetries

If a fully reduced generating function f of a Lagrangian contact problem (X,Λ, z)

is invariant under a diffeomorphism h defined on a neighbourhood of 0, i.e. f ◦ h =

f , then any other fully reduced generating function is of the form f ◦ r for a right

equivalence r (Corollary 10.2.10) and is, therefore, invariant under r−1◦h◦r. Invariance

of fully reduced generating functions is, thus, a well-defined concept. The fully reduced

generating function f arises as the restriction of a generating function

φ(x) = f(x) + x>Bx

for (X,Λ, z) to some appropriate submanifold X = {(x, x) |x = 0} ⊂ X (obtained

by the parametric Morse lemma (Lemma 10.2.6), for instance). The map h(x, x) =

(h(x), x) extends h to a diffeomorphism on a neighbourhood of z in X. We have

φ ◦ h = φ.

Let us understand the geometric meaning of invariance of generating functions of

Lagrangian contact problems.

Lemma 10.3.1. Consider the cotangent bundle π : T ∗X → X, let φ : X → R be a

smooth function, and denote Λ = dφ(X). If φ ◦ h = φ for some h : X → X, then the

cotangent lifted action H : T ∗X → T ∗X of h fulfils H(X) = X and H(Λ) = Λ.

Proof. As H is a cotangent lifted map H(X) = X. Let dφ|x ∈ Λ. We have

H(dφ|x) = dφ|x ◦ dh|h−1(x) = d(φ ◦ h)|h−1(x) = dφ|h−1(x).

Clearly dφ|h−1(x) ∈ Λ. Since H is a diffeomorphism it follows that H(Λ) = Λ.

In the following, it is convenient to view a generating function of a Lagrangian

contact problem (X,Λ, z) in Z as functions S : Λ → R obtained as a primitive of the

closed 1-form ι∗Λλ, where ιΛ : Λ→ Z is the inclusion of Λ and the 1-form λ on Z defines

a cotangent bundle structure over X (Remark 10.2.3). Provided that Λ is graphical for

the cotangent bundle structure, the function S can be related to a generating function φ

defined locally on X by φ = S ◦π|−1
Λ , where π denotes the cotangent bundle projection

and π|Λ : Λ ∩ V → π(Λ ∩ V ) the restriction of π for an open neighbourhood V ⊂ Λ

containing z.
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Lemma 10.3.2. Let Z be a symplectic manifold with cotangent bundle structure over a

simply connected Lagrangian submanifold X defined by a 1-form λ. Let ιΛ : Λ ↪→ Z be

another embedded, simply connected Lagrangian submanifold. Consider a symplectmor-

phism F : Z → Z with F (X) = X and F (Λ) = Λ. The 1-form λ′ = F ∗λ defines another

cotangent bundle structure over X. If dS = ι∗Λλ and dS′ = ι∗Λλ
′ for S, S′ : Λ→ R, then

S′ = S ◦ F |Λ + const.,

where F |Λ : Λ→ Λ is the restriction of F to Λ.

Proof. Indeed, the 1-form λ′ = F ∗λ defines a cotangent bundle structure over X be-

cause F is symplectic and λ′ vanishes exactly at points on X. Moreover, we have

dS′ = ι∗Λλ
′ = ι∗ΛF

∗λ = (F ◦ ιΛ)∗λ = (ιΛ ◦ F |Λ)∗λ = F |∗Λι∗Λλ = F |∗ΛdS

such that S′ and S relate as claimed.

Lemma 10.3.3. If in the setting of Lemma 10.3.2 we have

S = S ◦ F |Λ,

then F coincides on Λ with the cotangent lifted action of

h : X → X, h := π ◦ F−1 ◦ π|−1
Λ .

provided that Λ is graphical in the cotangent bundle structure λ.

Proof. Notice that π|−1
Λ = dφ for a map φ : X → R with φ(X) = Λ. Denote the

cotangent lifted action of h by H. For dφ|x ∈ Λ we have

π(H(dφ|x)) = h−1(x) = (π ◦ F ◦ dφ)(x) = π(F (dφ|x)), (10.3.1)

i.e. the basepoints of H(dφ|x) and F (dφ|x) coincide. The function φ is invariant under

h such that H(dφ|x) ∈ Λ by Lemma 10.3.1. Since F (dφ|x) ∈ Λ and since the restriction

of π to π|Λ = π ◦ ιΛ : Λ→ X is a diffeomorphism we can conclude from (10.3.1) that

H(dφ|x) = F (dφ|x).

Therefore, H ◦ ιΛ = F ◦ ιΛ.

We conclude from Lemmas 10.3.1 to 10.3.3 the following theorem.

Theorem 10.3.4. Consider a Lagrangian contact problem (X,Λ, z) in Z, where X,Λ

are simply connected. Fix a cotangent bundle structure over X near z defined by the
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1-form λ such that Λ is graphical. We denote the bundle projection by π. Consider

dS = ι∗Λλ. We have S ◦ FΛ = S for a diffeomorphism FΛ : Λ → Λ if and only if FΛ

coincides on Λ with the cotangent lifted map H of h = π ◦ F−1
Λ ◦ π|−1

Λ .

In other words, an invariance of a Lagrangian contact problem (X,Λ, z) under a

symplectic map F yields an invariance of the generating function related to a cotangent

bundle structure if and only if F coincides on Λ with the cotangent lifted action for the

invariance.

Remark 10.3.1. The symmetries characterised in Theorem 10.3.4 yield symmetries of

the reduced generating function if FΛ leaves a submanifold of dφ(X) ⊂ Λ invariant,

where X is such that φ is stably right equivalent to φ|X . 4

10.4 Parameter dependent Lagrangian contact problems

Let us extend our analysis of Lagrangian contact problems to parameter dependent

problems. This will help us to deepen the relation to catastrophe theory. A parameter

dependent version of Lemma 10.2.7 holds true.

Lemma 10.4.1. On Rn = X⊕X consider coordinates x = (x, x) with x = (x1, . . . , xk)

and x = (xk+1, . . . , xn), a smooth family of nondegenerate symmetric matrices Qµ ∈
R(n−k)×(n−k), a smooth family of maps gµ defined on an open neighbourhood of 0 ∈ Rk

such that the 2-jet of g0 vanishes at 0. Here µ ∈ I is the family parameter and I is

an open neighbourhood of 0 ∈ Rl. Moreover, consider a smooth family of matrix valued

functions Hµ : Rn → Sym(n) with

Hµ(x) = (hijµ (x))i,j=1,...,n =

(
H11
µ (x) H12

µ (x)

H12
µ
>

(x) 0

)
∈ Sym(n) ⊂ Rn×n.

for H11
µ (x) ∈ Sym(k) and H12

µ (x) ∈ Rk×(n−k). For t ∈ R let

ψ(µ, x) = gµ(x) + x>Qµx

ψt(µ, x) = gµ(x) + x>Qµx+ t∇ψ(µ, x)>Hµ(x)∇ψ(µ, x).

Then ψt is right equivalent to φ around (µ, x) = (0, 0). The right equivalence is fibred,

i.e. of the form (µ, x) 7→ (µ, rµ(x)), and fixes (µ, x) = (0, 0).

Proof. The proof is almost analogous to the proof of Lemma 10.2.7 with parameter-

dependent data. Rather than repeating the calculations and arguments, we point out

the two minor modifications that need to be made for the parameter dependent setting.

(1) The 2-jet of gµ does not necessarily vanish at x = 0 unless µ = 0. However, this

is not an issue: in (10.2.13) the invertibility of Bµ(t, 0) follows from the invertibility of
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B0(t, 0) for all µ close to 0 and t ∈ [0, 1], which is sufficient for the argument. (2) The

other difference is that ωµ(0, t) from (10.2.14) does not necessarily vanish if µ 6= 0 and,

therefore, the values fµ,t(0) are only guaranteed to vanish if µ = 0. However, this is

sufficient as the sought right equivalence needs to fix x = 0 only at µ = 0.

Definition 10.4.1 (smooth Lagrangian family). Let I ⊂ Rl be an open neighbourhood

of the origin. A family (Λµ)µ∈I of Lagrangian submanifolds of a symplectic manifold

Z is smooth at µ = 0 around z ∈ Λ0 if there exists an open neighbourhood Z̃ of z, a

cotangent bundle structure π : Z̃ → Λ0 ∩ Z̃, an open neighbourhood Ĩ ⊂ I of 0 and a

smooth family of maps (φµ)Ĩ such that Λµ∩ Z̃ is the image of the section dφµ : Λ0 → Z̃

for all µ ∈ Ĩ. 4

Definition 10.4.1 is independent of the cotangent bundle structure π : Z̃ → Λ0 ∩ Z̃
because two different structures relate by a smooth transition (Lemma 10.2.2).

Definition 10.4.2 (parameter-dependent Lagrangian contact problem). Let (Xµ)µ∈I

and (Λµ)µ∈I be two smooth Lagrangian families in a symplectic manifold Z such that

X0 ∩Λ0 intersects in an isolated point z0 and such that the set Xµ ∩Λµ is discrete for

all µ ∈ I. Then ((Xµ)µ∈I , (Λµ)µ∈I , z0) is called a (parameter-dependent) Lagrangian

contact problem in Z. 4

Definition 10.4.3 (constant unfolding). Let L = ((Xµ)µ∈I , (Λµ)µ∈I , z0) be a La-

grangian contact problem. Let Ĩ ⊂ Rl̃ be an open neighbourhood of 0. The Lagrangian

contact problem ((Xµ)(µ,µ̃)∈I×Ĩ , (Λµ)(µ,µ̃)∈I×Ĩ , z0) is called a constant unfolding of L.

Similarly, if F = (φµ)µ∈I is a smooth family of scalar-valued maps, then (φµ)(µ,µ̃)∈I×Ĩ
is called a constant unfolding of F . 4

Definition 10.4.4 (Morse-reduced form). Consider an open neighbourhood I of 0 ∈ Rl

and a family of scalar-valued maps (φµ)µ∈I defined around z0 ∈ X with φ0(z0) = 0

and dφ0|z0 = 0, where X is an n-dimensional manifold. Consider coordinates (x, x) =

((x1, . . . , xk), (xk+1, . . . , xn)) centred at 0 such that φµ is of the form

φµ(x) = fµ(x) + x>Bx

for a symmetric, nondegenerate matrix B and a smooth family of maps (fµ)µ∈I such

that ∇xf0(0) = 0 and Hess f0(0) = 0. Then (fµ)µ∈I is a Morse-reduced form of (φµ)µ∈I .

4

Remark 10.4.1. A potential parameter-dependence of the coordinates x = (x, x) is

suppressed in our notation. 4

Lemma 10.4.2 (existence and uniqueness of Morse-reduced forms). A family (φµ)µ∈I

as in Definition 10.4.4 has a Morse-reduced form (fµ)µ∈I and (fµ)µ∈I is locally around
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(µ, x) = (0, 0) determined up to a right-action with a diffeomorphism of the form

K(µ, x) = (µ, rµ(x)) with K(0, 0) = 0 and addition of a term χ(µ), where χ is smooth

and χ(0) = 0.

Proof. The lemma follows from the splitting theorem as formulated in Weinstein, 1971a

and recalled in Theorem 5.3.2. Compared with Lemma 10.2.6 it incorporates unique-

ness properties. Let us indicate a way to obtain the claimed existence result from

Lemma 10.2.6. Let the dimension of the kernel of the Hessian matrix of φ0 at z0 be k.

We find an n− k-dimensional submanifold X ⊂ X containing z0 such that the Hessian

matrix of φ0|X at z0 is nondegenerate. Consider a submanifold X containing z0 that

is transversal to X. We apply the parametric4 Morse Lemma (Lemma 10.2.6) to

(µ, x) 7→ φµ(x)− 〈∇µφµ(0)|µ=0, µ〉︸ ︷︷ ︸
=:χ(µ)

−φ0(0)

with respect to the splitting (I ⊕X)⊕X. Notice that the 1-jet of the above map with

respect to the coordinates ((µ, x), x) vanishes. A fibred change of coordinates yields

coordinates ((µ, x), x) with x = (x, x) = ((x1, . . . , xk), (xk+1, . . . , xn)) on X centred at

z0 such that (x, 0) are coordinates on X and (0, x) are coordinates on X and

φµ(x) = f̃µ(x) + φ0(0) + χ(µ) + x>Bx =: fµ(x) + x>Bx

The function x 7→ f0(x) − φ0(0) has a vanishing 2-jet at x = 0 and B = Hessφ0|X is

invertible.

Proposition 10.4.3. Let (X, (Λµ)µ∈I , z0) be a parameter dependent Lagrangian con-

tact problem in Z. Let I ⊂ Rk denote an open neighbourhood of 0. Consider smooth

families of cotangent bundle structures such that Λµ is given as the image of the section

dφαµ and dφβµ locally around z0 ∈ Z with φα0 (z0) = 0 = φβ0 (z0), respectively. Then (φαµ)µ

and (φβµ)µ admit the same Morse-reduced forms up to an addition of a smooth map

χ(µ) with χ(0) = 0.

Proof. The following proof is a parameter-dependent version of the proof of Proposi-

tion 10.2.8 using Lemma 10.4.1 instead of Lemma 10.2.7.

Let the dimension of the kernel of the Hessian matrix of φα0 at z0 be k and the

dimension of X n. By Lemma 10.4.2 there exists a local coordinate system x = (x, x) =

((x1, . . . , xk), (xk+1, . . . , xn)) on X centred at z0 such that

φαµ(x) = fµ(x) + x>Bx,

4In this context the parameters are (µ, x)



CHAPTER 10. LAGRANGIAN INTERSECTIONS AND CATASTROPHES 202

the function x 7→ f0(x) has a vanishing 2-jet at x = 0, and B = Hessφα0 |X is invertible.

A fibre-wise application of Lemma 10.2.2 yields

φβµ ◦ k
µ
αβ = φαµ +Hµ(x,∇φαµ) + χ(µ), (10.4.1)

for a smooth map χ with χ(0) = 0 and

Hµ(x, ξ) =
n∑

i,j=1

hµij(x, ξ)ξiξj = ξ>

(
H11
µ (x, ξ) H12

µ (x, ξ)

H12
µ (x, ξ)> H22

µ (x, ξ)

)
ξ

with H11
µ (x, ξ) ∈ Sym(k), H12

µ (x, ξ) ∈ Rk×(n−k), H22
µ (x, ξ) ∈ Sym(n − k), and with

kµαβ = πβ ◦ (πα|Λµ)−1. For i, j ∈ {1, 2} define

Hµ(x) = Hµ(x, x) = Hµ(x,∇φαµ(x)), Hijµ (x) = Hijµ (x, x) = H ij
µ (x,∇φαµ(x)).

Define

B′µ(x) = B + 4BH22
µ (x)B.

We calculate

φβµ(kµαβ(x, x))
(10.4.1)

= φαµ(x, x) +Hµ(x) + χ(µ)

= fµ(x) + x>B′µ(x)x+∇xfµ(x)>H11
µ (x)∇xfµ(x)

+ 4x>BH12
µ (x)>∇xfµ(x) + χ(µ).

(10.4.2)

We calculate the Hessian matrix of φβ0 ◦ k0
αβ at (x, x) = (0, 0) using (10.4.2) and

obtain

Hess (φβ0 ◦ kαβ)(0, 0) =

(
0 0

0 2B′0(0)

)
.

Since Λ0 is graphical in both cotangent bundle structures, B′0(0) must be invertible

by a dimension argument. For (µ, x) in a sufficiently small neighbourhood of (0, 0)

the matrices B′µ(x) are invertible and have constant signature. By Sylvester’s law of

inertia, there exists a smooth family of invertible matrices Aµ(x) such that

A−Tµ (x)B′µ(x)A−1
µ (x) = B′µ(0) (10.4.3)

for all (µ, x) near (0, 0). Consider

rµ(x, x) = (x,Aµ(x)x).

For all µ near 0 the map rµ fixes x = 0 and is a diffeomorphism on a neighbourhood of
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x = 0. Let us define

H̃11
µ (x) = H11

µ (r−1
µ (x))

H̃12
µ (x) = H12

µ (r−1
µ (x))BA−1

µ (r−1
µ (x))B′µ(0)−1.

(10.4.4)

By Lemma 10.4.1 the map

φα1 := fµ(x) + x>B′µ(0)x

is right equivalent to

φα2 (µ, x) := fµ(x) + x>B′µ(0)x

+∇xfµ(x)>H̃11
µ (x)∇xfµ(x)

+ 4x>B′µ(0)H̃12
µ (x)>∇xfµ(x).

We have

(φα2 ◦ rµ)(x) = fµ(x) + x>Aµ(x)>B′µ(0)Aµ(x)x

+∇xfµ(x)>H̃11
µ (rµ(x))∇xfµ(x)

+ 4x>Aµ(x)>B′µ(0)H̃12
µ (rµ(x))>∇xfµ(x).

Comparing the above with (10.4.2) shows that the map φα2 ◦ rµ coincides with φβµ ◦
kµαβ − χ(µ). This proves the claim.

Definition 10.4.5 (stably equivalent as unfoldings). Consider open neighbourhoods I

of 0 ∈ Rl and I ′ of 0 ∈ Rl′ and two families of scalar-valued maps (φµ)µ∈I and (φ′µ′)µ′∈I′

defined around 0 ∈ Rn or 0 ∈ Rn′ , respectively. Assume that φ0(0) = 0 and φ′0(0) = 0.

If

� there exists an extension of the parameter spaces I to I×RL−l and I ′ to I ′×RL−l′)

for some L ∈ N, L ≥ max(l, l′) where the additional parameters enter trivially in

the map families (constant unfolding),

� there exist reparametrisations of both parameter spaces fixing 0 ∈ I × RL−l and

0 ∈ I ′ × RL−l′ , respectively,

� and for an open neighbourhood Î ⊂ (I × RL−l) ∩ (I ′ × RL−l′) of 0 there exists a

smooth function χ : Î → R

such that the families (φµ̂+χ(µ̂))µ̂∈Î and (φµ̂)µ̂∈Î admit the same Morse-reduced forms,

then (φµ)µ∈I and (φ′µ′)µ′∈I′ are stably right equivalent as unfoldings. 4
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Remark 10.4.2. Definition 10.4.5 corresponds to the equivalence relation reduction in

definition 5.3 (p.124) of Wassermann’s dissertation (1974). The necessary notions are

developed in Wassermann, 1974, §4, §5. Here, however, we use right equivalence where

the reference uses right-left equivalence. 4

Proposition 10.4.4. Let ((Xµ)µ∈I , (Λµ)µ∈I , z0) be a parameter-dependent Lagrangian

contact problem in Z. Consider two cotangent bundle structures on Z over X0 locally

around z0 ∈ X0 ∩ Λ0 such that for each µ ∈ I near 0 after shrinking all involved

manifolds around z0, if necessary, the submanifold Λµ is the image of the section dφµ

and Xµ the image of the section dψµ with respect to the first cotangent bundle structure

and Λµ is the image of the section dφ′µ and Xµ is the image of the section dψ′µ with

respect to the second cotangent bundle structure such that φ0, ψ0, φ
′
0, ψ

′
0 vanish at z0.

Then the families (ρµ)µ = (φµ−ψµ)µ and (ρ′µ)µ = (φ′µ−ψ′µ)µ are stably right equivalent

as unfoldings.

Proof. We modify the first cotangent bundle structure using the fibre-preserving sym-

plectic diffeomorphism ξ 7→ ξ − dψµ|π(ξ) and the second cotangent bundle structure by

ξ 7→ ξ− dψ′µ|π′(ξ) fibre-wise. In the updated structures all Xµ are zero-sections and Λµ

is given as the image of the section d(φµ−ψµ) = dρµ with respect to the first structure

and as the image of the section d(φ′µ−ψ′µ) = dρ′µ with respect to the second structure.

Now the claim follows by Proposition 10.4.3.

The smooth family (ρµ)µ of maps constructed in Proposition 10.4.4 is called a gener-

ating family for ((Xµ)µ∈I , (Λµ)µ∈I , z0). More precisely, we can formulate the following

definition.

Definition 10.4.6 (generating family). Consider a parameter-dependent Lagrangian

contact problem ((Xµ)µ∈I , (Λµ)µ∈I , z0) and a cotangent bundle structure over X0 such

that for µ in a neighbourhood of 0 in I the manifolds Xµ, Λµ are locally around z0

given as the images of dψµ and dφµ, respectively, for smooth function families (ψµ)µ∈I ,

(φµ)µ∈I with ψ0(z0) = 0 = φ0(z0). The family ρµ = φµ−ψµ is called generating family

for ((Xµ)µ∈I , (Λµ)µ∈I , z0). 4

Definition 10.4.7 (contact equivalence of parameter-dependent Lagrangian contact

problems). Let L̂ = ((Xµ̂)µ̂∈Î , (Λµ̂)µ̂∈Î , z0) and L′ = ((X ′µ′)µ′∈I′ , (Λ
′
µ′)µ′∈I′ , z

′
0) be La-

grangian contact problems in Z and Z ′ where dimZ = dimZ ′. The families are called

contact equivalent if there exists a constant unfolding ((Xµ)µ∈I , (Λµ)µ∈I , z0) of L̂ and a

constant unfolding ((X ′µ)µ∈I , (Λ
′
µ)µ∈I , z

′
0) of L′ such that after shrinking Z to an open

neighbourhood of z0 and Z ′ to an open neighbourhood of z′0, there exists a smooth fam-

ily of symplectomorphisms Φµ : Z → Z ′ such that for all µ in an open neighbourhood

of 0 ∈ I
Φµ(Xµ) = X ′θ(µ), Φ(Λµ) = Λ′θ(µ), Φ0(z0) = z′0,
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where θ is a diffeomorphism defined around 0 ∈ I fixing µ = 0. 4

We can conclude the section with the following theorem which extends Theo-

rem 10.2.12 to the parameter-dependent case.

Theorem 10.4.5. Two parameter-dependent Lagrangian contact problems in a sym-

plectic manifold are contact equivalent if and only if their generating families are stably

right equivalent as unfoldings.

Proof. Let ((Xµ)µ∈I , (Λµ)µ∈I , z0) and ((X ′µ′)µ′∈I′ , (Λ
′
µ′)µ′∈I′ , z

′
0) be parameter depen-

dent Lagrangian contact problems in Z. Since symplectic manifolds of the same dimen-

sion are locally symplectomorphic, we can assume z0 = z′0. (Also see Lemma 10.2.11.)

Moreover, as the notion of contact equivalence of Lagrangian contact problems as well

as the notion of stably equivalence as unfoldings admits the extensions of the parameter

spaces via constant unfoldings, it is sufficient to prove the assertion for I = I ′. In the

following, we will shrink the manifold Z to neighbourhoods of z0, and I to a neighbour-

hood of 0, repeatedly, without mentioning. As seen in the proof of Proposition 10.4.4

we can reduce the problem to a problem with a constant family Xµ ≡ X.

For the forward direction, assume that (X, (Λµ)µ∈I , z0) and (X, (Λ′µ)µ∈I , z0) are

contact equivalent. There exists a family of symplectomorphisms Φµ : Z → Z with

Φµ(X) = X, Φµ(Λµ) = Λ′θ(µ), Φ0(z0) = z0.

for a local diffeomorphism fixing µ = 0. After a reparametrisation of the second family,

we can assume θ = id. Now the proof proceeds similarly to the first part of the proof of

Theorem 10.2.12: consider a cotangent bundle structure over X such that Λµ is given

as the image of dφµ for a smooth family (φµ)µ∈I with φµ(0) = 0. Denote the cotangent

bundle projection by π. Using Φµ we can construct another cotangent bundle structure

over X with cotangent bundle projection π′µ = π ◦Φ−1
µ . The map Φµ ◦ dφµ is a section

of π′µ and maps X to Λ′µ. Therefore, in the new structure, the family (Λ′µ)µ∈I can again

be represented by the family (φµ)µ∈I .

For the reverse direction, assume that (X, (Λµ)µ∈I , z0) and (X, (Λ′µ)µ∈I , z0) have

equivalent generating families. Consider a cotangent bundle structure over X such

that Λµ, Λ′µ are graphical and given as

φµ(X) = Λµ, φ′µ(X) = Λ′µ.

By Lemma 10.4.2 there exist coordinates (x, x) and (x′, x′) centred at z0 such that

φµ(x, x) = fµ(x, x) + x>Bx

φµ(x′, x′) = fµ(x′, x′) + x′
>
B′x′,
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where the 2-jets of f and f ′ vanish at µ = 0 and B and B′ are nondegenerate, symmetric

matrices. We have fµ(x) = f ′θ(µ)(rµ(x)) for a diffeomorphism θ fixing 0 and a fibred

right equivalence r such that r0(0) = 0. After a reparametrisation of the second family,

we can assume θ = id. Now the proof proceeds analogously to the second part of

the proof of Theorem 10.2.12. Let us sketch the four steps to construct a family of

symplectic maps around z0 identifying the two contact problems.

� Λ′µ is mapped to a manifold that coincides with dφ
(0)
µ (X) on a neighbourhood of

z0 with

φ(0)
µ (x, x) = f ′µ(x, x) + x>B′x

using the cotangent lift of the change of coordinates (x, x) 7→ (x′, x′).

� On an open neighbourhood of z0 the submanifold dφ
(0)
µ (X) is mapped to dφ

(1)
µ (X)

with

φ(1)
µ (x, x) = fµ(x, x) + x>B′x

using the cotangent lift of (x, x) 7→ (rµ(x), x).

� On an open neighbourhood of z0 the submanifold dφ
(1)
µ (X) is mapped to dφ

(2)
µ (X)

with

φ(2)
µ (x, x) = fµ(x, x) + x>BDB′DBx

for a suitable choice of a symmetric, invertible matrix D using the cotangent lift

of (x, x) 7→ (x,DBx).

� On an open neighbourhood of z0 the submanifold dφ
(2)
µ (X) is mapped to Λ̃µ using

the cotangent lift of the fibred right equivalence defined by Lemma 10.4.1 for

H =

(
0 0

0 1
4(−B−1 +DB′D)

)
∈ Rn×n.

Let the original cotangent bundle structure be defined by the 1-form λ. Λµ is

mapped to Λ̃µ using the symplectomorphism that identifies the cotangent bundle

structure λ with λ + dH, where H(x, ξ) = ξ>H(x, ξ)ξ in Darboux coordinates

with respect to the original structure.

The procedure constructs the required family of symplectomorphisms.
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10.5 Concluding remarks and application to boundary value

problems of symplectic maps

10.5.1 Stably contact equivalence

It is now justified to extend the notion of contact equivalence of Lagrangian contact

problems to stably contact equivalence. This will allow us to compare Lagrangian con-

tact problems in symplectic manifolds of different dimensions.

Definition 10.5.1. Two Lagrangian contact problems (in symplectic manifolds of pos-

sibly different dimensions) are stably contact equivalent if their generating functions

are stably right equivalent. Moreover, two parameter-dependent Lagrangian contact

problems (in symplectic manifolds of possibly different dimensions) are stably contact

equivalent if their generating families are stably right equivalent as unfoldings. 4

Proposition 10.5.1. Two Lagrangian contact problems in symplectic manifolds of the

same dimension are stably contact equivalent if and only if they are contact equivalent.

Proof. The statement follows by Theorems 10.2.12 and 10.4.5.

The following two theorems announced in Section 10.1 now follow trivially from

Definition 10.5.1. Their geometric meaning is encoded in Theorems 10.2.12 and 10.4.5.

Theorem 10.1.3. There exists a 1-1 correspondence between Lagrangian contact prob-

lems modulo stably contact equivalence and smooth real-valued function germs up to

stably right equivalence.

Theorem 10.1.4. There exists a 1-1 correspondence between parameter-dependent La-

grangian contact problems up to stably right equivalence and unfoldings of smooth, real-

valued function germs up to stably right equivalence as unfoldings.

Remark 10.5.1. The notion of versality and stability can be translated to the setting

of (parameter-dependent) Lagrangian contact problems such that classification results

from catastrophe theory apply as reviewed in Section 5.4. A reference is, for instance,

V. I. Arnold, Gusein-Zade, and Varchenko, 2012, Part II. 4

10.5.2 Boundary value problems for symplectic maps

Let us summarise the implications of this chapter for our considerations of boundary

value problems for symplectic maps: consider a smooth family of symplectic maps

φµ : Z → Z ′ for µ ∈ I, where I ⊂ Rl is an open neighbourhood of the origin. Let

us denote the symplectic form of Z by ω and the symplectic form of Z ′ by ω′. Let

pr : Z×Z ′ → Z and pr: Z×Z ′ → Z ′ denote projections to the first or second component
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of the product. Define the symplectic form Ω = pr∗ω − pr′∗ω′ on Z × Z ′. The graphs

of (φµ)µ define a smooth family (Λµ)µ of Lagrangian submanifolds in Z × Z ′.
The Lagrangian contact problems ((Λµ)µ, (Xµ)µ, z) for a smooth family (Xµ)µ of

Lagrangian submanifolds of Z×Z ′ and a point z ∈ Z×Z ′ can be interpreted as a family

of boundary value problems for the symplectic maps (φµ)µ, where (Xµ)µ represents the

boundary conditions. The elements of the intersection Λµ∩Xµ correspond to solutions

to the boundary value problem. Two parameter-dependent boundary value problems

for symplectic maps are equivalent at a solution (see Definition 6.3.1 and Remark 6.3.1)

if and only if their corresponding parameter-dependent Lagrangian contact problems in

Z×Z ′ are contact equivalent. Therefore, Remark 10.5.1 applies to parameter-dependent

boundary value problems for symplectic maps and relates the problem to classical

catastrophe theory. For this also notice that small perturbations of the corresponding

catastrophe theory problems relate to perturbations of the Lagrangian contact problems

which can still be interpreted as boundary value problems for symplectic maps.



Part III

Structure preservation in

numerical integration of PDEs
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This part of the thesis considers how structure in partial differential equations

can be exploited for numerical computations. The Hamiltonian structure of ordinary

differential equations can be understood using concepts of finite dimensional symplectic

geometry, which is the viewpoint taken in Part II of this work. However, the structure

can also be understood as the existence of a variational principle. The latter viewpoint

turns out to be useful when generalising ideas from Part II to the setting of partial

differential equations.

In Chapter 11 we will approach a bifurcation analysis of partial differential equa-

tions with variational structure using the ideas of Part II: we reduce the classification

of bifurcations in boundary value problems for a certain, common class of PDEs with

parameters to the finite dimensional classification using the Infinite Dimensional Split-

ting Lemma. Exploiting the catastrophe theory setting, we develop detection equations

for all bifurcations belonging to the A-series, including folds, cusps, swallowtails,. . . .

Our approach allows a unified treatment of the continuous as well as the variationally

discretised problem. In a numerical example we show how the derived formulas can be

used to detect high codimensional bifurcations.

Another generalisation of Hamiltonian systems on symplectic manifolds are Hamil-

tonian systems which are defined on (possibly infinite dimensional) Poisson spaces.

Many geometric features and conservation properties of the flow are related to the

Poisson structure. A special class of such systems are Lie–Poisson systems, which

cover many PDEs including Burgers’ equation, KdV, Camassa-Holm and hydrodynamic

equations. In Chapter 12 we use Clebsch variables to lift a Lie–Poisson formulation of

Burgers’ equations and related PDEs to a Hamiltonian system defined on a symplectic

vector space, on which symplectic integration techniques can be applied. We show

in numerical experiments that conservation properties of symplectic integration can

outweigh disadvantages of the increased phase-space dimension.

A third generalisation of the concept of Hamiltonian systems on symplectic mani-

folds is multi-symplecticity. In Chapter 13 we show an approach to the question whether

multisymplectic integrators preserve symmetric solutions such as travelling waves.



Chapter 11

Detection of high codimensional

bifurcations in variational PDEs

Chapter 11 is an adaption of Kreusser, McLachlan, and Offen, 2020.

We derive bifurcation test equations for A-series singularities of nonlinear function-

als and, based on these equations, we propose a numerical method for detecting high

codimensional bifurcations in parameter-dependent PDEs such as parameter-dependent

semilinear Poisson equations. As an example, we consider a Bratu-type problem and

show how high codimensional bifurcations such as the swallowtail bifurcation can be

found numerically. In particular, our original contributions are (1) the use of the

Infinite-Dimensional Splitting Lemma, (2) the unified and simplified treatment of all

A-series bifurcations, (3) the presentation in Banach spaces, i.e. our results apply both

to the PDE and its (variational) discretization which allows a unified treatment of the

continuous problem and its discretisation, (4) further simplifications for parameter-

dependent semilinear Poisson equations (both continuous and discrete).

11.1 Introduction

In this chapter we deal with bifurcations of solutions of differential equations and in

particular with those whose solutions are critical points of a functional. In comparison

to ODEs, the detection of bifurcations of solutions of PDEs poses additional chal-

lenges including infinite dimensionality and, after discretisation, the need to solve large

systems of equations. As a prototype of a PDE problem, we consider the semilinear

Poisson equation {
∆u+ f(u, λ) = 0

u|∂Ω = 0

211
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for u defined on Ω ⊂ Rd, λ ∈ Rk. Its parameter-dependent solutions can be regarded as

stationary solutions of an associated reaction–diffusion equation with many applications

in the physical sciences.

More generally, we investigate singularities of functionals S : E → R where the

weak formulation of a PDE is recovered as DS(u) = 0, where D denotes the Fréchet

derivative. The existence of a variational structure has an effect on which singularities

can occur generically as well as on their codimension. Using the Infinite-Dimensional

Splitting lemma (Golubitsky and Marsden, 1983) will allow us to relate these singu-

larities to classical catastrophe theory. Indeed, in the finite dimensional case, we have

seen the effect of gradient structures in the review of singularity theory in Chapter 5:

while the Whitney fold map R2 → R2 is persistent even if no parameters are present, a

catastrophe fold only occurs persistently in families of maps Rn → R with at least one

parameter.

Singularities in correspondence to the Whitney singularities known from the finite

dimensional setting were considered for a Banach space setting by Ambrosetti and

Prodi (1972). Since then, fold and cusp maps have been studied extensively and many

characterizations of fold and cusp maps have been given–see the papers by Church and

Timourian and others (1985; 1988; 1987; 1992; 1993). Swallowtail and the butterfly

maps were characterized in Ruf, 1995. Numerical approaches are discussed in Beyn,

1984; K. Böhmer, 1993; W. C. Böhmer and Sassmannshausen, 1999; Fink and Rhein-

boldt, 1987; Griewank and Reddien, 1989; Hermann, Middelmann, and Kunkel, 1998;

Kunkel, 1988; Seydel, 2010.

Two approaches to bifurcation of solutions to PDEs are generalized Lyapunov-

Schmidt reductions and topological methods in the calculus of variations which so far

can only access relatively simple bifurcations (K. Böhmer, 1993; W. C. Böhmer and

Sassmannshausen, 1999; Kunkel, 1988; Mei, 2000a). The Lyapunov-Schmidt reduc-

tion can be used to study solutions to nonlinear equations when the implicit function

theorem cannot be applied and allows the reduction of infinite dimensional equations

in Banach spaces to finite dimensional equations. However, Lyapunov-Schmidt reduc-

tions do not use the variational structure. This motivates the development of a method

for detecting high codimensional catastrophe-type bifurcations in high-dimensional or

even infinite dimensional phase spaces which makes use of the underlying variational

structure.

The chapter is organised as follows. In Section 11.2 we recall an observation by

Golubitsky and Marsden (1983) that catastrophe theory, i.e. the classification of the

bifurcation behaviour of critical points of smooth, real-valued functions on (finite di-

mensional) spaces, applies to smooth, nonlinear functionals on Banach spaces. We

use this result to derive explicit bifurcation test equations (also known as determining
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equations or augmented systems) for all A-series singularities, expressed in terms of

the derivatives of the original functional. Based on these derived augmented systems of

equations, we propose a numerical method for finding high codimensional bifurcations

in parameter-dependent PDEs. This numerical scheme is illustrated in Section 11.3

where we consider a Bratu-type boundary value problem as an example of a second

order PDE and detect its high codimensional bifurcations numerically. Finally, we

conclude in Section 11.4.

11.2 Augmented systems for nonlinear functionals

11.2.1 The Splitting Lemma in Banach spaces

The Splitting Lemma or Parametric Morse Lemma (see Theorem 5.3.2 or Lemma 10.2.6)

can be extended to Banach spaces as follows.

Let E be a Banach space, let U ⊂ E be an open neighbourhood of the origin

and let S : U → R be a smooth function with S(0) = 0. We define the following two

assumptions.

Assumption 11.2.1. There exists an inner product 〈·, ·〉E on E and a Fredholm op-

erator T : E → E of index 0 such that

D2S(0)(u, v) = 〈Tu, v〉E for all u, v ∈ E.

In assumption 11.2.1 the symbol D denotes the Fréchet derivative. The second

order derivative D2S(0) of S at 0 is a symmetric bilinear form on E ×E. The index-0

Fredholm operator T is symmetric such that E = kerT ⊕ rg T , where kerT denotes

the kernel of T and rg T the range of T . We denote elements u ∈ E by its components

u = (x, y) with respect to the splitting, i.e. x ∈ kerT and y ∈ rg T .

Assumption 11.2.2. There exists a partial gradient ∇yS : U → rg T with ∇yS(0) = 0

such that

∀u ∈ U, ∀v ∈ rg T : 〈∇yS(u), v〉E = DS(u)v.

Theorem 11.2.1 (Infinite-Dimensional Splitting Lemma (Golubitsky and Marsden,

1983)). If assumptions 11.2.1 and 11.2.2 hold, then there exists a fibred change of

coordinates (x̄, ȳ) = (x, η(x, y)) on U fixing (0, 0) ∈ E with η : U → rg T such that

Dyη(0, 0) = Id and such that S takes the form

S(x̄, ȳ) =
1

2
〈T ȳ, ȳ〉E + r(x̄)

for a smooth function r : O → R, where O is an open neighbourhood of 0 ∈ kerT and

r(0) = 0, Dr(0) = 0 and D2r(0) = 0.
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In Theorem 11.2.1 Dyη denotes the Fréchet derivative of η in the direction of rg T .

For a discussion of the setting and examples refer to Buchner, Marsden, and Schecter,

1983. The function r is defined as follows: by the implicit function theorem, there exists

a unique, smooth function F : UkerT → Urg T for open neighbourhoods UkerT ⊂ kerT

and Urg T ⊂ rg T of the origin in kerT and rg T , respectively, such that

F (0) = 0, DF (0) = 0,

∀x ∈ UkerT : ∇yS(x, F (x)) = 0.
(11.2.1)

The map r : UkerT → R is given by

r(x) = S(x, F (x)). (11.2.2)

We see that critical points of S correspond to critical points of r which is defined on a

finite dimensional space. Singularity theory for S thus reduces to ordinary, finite dimen-

sional catastrophe theory (see Chapter 5 or V. I. Arnold, Gusein-Zade, and Varchenko,

2012; Wassermann, 1974). More precisely, to determine the singularities of S it suffices

to determine the singularities of r.

11.2.2 Augmented systems for A-series singularities

A-series singularities for a given functional S are defined as follows.

Definition 11.2.1 (A-series singularity). Let E be a Banach space, let U ⊂ E be a

neighbourhood of the origin and let S : U → R be a smooth function with S(0) = 0.

Assume that assumptions 11.2.1 and 11.2.2 hold and consider the function r from

(11.2.2). The function S has a singularity of type An at 0 if kerT (with T as in

assumption 11.2.1) is one-dimensional and

dk

dxk

∣∣∣∣
x=0

r(x) = 0, k = 3, . . . , n,
dn+1

dxn+1

∣∣∣∣
x=0

r(x) 6= 0.

4

Remark 11.2.1. The singularity A2 is referred to as fold, A3 as cusp, A4 as swallowtail

and A5 as butterfly singularity. 4

Remark 11.2.2. The Infinite-Dimensional Splitting Lemma (Theorem 11.2.1) allows

us to borrow the notions of catastrophe theory and to define singularities of real-

valued functionals S : E → R fulfilling assumptions 11.2.1 and 11.2.2. In applications,

DS(u)(v) = 0 ∀v ∈ E is the weak formulation of a PDE. In the literature the gradient

structure is typically not exploited for this purpose. Instead the more general class of
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singularities of functionals S̃ : E → Ẽ between two Banach spaces E and Ẽ is consid-

ered as in Ambrosetti and Prodi, 1972; Berger, Church, and Timourian, 1985; Berger,

Church, and Timourian, 1988; Lazzeri and Micheletti, 1987; Church and Timourian,

1992; Church and Timourian, 1993; Ruf, 1995; Ruf, 1990; Ruf, 1992; Church, Dancer,

and Timourian, 1993. The general problem class S̃(u) = 0 contains the class of catas-

trophe problems DS(u) = 0. However, since the class of functions E → Ẽ is richer,

this leads to a different notion of A-series singularities since stability properties do not

coincide. To illustrate this point, let Ẽ = E. A map S̃ : E → E with a singularity

that is persistent under small perturbations S̃ + εP̃ with functions P̃ : E → E is not

necessarily of the form S̃ = DS. On the other hand a map S : E → R with a singu-

larity that is persistent under small perturbations S + εP with functions P : E → R
does not necessarily yield a map S̃ = DS : E → E with a singularity that is persistent

under small perturbations with functions of the bigger problem class P̃ : E → E since

perturbations with P̃ 6= DP are allowed. Let us illustrate the different notions of singu-

larities on the cusp singularity. As proved by Whitney, the cusp map f : R2 → R2 with

f(z, w) = (z3+zw,w) is stable. If we plot the z-component of solutions (z, w) to the sys-

tem f(z, w) = (µ1, µ2) over the (µ1, µ2)-plane, then we obtain the plot in the centre of

Figure 5.1. On the other hand, consider the map h : R2 → R with h(z, w) = 1
4z

4 + 1
2w

2.

The map h has a cusp singularity at (0, 0). Its miniversal unfolding in catastrophe

theory is given by hµ(z, w) = 1
4z

4 + 1
2µ2z

2 + µ1z + 1
2w

2. If we plot the z-component of

solutions (z, w) to the system ∇hµ(z, w) = (0, 0) over the (µ1, µ2)-plane, then we also

obtain the plot in the centre of Figure 5.1. Despite the same visualisation, the cusp

map f is not to be confused with the map ∇h. The map f does not have a primi-

tive g : R2 → R with ∇g = f . Moreover, the map f is stable in the class of smooth

functions R2 → R2 while the cusp catastrophe h : R2 → R needs to be unfolded to be

stable in the class of smooth functions R2 → R. Also see Chapter 5 where we contrast

Whitney singularities and catastrophe singularities. In this chapter we will investigate

the catastrophe setting and exploit the gradient structure for numerical continuation

methods. 4

The kth derivative of S at a point z ∈ U is a symmetric multi-linear form which

we denote by D(k)S(z). We can interpret the multi-linear form D(k)S(z) as a linear

form on E⊗k =
⊗k

j=1E where ⊗ denotes the tensor product. As a shorthand we define

S(k) := D(k)S and S
(k)
0 := D(k)S(0).

We can express the condition for a function S to have an A-series singularity in

terms of (Fréchet)-derivatives of S. For this we define the multi-index set J nk for

n, k ∈ N with k ≤ n as
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{
j = (j1, . . . , jn−k+1) : jl ∈ N ∪ {0},

n−k+1∑
l=1

jl = k,
n−k+1∑
l=1

l · jl = n

}
. (11.2.3)

Moreover, for a multi-index j ∈ J nk we define j! := j1!j2! · · · jn−k+1!.

Theorem 11.2.2. Let E be a Banach space and consider an inner product 〈·, ·〉E on

E. Let U ⊂ E be a neighbourhood of the origin and let S : U → R be a smooth function

with S(0) = 0. Consider the following algorithm consisting of a sequence of tests. The

algorithm terminates and returns the current value of the integer n if a test fails. In

the algorithm F is considered as a function symbol of an unknown smooth map I → E,

where I is a small open interval in R containing 0 and with F (0) = F (0)(0) = 0,

F (1)(0) = 0.

� Set n = 1. Test S
(1)
0 = 0.

� Set n = 2. Test whether the kernel of a 7→ S
(2)
0 (a, ·) ∈ E∗ is 1-dimensional.

� Set n = 3. Select an element α ∈ E \ {0}. Test S(3)(α⊗3) = 0.

� Loop through the following two steps.

1. Set n := n+ 1. Determine F (n−2)(0) ∈ {sα | s ∈ R}⊥E using

∀ξ ∈ {sα | s ∈ R}⊥E :

n−2∑
k=1

∑
j∈J n−2

k

(n− 2)!

j!
S

(k+1)
0

ξ ⊗ n−k−1⊗
l=1

(
dl

dsl

∣∣∣
s=0

(sα+ F (s))
)⊗jl

(l!)jl

 = 0.

2. Test

n∑
k=1

∑
j∈J nk

n!

j!
S

(k)
0

n−k+1⊗
l=1

(
dl

dsl

∣∣∣
s=0

(sα+ F (s))
)⊗jl

(l!)jl

 = 0.

The following statements hold true.

� The algorithm returns n = 1 if and only if 0 is not a critical point of S.

� The algorithm returns n = 2 or does not terminate if and only if 0 is a critical

point of S but S does not have an A-series singularity at 0.

� If assumptions 11.2.1 and 11.2.2 are satisfied with respect to 〈·, ·〉E, then the

algorithm returns n ≥ 3 if and only if S has a singularity of type An−1.
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Before proving the theorem, let us formulate some corollaries which illustrate how

the conditions in Theorem 11.2.2 simplify for small values of n.

Definition 11.2.2. We say that a functional S fulfilling assumptions 11.2.1 and 11.2.2

has a singularity of type at least An if

� it has a singularity of type AN with N ≥ n or

� the algorithm in Theorem 11.2.2 does not terminate.

4

Corollary 11.2.3 (Fold (A2)). Let E be a Banach space and S be a (nonlinear) smooth

functional defined on an open neighbourhood of 0 ∈ E. Assume that assumptions 11.2.1

and 11.2.2 hold for a Fredholm operator T such that

kerT = spanR{α} (11.2.4)

is satisfied for a nontrivial element α ∈ E. Then S has a singularity of type at least

A2 (fold singularity).

Corollary 11.2.4 (Cusp (A3)). Let E be a Banach space and S be a smooth functional

defined on an open neighbourhood of 0 ∈ E. Assume that assumptions 11.2.1 and 11.2.2

hold for a Fredholm operator T and α ∈ E \ {0} such that (11.2.4) holds, i.e. S has a

singularity of type at least A2. The functional S has a singularity of type at least A3 if

and only if

S
(3)
0 (α, α, α) = 0. (11.2.5)

Corollary 11.2.5 (Swallowtail (A4)). Let E be a Banach space and S be a smooth

functional defined on an open neighbourhood of 0 ∈ E. Assume that assumptions 11.2.1

and 11.2.2 hold for a Fredholm operator T and α ∈ E \ {0} such that (11.2.4) and

(11.2.5) are satisfied, i.e. S has a singularity of type at least A3. The functional S has

a singularity of type at least A4 if and only if

S
(2)
0 (v, ξ) = −S(3)

0 (α, α, ξ) ∀ξ ∈ E (11.2.6)

is solvable for v ∈ E and

S
(4)
0 (α, α, α, α)− 3S

(2)
0 (v, v) = 0. (11.2.7)

Corollary 11.2.6 (Butterfly (A5)). Let E be a Banach space and S be a smooth

functional defined on an open neighbourhood of 0 ∈ E. Assume that assumptions 11.2.1

and 11.2.2 hold for a Fredholm operator T and α ∈ E \ {0} such that (11.2.4) and



CHAPTER 11. BIFURCATIONS IN VARIATIONAL PDES 218

(11.2.5) are satisfied. Furthermore, assume that (11.2.6) holds for some v ∈ E and

(11.2.7) is satisfied, i.e. the functional S has a singularity of type at least A4. The

functional S has a singularity of type at least A5 if and only if

S
(2)
0 (w, ξ) = −S(4)

0 (α, α, α, ξ)− 3S
(3)
0 (α, v, ξ) ∀ξ ∈ E (11.2.8)

is solvable for w ∈ E and

S
(5)
0 (α⊗5)− 15S

(3)
0 (α, v, v) + 10S

(3)
0 (α, α,w) = 0.

Remark 11.2.3. Notice that we do not need to require v ∈ rg T in (11.2.6) or w ∈ rg T

in (11.2.8) since S
(2)
0 (w + t1α, v + t2α) = S

(2)
0 (w, v) and S

(3)
0 (α, v + t1α, ξ + t2α) =

S
(3)
0 (α, v, ξ) for α ∈ E satisfying (11.2.4) and (11.2.5) such that the test equations are

defined invariantly. 4

The equations in the loop section of the algorithm presented in Theorem 11.2.2 can

be obtained from the (n− 2)th and nth complete exponential Bell polynomials as we

will see from Lemmas 11.2.7 and 11.2.10 and Remark 11.2.5.

Definition 11.2.3 (Complete exponential Bell polynomial). The nth complete expo-

nential Bell polynomial is given as

Bn(x1, . . . , xn) =
n∑
k=1

∑
j∈J nk

n!

j!

n−k+1∏
l=1

(xl
l!

)jl
, (11.2.9)

with the multi-index set J nk as in (11.2.3) and j! = j1!j2! . . . jn−k+1! for j ∈ J nk . 4

The first five complete exponential Bell polynomials are given by

B0 = 1,

B1(x1) = x1,

B2(x1, x2) = x2
1 + x2,

B3(x1, x2, x3) = x3
1 + 3x1x2 + x3,

B4(x1, x2, x3, x4) = x4
1 + 6x2

1x2 + 4x1x3 + 3x2
2 + x4,

B5(x1, x2, x3, x4, x5) = x5
1 + 10x2x

3
1 + 15x2

2x1 + 10x3x
2
1 + 10x3x2 + 5x4x1 + x5.

(11.2.10)

Remark 11.2.4. Complete exponential Bell polynomials appear as coefficients in the

following formal power series.

exp

( ∞∑
k=1

xk
k!
yk

)
=

∞∑
n=0

1

n!
Bn(x1, . . . , xn)yn.
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Moreover, the nth complete exponential Bell polynomial encodes information on the

number of ways a set containing n elements can be partitioned into non-empty, disjoint

subsets. For example, we can read off from

B4(x1, x2, x3, x4) = x4
1 + 6x2

1x2 + 4x1x3 + 3x2
2 + x4

that there is

� 1 partition consisting of 4 sets of cardinality 1,

� 6 partitions into 3 sets of which 2 have cardinality 1 and the other one has

cardinality 2,

� 4 partitions into 2 sets of which 1 has cardinality 1 and the other one has cardi-

nality 3,

� 3 partitions into 2 sets of cardinality 2,

� and 1 partition consisting of 1 set of cardinality 4.

(See Bell, 1927; Brualdi, 2004, for instance). 4

Let us prepare the proof of Theorem 11.2.2 with two lemmas.

Lemma 11.2.7. Let E be a Banach space, U ⊂ E an open subset and α ∈ E. Consider

smooth functions S : U → R and F : I → E, where I is an open interval I ⊂ R such

that r(s) := S(sα+ F (s)) is defined on I. For n ∈ N we have

r(n)(s) = Bn(α+ F ′(s), F ′′(s), . . . , F (n)(s)).

On the right-hand side of the equation multiplications are interpreted as tensor products.

Moreover, the symbol “+” is replaced by “+S(degree)(sα + F (s))”, where degree is the

count of factors in the tensor product to which S(degree)(sα+F (s)) is applied. In other

words,

r(n)(s) =

n∑
k=1

∑
j∈J nk

n!

j!
S(k)(sα+ F (s))

n−k+1⊗
l=1

(
dl

dsl
(sα+ F (s))

)⊗jl
(l!)jl

 ,

where j = (j1, . . . , jn−k+1) ∈ J nk is defined in (11.2.3) and j! = j1!j2! . . . jn−k+1! for a

multi-index j ∈ J nk .

Corollary 11.2.8. In the setting of Lemma 11.2.7, if 0 ∈ U and S0 = 0, S
(1)
0 = 0,

S
(2)
0 (α, ξ) = 0 for all ξ ∈ E and F (0) = F ′(0) = 0, then the first five derivatives of r
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evaluated at 0 are given by

r(0) = 0

r′(0) = 0

r′′(0) = 0

r′′′(0) = S
(3)
0 (α⊗3)

r′′′′(0) = S
(4)
0 (α⊗4) + 6S

(3)
0 (α⊗2 ⊗ F ′′(0)) + 3S

(2)
0 (F ′′(0)⊗2)

r′′′′′(0) = S
(5)
0 (α⊗5) + 10S

(4)
0 (α⊗3 ⊗ F ′′(0)) + 10S

(3)
0 (α⊗2 ⊗ F ′′′(0))

+ 15S
(3)
0 (α⊗ (F ′′(0))⊗2) + 10S

(2)
0 (F ′′(0)⊗ F ′′′(0)).

Proof of Lemma 11.2.7. The statement is an extension of Faà di Bruno’s formula (An-

drews, 1984, §12.3) from E = R to arbitrary Banach spaces E. Since the chain rule

for differentiation is valid for Fréchet derivatives (Penot, 2013, Thm. 2.47), the proof

is analogous.

As we see explicitly for i ≤ 5 in Corollary 11.2.8, to determine r(i)(0) the i− 2-jet

of F is required at 0 in the setting of Corollary 11.2.8. This holds in general.

Corollary 11.2.9. In the setting of Corollary 11.2.8 the value r(i)(0) can be calculated

from the i− 2-jet of F where i ∈ N with i ≥ 2. We can write

r(i)(0) = Bi(α, F
′′(0), . . . , F (i−2)(0), c2, c1),

where c1, c2 are any constants. On the right-hand side of the equation multiplications are

interpreted as tensor products. Moreover, the symbol “+” is replaced by “+S
(degree)
0 ”,

where degree is the count of factors in the tensor product to which S
(degree)
0 is applied.

Proof. We use the combinatorial interpretation of Bell polynomials and Lemma 11.2.7.

If a partition of an i-set contains a subset with i−1 elements, then there must be exactly

one more non-empty subset containing one element to form a valid partition. Therefore,

F (i−1)(0) = di−1

dsi−1

∣∣∣
0

(sα + F (s)) only occurs together with α = d1

ds1

∣∣∣
0

(sα + F (s)) as

iF (i−1)(0)⊗α. This terms becomes an input argument of S
(2)
0 and, therefore, vanishes

by the choice of α. If a partition of an i-set contains a subset with i elements, then there

cannot be another non-empty subset in the partition. Therefore, F (i)(0) = di

dsi

∣∣∣
0

(sα+

F (s)) becomes an input argument of S
(1)
0 which is zero.

Lemma 11.2.10. Let E be a Banach space and let U be an open neighbourhood of 0 ∈
E. Consider a smooth function S : U → R with S(0) = 0 such that assumptions 11.2.1

and 11.2.2 hold for a Fredholm operator T with kerT = spanR{α} for a nontrivial
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element α ∈ E. There exists an open interval I containing 0 and a unique function

F : I → rg T with F (0) = 0, F ′(0) = 0 s.t.

∀s ∈ I, ∀ξ ∈ rg T : S(1)(sα+ F (s))(ξ) = 0. (11.2.11)

Moreover, all derivatives F (n)(0) with n ≥ 2 can be obtained successively from

∀ξ ∈ rg T : 0 =
n∑
k=1

∑
j∈J nk

n!

j!
S

(k+1)
0

ξ ⊗ n−k+1⊗
l=1

(
dl

dsl

∣∣∣
s=0

(sα+ F (s))
)⊗jl

(l!)jl

 , (11.2.12)

where j = (j1, . . . , jn−k+1) ∈ J nk as defined in (11.2.3) and j! = j1!j2! . . . jn−k+1!.

Remark 11.2.5. Relation (11.2.12) can be expressed as

0 = Bn(α, F ′′(0), . . . , F (n)(0)),

where multiplications in the definition of the Bell polynomial (11.2.9) are interpreted as

tensor products. Furthermore, the symbol “+” is replaced by “+S(degree)(sα+F (s))ξ⊗”

and parenthesis may be added around the input arguments of the form S(degree)(sα +

F (s)). 4

Corollary 11.2.11. The relations for n = 2, 3, 4, 5 of Lemma 11.2.10 read

0 = S
(3)
0 (ξ ⊗ α⊗2) + S

(2)
0 (ξ ⊗ F ′′(0))

0 = S
(4)
0 (ξ ⊗ α⊗3) + 3S

(3)
0 (ξ ⊗ α⊗ F ′′(0)) + S

(2)
0 (ξ ⊗ F ′′′(0))

0 = S
(5)
0 (ξ ⊗ α⊗4) + 6S

(4)
0 (ξ ⊗ α⊗2 ⊗ F ′′(0)) + 3S

(3)
0 (ξ ⊗ F ′′(0)⊗2)

+ 4S
(3)
0 (ξ ⊗ α⊗ F ′′′(0)) + S

(2)
0 (ξ ⊗ F ′′′′(0))

0 = S
(6)
0 (ξ ⊗ α⊗5) + 10S

(5)
0 (ξ ⊗ α⊗3 ⊗ F ′′(0))

+ 10S
(4)
0 (ξ ⊗ α⊗2 ⊗ F ′′′(0)) + 15S

(4)
0 (ξ ⊗ α⊗ F ′′(0)⊗2)

+ 10S
(3)
0 (ξ ⊗ F ′′(0)⊗ F ′′′(0)) + 5S

(3)
0 (ξ ⊗ α⊗ F ′′′′(0))

+ S2
0(ξ ⊗ F ′′′′′(0)).

Proof of Lemma 11.2.10. The operator T defines an isomorphism on rg T . Thus, the

implicit function theorem applies to ∇yS and together with (11.2.11) provides the

existence and uniqueness of F with F (0) = 0 and F ′(0) = 0 in analogy to the proof of

Theorem 11.2.1 which can be found in Golubitsky and Marsden, 1983. Let ξ ∈ rg T .

Differentiating

S(1)(sα+ F (s))(ξ) = 0 (11.2.13)

repeatedly with respect to s we obtain the following relations.
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0 = S(1)(sα+ F (s))(ξ)

0 = S(2)(sα+ F (s))(ξ ⊗ (α+ F ′(s)))

0 = S(3)(sα+ F (s))(ξ ⊗ (α+ F ′(s))⊗2) + S(2)(sα+ F (s))(ξ ⊗ F ′′(s))

0 = S(4)(xα+ F (x))(ξ ⊗ (α+ F ′(x))⊗3)

+ 3S(3)(xα+ F (x))(ξ ⊗ (α+ F ′(x))⊗ F ′′(x))

+ S(2)(xα+ F (x))(ξ ⊗ F ′′′(x))

0 = . . .

We encounter the same combinatorial relations as in Lemma 11.2.7 such that differen-

tiating (11.2.13) n times gives

0 = Bn(α+ F ′(s), F ′′(s), . . . , F (n)(s)),

where multiplications in the equation above are interpreted as tensor products and “+”

is replaced by “+S(degree)(sα + F (s))ξ⊗. One may add parenthesis around the input

arguments of the form S(degree)(sα+ F (s)). In other words, the relations are given by

0 =

n∑
k=1

∑
j∈J kn

n!

j!
S(k+1)(sα+ F (s))

ξ ⊗ n−k+1⊗
l=1

(
dl

dsl
(sα+ F (s))

)⊗jl
(l!)jl

 .

An evaluation at s = 0 yields the claimed formula. In the nth step of differentiation

the term F (n)(0) only occurs as an input argument of S2
0 and not elsewhere. Since the

symmetric operator T restricted to rg T is an isomorphism on rg T this successively

determines all derivatives of F at 0.

Proof of Theorem 11.2.2 and its corollaries. The first two statements of the theorem

follow immediately from the definitions. Assume that assumptions 11.2.1 and 11.2.2

hold for an operator T with 1-dimensional kernel. Let α ∈ ker T \ {0}. To analyse

the singularities of S it suffices to analyse the singularities of the function r : Uker → R
provided by Theorem 11.2.1. Using the identification R ∼−→ kerT , s 7→ sα, we identify

Uker with an open interval I containing 0 and obtain r : I → R. The function r has the

form r(s) = S(sα + F (s)) for a smooth function F : I → R. The functional S has a

singularity of type Am at 0 if and only if r(k)(0) = 0 for all k ≤ m and r(m+1)(0) 6= 0.

The algorithm presented in the statement of Theorem 11.2.2 consists of a sequence of

tests and a variable n acts as a counter. If the state of the variable n is k, then the test in

the algorithm corresponds to testing r(k)(0) = 0. This can be seen from Lemma 11.2.7.
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(The formula for r(k)(0) is related to the kth complete exponential Bell polynomial.)

To evaluate r(k)(0) the k− 2-jet of F is required as observed in Corollary 11.2.9. If the

state of the variable n is k ≥ 4, then F (k−2)(0) gets determined in the algorithm just

before r(k)(0) = 0 is tested. Lemma 11.2.10 justifies that the algorithm can determine

F (k−2)(0) via the given formula (which is related to the (k− 2)th complete exponential

Bell polynomial) if all values F (i)(0) are defined for i ≤ k − 3. The values F (0) and

F ′(0) are set to be 0. The theorem follows by induction.

Corollaries 11.2.3 to 11.2.6 follow from Corollaries 11.2.8 and 11.2.11. In Corollar-

ies 11.2.5 and 11.2.6 the bifurcation test equations r(4)(0) = 0 and r(5)(0) = 0 have

been simplified using (11.2.6) and (11.2.8).

Proposition 11.2.12. Let E be a Banach space and S be a real-valued functional

defined on an open neighbourhood of 0 ∈ E such that assumptions 11.2.1 and 11.2.2

hold. Consider the function r of the proof of Theorem 11.2.2, whose derivatives are

bifurcation test equations. If S has a singularity of type A2k+1 with k ∈ N at 0, then

the sign of r(2n+2)(0) is well-defined.

Proof. The statement follows from the right-equivalence classification of singularities in

catastrophe theory (Section 5.4) or can be deduced from our considerations as follows.

The map r(s) = S(sα + F (s)) considered in the proof of Theorem 11.2.2 is defined

uniquely up to the choice of α, where α is as in assumption 11.2.1. The determining

equations for the jet of F at 0 and the bifurcation test equations r(j)(0) (j ∈ N) are

related to Bell polynomials by Lemmas 11.2.7 and 11.2.10 and Remark 11.2.5.

� In any partition of an even number of elements there must be an even number of

subsets (or none) with odd cardinality.

� In any partition of an odd number of elements there must be an odd number of

subsets with odd cardinality.

Using the two combinatorial observations above we see inductively that the signs of

the derivatives F (2j)(0) are defined invariantly of α because all derivatives F (2j+1)(0)

change to −F (2j+1)(0) (j ∈ N) as α 7→ −α. We can conclude that the sign of r(2k+2)(0)

is well-defined.

Remark 11.2.6. The sign considered in Proposition 11.2.12 occurs in catastrophe theory

if a classification of singularities up to right-equivalence is considered (Section 5.4). The

singularities A2k+1 have a positive or negative signature defined by the sign of rn+2 at

the singular point, while the singularities A2k do not have signatures. If the algorithm

in Theorem 11.2.2 returns n = 2k + 2 with k ∈ N and assumptions 11.2.1 and 11.2.2

are satisfied, then the singularity A2k+1 is of the positive type if and only if the last
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test equation (which corresponds to the nth complete exponential Bell polynomial) is

positive. Otherwise the singularity is of the negative type. 4

Remark 11.2.7. If the functional S has 2k + 1 parameters (k ∈ N), then, under non-

degeneracy conditions, A2k+1 singularities occur as 1-parameter families (by the implicit

function theorem). If two branches of A2k+1 singularities merge in a A2k+2 singularity,

then one consists of singularities of the positive type and the other one of singularities

of the negative type. This is because the bifurcation test equation r(2k+2), which

determines the signs of the A2k+1 singularities, must have a nondegenerate zero at the

A2k+2 singularity, i.e. its graph intersects the axis of abscissas transversally. 4

Remark 11.2.8. Remark 11.2.7 applies to the fold bifurcation A2 as well. In the finite

dimensional case the signature of a solution z can be obtained as the sign of the de-

terminant1 of the Hessian matrix S
(2)
z of S at z. In a numerical computation the sign

can be determined by performing an LU-decomposition of S
(2)
z without pivoting and

counting whether the number of positive signs on the diagonal of U is even or odd.

Keeping track of the signatures of solutions, cusps,. . . , provides information on which

ones may be able to meet in a bifurcation. 4

11.3 Example: semilinear Poisson equation

We will exemplify how the augmented systems derived in Section 11.2.2 can be applied

to PDEs. For this, we consider a second order, semilinear PDE describing the steady

state solutions in a reaction–diffusion process (Mei, 2000b). First, we will justify that

the theory presented in Section 11.2.1 applies and write down the continuous recognition

equations. By a concrete numerical example we will show how augmented systems can

be employed in continuation methods to find high codimensional singularities.

11.3.1 Setup

For a smooth function f : R×Rs → R we consider the homogeneous Dirichlet problem{
∆u+ f(u, λ) = 0

u|∂Ω = 0
(11.3.1)

on an open and bounded domain Ω ⊂ Rd with boundary ∂Ω of class Ck, where k > d
2 +1.

We denote the standard volume form on Ω by dx. We consider the following setting

which will allow us to employ the Infinite-Dimensional Splitting Lemma. A similar

setting can be found in Buchner, Marsden, and Schecter, 1983, Example 7 for a more

restricted class of functions f . An alternative treatment can be found in Ruf, 1995.

1which does not depend on the choice of basis since DS(z) = 0
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The Sobolev space Hk(Ω) is compactly embedded into C1(Ω) (Adams, 1975, Thm

6.2). Consider the Hilbert space E = H1
0 (Ω)∩Hk(Ω) with the structure inherited from

Hk(Ω) (Adams, 1975; Lax, 2002). Let f̄ be s.t. ∂
∂t f̄(t, λ) = f(t, λ) and consider the

non-linear functional S : E × Rs → R defined as

S(u, λ) =

∫
Ω

(
−1

2
〈∇u,∇u〉+ f̄(u, λ)

)
dx.

The Fréchet derivatives of S in the directions v1, v2, . . . ∈ E exists and are given as

S(1)(u, λ)(v1) =

∫
Ω

(−〈∇u,∇v1〉+ f(u, λ)v1) dx

S(2)(u, λ)(v1, v2) =

∫
Ω

(
−〈∇v1,∇v2〉+ f ′(u, λ)v1v2

)
dx

S(l)(u, λ)(v1, v2, . . . , vl) =

∫
Ω
f (l)(u, λ)v1v2 . . . vl dx.

Here f (l)(t, λ) = ∂l

∂tl
f(t, λ). The equation S(1)(u, λ)(v) = 0 for all v ∈ E is a weak

formulation of (11.3.1). We consider the bilinear form 〈·, ·〉E : E × E → R with

〈v, w〉E =

∫
Ω
〈∇v,∇w〉dx, v, w ∈ E (11.3.2)

where ∇v and ∇w denote weak derivatives of v, w ∈ E and 〈·, ·〉 the scalar product in

Rd. The bilinear form 〈·, ·〉E is symmetric, positive definite by Poincaré’s inequality and

bounded using the Cauchy-Schwarz inequality. The embedding E = H1
0 (Ω)∩Hk(Ω) ↪→

Hk−2(Ω) is compact (Adams, 1975, Thm 6.2). Moreover, the Dirichlet Laplacian L is

an isomorphism H1
0 (Ω)∩Hk(Ω)→ Hk−2(Ω) (Friedman, 1969). Therefore, the operator

∆−1 : E → E defined as the composition

H1
0 (Ω) ∩Hk(Ω) ↪→ Hk−2(Ω)

L−1

→ H1
0 (Ω) ∩Hk(Ω)

is compact. For each (u, λ) ∈ E × Rs define the operator T (u, λ) : E → E by

T (u, λ)v = −v −∆−1(f ′(u, λ)v).

For each (u, λ) ∈ E × Rs the operator T (u, λ) : E → E is a Fredholm operator: since

v 7→ f ′(u, λ)v is continuous from E into E and ∆−1 : E → E is compact, it follows

that the composition is compact and T (u, λ) : E → E is a Fredholm operator of index

0 (Fredholm alternative). We have

S(2)(u, λ)(v1, v2) = 〈T (u, λ)v1, v2〉E .
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The operator T (u, λ) is symmetric with respect to 〈·, ·〉E such that we obtain the 〈·, ·〉E-

orthogonality of ker(T (u, λ)) and rg (T (u, λ)). Since T (u, λ) is a Fredholm operator,

both spaces are closed in E. Moreover, rg (T (u, λ)) has finite codimension. Since T (u, λ)

is symmetric, it is an elementary exercise to deduce that E = ker(T (u, λ))⊕rg (T (u, λ)).

The projection pr : E → rg (T (u, λ)) induced by the splitting is continuous. For each

λ ∈ Rs we define the operator ∇yS(λ) : E → rg T (u, λ) as

u 7→ pr(− u−∆−1(f(u, λ)))

to rg T (u, λ). We have

S(1)(u, λ)(v) =
〈
−u−∆−1(f(u, λ)), v

〉
E

= 〈∇yS(λ)(u), v〉E

for all v ∈ rg (T (u, λ)). The observations imply the following proposition.

Proposition 11.3.1. The equation

∀v ∈ E : S(1)(u, λ)(v) =

∫
Ω

(
− 〈∇u,∇v〉+ f(u, λ)v

)
dx = 0

is a weak formulation of (11.3.1). Furthermore, assuming that S(1)(u, λ) = 0, assump-

tions 11.2.1 and 11.2.2 hold with 〈·, ·〉E (11.3.2), the operator T (u, λ) : E → E and

∇yS(λ) : E → rg T (u, λ) defined above for each (u, λ) ∈ E × Rs.

We conclude that Theorem 11.2.1 applies to S such that the bifurcation behaviour

of (11.3.1) reduces to finite dimensional catastrophe theory.

11.3.2 Augmented systems for the example problem

Let us write down the augmented systems for (11.3.1) provided by Corollaries 11.2.3

to 11.2.6.

Solution {
∆u+ f(u, λ) = 0

u|∂Ω = 0
(11.3.3)

Fold (A2) 
∆α+ f ′(u, λ)α = 0

α|∂Ω = 0

‖α‖L2 = 1

(11.3.4)
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Cusp (A3) ∫
Ω
f ′′(u, λ)α3dx = 0 (11.3.5)

Swallowtail (A4) {
∆v + f ′(u, λ)v + f ′′(u, λ)α2 = 0

v|∂Ω = 0
(11.3.6)

∫
Ω

(
f ′′′(u, λ)α4 − 3f ′(u, λ)v2

)
dx = 0

Butterfly (A5) {
∆w + f ′(u, λ)w + 3f ′′(u, λ)αv + f ′′′(u, λ)α3 = 0

w|∂Ω = 0
(11.3.7)

∫
Ω

(
f ′′′′(u, λ)α5 − 15f ′′(u, λ)αv2 + 10f ′′(u, λ)α2w

)
dx = 0.

Remark 11.3.1. We can impose

〈v, α〉E =

∫
Ω
〈∇v,∇α〉dx = 0

in (11.3.6) or 〈v, w〉E = 0 in (11.3.7) as discussed in Remark 11.2.3. The uniqueness

condition allows us to interpret v as F ′′(0) and w as F ′′′(0) in the following general

formula (11.3.8). 4

Singularity An, n ≥ 4 The equation to determine F (n−2)(0) : Ω→ R reads
∆F (n−2)(0) +Bn−2(α, F ′′(0), . . . , F (n−2)(0)) = 0∫

Ω
〈∇F (n−2)(0),∇α〉dx = 0

F (n−2)(0)|∂Ω = 0.

(11.3.8)

To obtain the correct expression for the term Bn−2(α, F ′′(0), . . . , F (n−2)(0)) in (11.3.8),

the Bell polynomial Bn−2 is first presented in its monomial form as in (11.2.10), then

the summation sign + is replaced by +f (degree)(u, λ), where degree denotes the degree

of the monomial it is multiplied with. Finally, the arguments α, F ′′(0), . . . , F (n−2)(0)

are substituted into the expression. The bifurcation test equation is given as∫
Ω
Bn(α, F ′′(0), . . . , F (n−2)(0), 0, 0)dx = 0. (11.3.9)

(Cf. Corollary 11.2.9.)
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To obtain the correct expression for the term Bn(α, F ′′(0), . . . , F (n−2)(0), 0, 0) in

(11.3.9) the Bell polynomial Bn is first presented in its monomial form. Summands,

which consist of a degree 2 monomial cxixj are replaced by

c
(
−〈∇F (i)(0),∇F (j)(0)〉+ f ′(u, λ)F (i)(0)F (j)(0)

)
.

In the other summands we add f (degree−1)(u, λ) as a factor, whereas degree is the degree

of the monomial making up the summand.

Remark 11.3.2. That S depends only quadratically on u has led to a significant sim-

plification compared to the formulas for general functionals. Indeed, the first equation

in (11.3.8) is of the form

∆F (n−2)(0)(x) + κ(x)F (n−2)(0)(x) = g(x), x ∈ Ω

for a smooth map g : Ω → R and with κ(x) = f ′(u, λ). The map F (n−2)(0) : Ω → R is

sought. While the initial PDE (11.3.1) is a semilinear Poisson equation (Hsiao, 2006;

Konishi, 1973), the equations which are added in the augmented system are linear

PDEs. If κ(x) ≥ 0 or κ(x) ≤ 0 for all x ∈ Ω, then this is the generalised Poisson

equation considered in Grimm-Strele, 2010. 4

Example 11.3.1. Let f(u, λ) =
∑n

l=1
1
l!λlu

l. For any choice of λ the constant function

u = 0 is a solution to the problem (11.3.1). The condition for a singularity of type An

at (λ, u) = (λ, 0) is fulfilled if and only if −λ1 is a simple eigenvalue of the Dirichlet

Laplacian ∆: H1
0 (Ω) ∩Hk(Ω)→ Hk−2(Ω) and

λi

= 0, 2 ≤ i ≤ n− 1

6= 0, i = n

provided that
∫

Ω α
idx 6= 0 for 3 ≤ i ≤ n + 1, where α is the eigenfunction to the

eigenvalue −λ1. 4

Proof. The function u = 0 solves (11.3.3). We have f (l)(0, λ) = λl. The system (11.3.4)

reads 
∆α+ λ1α = 0

α|∂Ω = 0

‖α‖L2 = 1

It has a unique solution if and only if −λ1 is a simple eigenvalue of the Dirichlet

Laplacian. The cusp condition simplifies to λ2 = 0. Assuming (11.3.3), (11.3.4),

(11.3.5) we see that F ′′(0) = 0 solves (11.3.8) with n = 4. The swallowtail condition

is fulfilled if and only if λ3 = 0. Assuming that F ′′(0) = . . . = F (t−2)(0) = 0 and
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λ3 = λ4 = . . . = λt−1 = 0 we see that F (t−1)(0) = 0 solves (11.3.8) with n = t+ 1. The

bifurcation test equation (11.3.9) for At+1 is fulfilled if and only if λt = 0. The claim

follows by induction.

11.3.3 Numerical experiment

Let us return to the example of the Bratu problem which we considered in Sections 4.3

and 6.1. The classical Bratu problem considers the PDE

∆u+ λ1 exp

(
u

1 + λ2u

)
= 0

on a d-dimensional cube with zero Dirichlet boundary values. The boundary value

problem is popular to study fold and cusp bifurcations (Mohsen, 2014). In the following

we consider the domain Ω = (0, 1)× (0, 1) and set

f(t, λ) = λ1 exp

(
t

λ2t+ 1

)
+ λ3 sin(λ1t)

in the Dirichlet problem (11.3.1) given as{
∆u+ f(u, λ) = 0

u|∂Ω = 0.

The considered problem coincides with the Bratu problem for λ3 = 0. Numerical

experiments have been performed in Bolstad and Keller, 1986. The third parameter has

been added to create a swallowtail bifurcation, which we will find numerically. As the

topological boundary ∂Ω of the domain is not regular, the assumptions in Section 11.3.1

do not hold. However, the following numerical experiment illustrates on a classical

example how the derived augmented systems can be used to locate bifurcations. As

before, the primitive with respect to the first argument is denoted by f̄ , i.e. ∂
∂t f̄(t, λ) =

f(t, λ).

Discretisation via a discrete Lagrangian method

In view of Sections 11.2 and 11.3.1 it appears natural to use a variational method (see

Section 3.6, Hairer, Lubich, and Wanner, 2013, Ch. VI.6 or Marsden and West, 2001a,

for instance) to discretise (11.3.1). We obtain a mesh on Ω as the cross product of a

uniform mesh in the x direction with N interior mesh points and spacing ∆x = 1
N+1 and

a uniform mesh in the y direction with M interior mesh points and spacing∆y = 1
M+1 .

Real-valued, continuous functions u : Ω → R are represented as matrices U ∈ RN×M

where the component Ui,j corresponds to the value u(i∆x, j∆y) on the interior grid.
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Alternatively, we can flatten the matrix U to a vector ū ∈ RN ·M such that Ui,j =

ū(j−1)N+i. For the functional

S(u, λ) =

∫
Ω

(
−1

2
(u2
x + u2

y) + f̄(u, λ)

)
dxdy

from Section 11.3.1 we consider the discrete functional

S∆(U, λ) =
N∑
i=0

M∑
j=0

(
−1

2

(
(Ui,j − Ui+1,j)

2

∆x2
+

(Ui,j − Ui,j+1)2

∆y2

)
+ f̄(Ui,j , λ)

)

with U0,j = Ui,0 = UN+1,j = Ui,M+1 = 0. For k ∈ N define

D(k) :=



−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2


∈ Rk×k.

The matrices

Dxx =
1

∆x2
D(N) ∈ RN×N , Dyy =

1

∆y2
D(M) ∈ RM×M

are the standard central finite-difference discretisations of the operators ∂2

∂x2 and ∂2

∂y2 .

Define

L := IdM ⊗Dxx +Dyy ⊗ IdN

where ⊗ denotes the Kronecker tensor product. Notice that

S∆(ū, λ) =
1

2
ū>Lū+ f̄(ū, λ).

In the expression above the function f̄ is evaluated component-wise, i.e the kth com-

ponent of f̄(u, λ) is given by f̄(uk, λ). We have

DuS∆(ū, λ) = Lū+ f(ū, λ). (11.3.10)

Remark 11.3.3. The expression (11.3.10) is the flattening of the matrix-valued function

(U, λ) 7→ UDyy +DxxU + f(U, λ),

which can be obtained by a direct discretisation of the PDE (11.3.1) using standard

central difference approximations for second derivatives (see Section 4.3). We see that
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the equation DuS∆(ū, λ) = 0 obtained from an application of the discrete Lagrangian

principal to S leads to the same equations as a discretisation of the Laplacian operator

using central finite-differences. 4

Application of pseudo-arclength continuation to augmented discrete systems

To locate a singularity of a given type one can write down the augmented system of the

singularity and solve the system using an iterative solver. This is called a direct method.

For the convergence of the solver a good initial guess is required which is usually not

available a priori. Instead, one may employ a continuation method and first continue a

known solution along one parameter until a fold singularity is detected, then augment

the system using the fold bifurcation test equation and continue a line of folds until a

cusp is detected and so on. In the following numerical experiment we will use pseudo-

arclength continuation (see Section 4.5 or Doedel, 2007). Our strategy of performing

conceptually simple one-dimensional continuations of singularities of high codimension

can be contrasted to higher-dimensional continuation of solutions (Henderson, 2007).

More information on continuation methods can be found in Allgower and Georg, 2003;

Bolstad and Keller, 1986; Deuflhard, 2011; Krauskopf, Osinga, and Galán-Vioque,

2007.

Whenever a bifurcation is detected one has the option to locate the singularity

of the discrete system exactly using a direct method. Generally speaking, unless one

has prior knowledge about the bifurcation diagram or is interested only in a specific

parameter region one needs to search in different directions for bifurcations. Once

arrived at a high codimensional bifurcation, the discretisation parameter is decreased,

and a direct method is applied to approximate the location of the singularity in the

continuous system. As starting values interpolated data from the coarser systems can

be utilised.

To simplify notation in the following we will write u instead of ū, G for DS∆ and

Gu for the Jacobian matrix DuG.

Fold Fixing (λ2, λ3) = (0, 0) and starting at λ1 = 0 we continue the solution u = 0 ∈
RN ·M by applying pseudo-arclength continuation to

G(u(s), λ1(s), λ2, λ3) = 0

until we find a fold. The singularity is detected when λ1(s) changes from being increas-

ing to decreasing in s. (See the left plot in Figure 11.1.)
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Figure 11.1: Numerical experiment with (N,M) = (15, 15). The left figure shows a
continuation of the solution (u, λ) = (0, 0) of G(u, λ1, λ2, λ3) = 0 along λ1 while keeping
λ2 = 0 = λ3 fixed. A fold point is marked by ∗. The right figure shows a continuation
of the fold singularity by varying λ1 and λ2 while keeping λ3 = 0 fixed. A cusp point
is marked by ∗. In each plot the square marker shows where the continuation was
initiated.

Cusp We allow λ2 to be parameter dependent as well and apply pseudo-arclength

continuation to

F (1)(u(s), α(s), λ1(s), λ2(s)) =

 G(u(s), λ1(s), λ2(s), λ3)

Gu(u(s), λ1(s), λ2(s), λ3)α(s)

α(s)>α(s)−∆x∆y

 = 0

starting with the approximated fold data and a random, normalised guess for α. (See

the right plot in Figure 11.1.) During the continuation process we monitor the cusp

condition

fuu(u, λ1(s), λ2(s), λ3)>α3 = 0, (11.3.11)

where raising α to the third power is to be understood component-wise. After detecting

a change of sign in the left-hand side of (11.3.11), we improve the accuracy of the

location of the singular point by solving
G(u(s), λ1(s), λ2(s), λ3)

Gu(u(s), λ1(s), λ2(s), λ3)α(s)

α(s)>α(s)−∆x∆y

fuu(u, λ1(s), λ2(s), λ3)>α3

 = 0

using Newton iterations.
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Swallowtail We allow an s-dependence of λ3 and apply pseudo-arclength continua-

tion to the system

F (2)(u(s), α(s), λ1(s), λ2(s), λ3(s)) =


G(u(s), λ1(s), λ2(s), λ3(s))

Gu(u(s), λ1(s), λ2(s), λ3(s))α(s)

α(s)>α(s)−∆x∆y

fuu(u, λ1(s), λ2(s), λ3(s))>α3

 = 0

starting from the calculated cusp position. During this process, we monitor the swal-

lowtail condition

fuuu(u, λ1, λ2, λ3)>α4 + 6(fuu(u, λ).α2)>v + 3v>Gu(u, λ1, λ2, λ3)v = 0, (11.3.12)

where fuu(u, λ).α2 denotes the component-wise product of the vectors fuu(u, λ) and α2.

In each continuation step the vector v is obtained as follows: we calculate the vector

(v>, t)> ∈ RN ·M+1 which minimises the Euclidean norm of

(
Gu(u, λ1, λ2, λ3) α

)(v
t

)
− fuu(u, λ).α2.

For this we calculate the (under non-degeneracy conditions unique) solution to(
Gu(u, λ1, λ2, λ3) ·Gu(u, λ1, λ2, λ3)> + αα>

)
v̄ = −fuu(u, λ)

and obtain v as v = Gu(u, λ1, λ2, λ3)>v̄. (Notice that transposition can be omitted

since Gu(u, λ1, λ2, λ3) is symmetric.)

As the left-hand side of (11.3.12) changes sign, we detect a candidate for a swal-

lowtail point at (uSW, λ
SW) = (uSW, λ

SW
1 , λSW

2 , λSW
3 ). (See Figure 11.4.) Indeed, the

swallowtail condition (11.3.12) has a regular root at the swallowtail point which implies

that the singularity is not further degenerate.

In Figure 11.5 we do a fold continuation using pseudo-arclength continuation applied

to F (1) starting at a cusp point near (uSW, λ
SW) while fixing λ3. The fold line is

continued in both directions and shows the characteristics of a swallowtail bifurcation.

This verifies that (uSW, λ
SW) is indeed a swallowtail point of the discretised system.

Remark 11.3.4. As is known from catastrophe theory (see Section 5.4 or V. I. Arnold,

Goryunov, et al., 1998; Lu, 1976), the only persistent bifurcations of codimension

smaller or equal to 3 which critical points of a function R : Rn → R can undergo are

A2, A3, A4, D+
4 and D−4 . Other phenomena are removable under arbitrarily small

perturbations of R. However, if a singularity D+
4 or D−4 occurs along a line of cusp

bifurcations, then the swallowtail condition tends to +∞ or −∞ as one approaches the
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Figure 11.2: The left figure shows a singularity of type D+
4 , called hyperbolic umbilic

singularity. It is a generic codimension 3 singularity in catastrophe theory. Here µ =
(µ1, µ2, µ3) are parameters. Each point on the blue line (the edge) corresponds to a
cusp singularity with an exception at µ = (0, 0, 0) where the D+

4 singularity is located.
The two points marked with asterisks are cusp points with different signatures. The
figure to the right shows the value of the bifurcation test equation for A4 along the line
of cusps parametrised by µ1. We see that the bifurcation test equation has a singularity
at µ1 = 0, where the hyperbolic umbilic singularity is located, and that it changes sign
at the singularity.

singularity. (See Figures 11.2 and 11.3.) Moreover, at the singularity, Hess(R)(z) has

a 2-dimensional kernel and the value of the swallowtail condition is not defined. 4

Remark 11.3.5. Forming augmented systems for the discrete functional S∆ (recall

DuS∆ = G) gives rise to the same system of equations as discretising the continu-

ous augmented systems from Section 11.3.2. In other words, forming the augmented

system commutes with discretisation. This extends Remark 11.3.3. 4

Determination of the position and convergence of the swallowtail point

To calculate the position of the bifurcation point more accurately we apply Newton

iterations to F (3)(u, α, v̄, λ) given as

F (3)(u, α, v̄, λ) =



G(u, λ)

Gu(u, λ)α

∆x∆yα>α− 1

fuu(u, λ)>α3(
G2
u(u, λ) + αα>

)
v̄ + fuu(u, λ)

fuuu(u, λ)>α4 + 6(fuu(u, λ).α2)>Gu(u, λ)v̄ + 3v̄G3
u(u, λ)v̄


until convergence using (uSW, αSW, 0NM×1, λ

SW) as initial guess. We obtain a root

(u1
SW, α

1
SW, v

1
SW, λ

1
SW) with (u1

SW, α
1
SW, λ

1
SW) near (uSW, αSW, λ

SW). We successively
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Figure 11.3: The left figure shows a singularity of type D−4 , called elliptic umbilic. It
is a generic codimension 3 singularity in catastrophe theory. Here µ = (µ1, µ2, µ3) are
parameters. Each point on the blue lines (the edges) corresponds to a cusp singularity
with an exception at µ = (0, 0, 0) where the D−4 singularity is located. The three points
on the line of cusps marked with asterisks with negative µ1 values are of the positive
type. The other three marked points are of the negative type. The figure to the right
shows the value of the bifurcation test equation for A4 (swallowtail condition) along
the line of cusps parametrised by µ1. Due to symmetries in this example, two lines are
plotted above each other in the µ1 < 0 regime as well as in the µ1 > 0 regime. When
the elliptic singularity is approached along a line of negative cusps, then the swallowtail
condition tends to −∞. Analogously, it tends to +∞ if the singularity is approached
through positive cusp points.
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Figure 11.4: The left figure shows a continuation of the cusp singularity detected in
Figure 11.1 by varying λ1, λ2 and λ3. A swallowtail point is marked by ∗. The square
marker shows where the continuation was initiated. As the line of cusps is numerically
continued the swallowtail condition is monitored. To the right we see the value of the
swallowtail condition versus the number of continuation steps. The root corresponds
to the swallowtail point. Since the root is nondegenerate, we know that the butterfly
condition is not fulfilled such that the singularity is indeed a swallowtail point and not
further degenerate.
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Figure 11.5: Numerical experiment with (N,M) = (10, 10) showing a line of cusp points
in the figure to the left. At the point marked with an asterisk the swallowtail condition
(11.3.12) is fulfilled. From the point marked with a square we continue a branch of
folds fixing the parameter λ3. The figure to the right shows a projection of the line
of folds along the λ3-direction to the λ1, λ2 plane after rotation and rescaling. This
is done to to make the structure of the branch visible as it is very flat in the original
coordinates (λ1, λ2, λ3). The plot is characteristic for swallowtail bifurcations (compare
with Figure 5.1 in Section 5.4).

increase (N,M) = (N,N) and repeat the process of finding a root of F (3). As initial

guesses for Newton’s method in the jth-step we use λjSW from the previous calculation

and linear interpolations of ujSW, αjSW and vjSW on the new grid with Dirichlet boundary

conditions. The Jacobian matrix of F (3) required for the Newton iterations is given as

DF (3) =



Gu 0NM×NM 0NM×NM Dλf

diag (fuu.α) Gu 0NM×NM Dλfu.α

01×NM 2∆x∆yα> 01×NM 01×3

(fuuu.α
3)> 3(fuu.α

2)> 01×NM (Dλf
>
uuα

3)>

DuF
(3)
5 αv̄> + α>v̄IdNM G2

u + αα> DλF
(3)
5

DuF
(3)
6 DαF

(3)
6 DvF

(3)
6 DλF

(3)
6


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with

L = IdM ⊗Dxx +Dyy ⊗ IdN

DuF
(3)
5 = L.(fuu.v̄) + diag (fuu.Lv̄ + 2fu.fuu.v̄ + fuuu)

DλF
(3)
5 = L((Dλfu).v̄) + (Dλfu).(Lv̄) + 2(Dλfu).fu.v̄ + Dλfuu

DQ(u) = 2(fuu.v̄)>.(v̄>L2) + (fuu.(Lv̄))>.(v̄>L) + 4(fu.fuu.v̄)>.(v̄>L)

+ (fuu.v̄)>.((fu.v̄)>L) + ((fuu.v̄).(L(fu.v̄)))> + 3(f2
u .fuu.v̄)>.v̄>

DuF
(3)
6 = (fuuuu.α

4)> + 6((fuuu.α
2).(Guv̄))> + 6(f2

uu.v̄.α
2)> + 3DQ(u)

DαF
(3)
6 = 4(fuuu.α

3)> + 12(fuu.α.(Guv̄))>

Dv̄F
(3)
6 = 6(fuu.α

2)>Gu + 6(G3
uv̄)>

DQ(λ) = 2v̄>L2((Dλfu).v̄) + v̄>L((Dλfu).(Lv̄)) + 4v̄>L((Dλfu).fu.v̄)

+ 2(fu.v̄)>L((Dλfu).v̄) + 3v̄>((Dλfu).f2
u .v̄)

DλF
(3)
6 = ((Dλfuuu)>α4)> + 6(((Dλfuu).α2)>Guv̄)>

+ 6(fuu.α
2)>((Dλfu).v̄) + 3DQ(λ)

Here we use the convention that “.” denotes pointwise multiplication. Pointwise multi-

plication of a column vector with a matrix means that the vector is multiplied pointwise

with each column of the matrix. Analogously for row vectors. Moreover, the power of

a vector is to be understood pointwise. Zero matrices of dimension s × t are denoted

by 0s×t and identity matrices by Ids×t.

Remark 11.3.6. Appropriate sub-matrices of DF (3) correspond to DF (1) and DF (2).

These have been used for the pseudo-arclength continuation described in Section 11.3.3.

The Jacobian matrices DF (1), DF (2) and DF (3) and the matrices L, Gu involved in the

function evaluations F (1), F (2) and F (3) are sparse and represented using an appropriate

datatype in the numerical calculations. Moreover, compared to equations for a general

functional S, the structure of the semilinear Poisson equation dramatically simplifies the

augmented systems and numerical complexity because the multilinear operators Guu,

Guuu, . . . are diagonal and their diagonal is given by an evaluation of an appropriate

derivative of f at u. The simplicity of the structure has been observed in the continuous

setting in Remark 11.3.2. 4

Figures 11.6 and 11.7 show that as N = M increases, the position of the swallowtail

point converges in the parameter space. We also observe that the data (u, α, v) con-

verges to a fixed shape. Figure 11.8 shows the shape of (u, α, v) at the approximated

swallowtail point for (N,M) = (85, 85).
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Figure 11.6: Position of the parameters λ1, λ2 and λ3 as a function of the number
of inner grid points per dimension N with N = 10, 15, . . . , 80, 85. The position of
λ is obtained by calculating a root of F (3)(u, α, v̄, λ) using Newton iterations until
convergence (∞-norm smaller 10−9). We see that the values converge as N increases.
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Figure 11.7: Euclidean distance of the parameter (λ1, λ2, λ3) to the calculated value at
N = 85 as a function of the inner grid spacing ∆x = 1

N+1 . Here N is the number of
inner grid points per dimension N with N = 10, 15, . . . , 80, 85. In each step the position
of λ is obtained by calculating a root of F (3)(u, α, v̄, λ) using Newton iterations until
convergence (∞-norm smaller 10−9). We see that the values converge as ∆x decreases.
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Figure 11.8: Plot of the data u(x, y), α(x, y) and v(x, y) at the approximated swallowtail
point for (N,M) = (85, 85).

11.4 Conclusion

In conclusion, we derived bifurcation test equations for A-series singularities of nonlin-

ear functionals and, based on these equations, we developed numerical methods for the

detection of high codimensional branching bifurcations in parameter-dependent PDEs

where a variational integrator is used for the discretisation of the problem. This numer-

ical computation is illustrated by detecting a swallowtail bifurcation in a Bratu-type

problem. As part of future research, numerical experiments for finding high codimen-

sional bifurcations for other PDE types can be performed. Another interesting question

is the rigorous proof of the convergence rate to the singularity of the numerical method.

Besides, bifurcation test equations for D-series singularities can be derived and the bi-

furcations can be numerically detected for different PDE types by considering either

variational or non-variational integrators.



Chapter 12

Symplectic integration of PDEs

using Clebsch variables

Chapter 12 is an adaption of McLachlan, Offen, and Tapley, 2019.

While in Chapter 11 we exploit variational structure of partial differential equa-

tions, in this chapter we make use of a different generalisation of Hamiltonian ODEs to

the PDE setting. Many PDEs (Burgers’ equation, KdV, Camassa-Holm, Euler’s fluid

equations,. . . ) can be formulated as infinite dimensional Lie–Poisson systems. These

are Hamiltonian systems on manifolds equipped with Poisson brackets. The Poisson

structure is related to conservation properties and other geometric features of solutions

to the PDE and is, therefore, of great interest for numerical integration. For the exam-

ple of Burgers’ equations and related PDEs we use Clebsch variables to lift the original

system to a collective Hamiltonian system on a symplectic manifold whose structure

is related to the original Lie–Poisson structure. On the collective Hamiltonian system

a symplectic integrator can be applied. Our numerical examples show excellent con-

servation properties and indicate that the disadvantage of an increased phase-space

dimension can be outweighed by the advantage of symplectic integration.

12.1 Motivation

Partial differential equations (PDEs) often exhibit interesting structure preserving

properties, for example conserved quantities. In many examples, a deeper understand-

ing of the structures can be achieved by viewing the PDE as the Lie–Poisson equation

associated to an infinite dimensional Lie group. This means solutions to the PDE cor-

respond to motions of a Hamiltonian system defined on the dual of the Lie-algebra of

a Fréchet Lie-group.

Examples include Euler’s equations for incompressible fluids, Burgers’ equation,

240
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equations in magnetohydrodynamics, the Korteweg-de Vries equation, the supercon-

ductivity equation, charged ideal fluid equations, the Camassa-Holm equation and the

Hunter-Saxton equation (Vizman, 2008). Conserved quantities turn out to be related

to the preservation of the Lie–Poisson bracket by the Hamiltonian flow.

This makes Lie–Poisson structures interesting for structure preserving integration.

We will give a brief review of Hamiltonian systems on Poisson manifolds in Section 12.2.

An approach to construct Lie–Poisson integrators, which works universally in the

finite dimensional setting, is to translate the Lie–Poisson system on a Lie-group G

to a Hamiltonian system on the tangent bundle TG with a G-invariant Lagrangian.

Using a variational integrator one obtains a Poisson-integrator for the original system

(Marsden, Pekarsky, and Shkoller, 1999). These integrators, however, can be extremely

complicated (McLachlan, Modin, and Verdier, 2014, p. 1526). Moreover, the fact that

exponential maps do not constitute local diffeomorphisms for infinite dimensional man-

ifolds restricts the approach to a finite dimensional setting. Other approaches for en-

ergy preserving integration of finite dimensional Poisson systems with good preservation

properties, e.g. preservation of linear symmetries or (quadratic) Casimirs, include Brug-

nano, Calvo, et al., 2012; Cohen and Hairer, 2011; Dahlby, Owren, and Yaguchi, 2011.

For a recent review article on Lie–Poisson integrators we refer to Diego, 2018.

Let us return to the infinite dimensional setting. For numerical computations a

PDE needs to be discretised in space. In the Lie–Poisson setting this corresponds to an

approximation of the dual of a Lie algebra g∗ by a finite dimensional space. The space

g∗ typically corresponds to some space of Rk-valued functions defined on a manifold.

The most natural way of discretising g∗ is to introduce a grid on the manifold and

identify a function with the values it takes over the grid. In this way we naturally

obtain a finite dimensional approximation of g∗. However, the approximation does

not inherit a Poisson structure in a natural way, as we will see in the example of the

Burgers’ equation (Remark 12.3.1). Therefore, finding a spatial discretisation with

good structure preserving properties is a challenge.

Lie–Poisson systems (g∗, {, }, H) can be realised as Hamiltonian systems of the

form (M,Ω, H̄), where (M,Ω) is a symplectic manifold and the Hamiltonian is given as

H̄ = H ◦ J . The map J : M → g∗ is required to be a Poisson map, i.e. the pullback of

the Poisson structure on g∗ via J coincides with the Poisson structure on M induced by

the symplectic form Ω (Vaisman, 1994). Hamiltonian systems of the form (M,Ω, H◦J),

where J is a Poisson map1, are called collective Hamiltonian systems and the map J is

called a realisation of g∗.

The flow of (M,Ω, H◦J) maps fibres of J to fibres of J and is symplectic. Therefore,

it descends to a Poisson map on the original system (g∗, {, }, H). Since the Hamiltonian

1As in McLachlan, Modin, and Verdier, 2014 we do not require J to be surjective in contrast to
Vaisman, 1994.



CHAPTER 12. COLLECTIVE HAMILTONIAN INTEGRATORS FOR PDES 242

vector field to H ◦J on (M,Ω) is J-related (Definition 2.3.1) to the Hamiltonian vector

field to H on (g∗, {, }), motions of (M,Ω, H ◦ J) descend to motions of (g∗, {, }, H).

The reason to consider a collective system for numerical integrations rather than

the Lie–Poisson system directly is that the symplectic structure can easily be preserved

under spatial discretisations and widely applicable, efficient symplectic integrators are

available (see Section 3.5 or Hairer, Lubich, and Wanner, 2013). The challenge of

integrating (g∗, {, }, H) in a structure preserving way thus shifts to finding a realisation,

i.e. (M,Ω) and J : M → g∗, such that all initial conditions of interest lie in the image

of J and such that the system (M,Ω, H ◦ J) is practical to work with.

A practical choice for a realisation is where J is a Clebsch map (Marsden and

Weinstein, 1983): let X be a Riemannian manifold and let M = T ∗C∞(X,Rk) ∼=
C∞(X,Rk)×C∞(X,Rk)∗, where C∞(X,Rk)∗ is identified with C∞(X,Rk) via the L2

pairing. The vector space M is equipped with the symplectic form

Ω((u1, u2), (v1, v2)) =

∫
X

(〈u1, v2〉Rk − 〈u2, v1〉Rk) dvolX ,

where 〈., .〉Rk denotes the scalar product in Rk. For an element (f, g) ∈ M we denote

by qj(f) and pj(g) the post-composition of f and g with the projection map to the jth

component of Rk. In other words, q1, . . . , qk, p1, . . . , pk are maps M → C∞(X,R) such

that for x ∈ X

(f(x), g(x)) =
((
q1(f)(x), . . . , qk(f)(x)

)
,
(
p1(g)(x), . . . , pk(g)(x)

))
.

Identifying tangent spaces of the vector space M with M itself, we may write Ω as

Ω =

∫
X

 k∑
j=1

dqj ∧ dpj

dvolX =

∫
X
〈dq ∧ dp〉Rk dvolX ,

where q = (q1, . . . , qk) and p = (p1, . . . , pk). Indeed, the vector space M can be con-

sidered as a Fréchet manifold over C∞(X,R) or C∞(X,Rk). It carries the coordinates

(q1, . . . , qk, p1, . . . , pk) or (q, p), respectively. If J : M → g∗ is a realisation of a Lie

Poisson system (g∗, {, }), then J is called a Clebsch map and (q, p) are called Clebsch

variables (Marsden and Weinstein, 1983). In Clebsch variables Hamilton’s equations

for H̄ = H ◦ J : M → R are in canonical form, i.e.

qt =
δH̄

δp
, pt = −δH̄

δq
,

where δH̄
δq and δH̄

δp are variational derivatives. The reason why Clebsch variables are a

natural choice of coordinates for a structure preserving setting is that if X is discretised
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Continuous system Spatially discretised system

Collective Hamiltonian system on
an infinite-dimensional symplectic
vector space in Clebsch variables

qt = δH̄
δp , pt = − δH̄

δq .

Exact solutions preserve the sym-
plectic structure, the Hamiltonian
H̄ = H ◦J , all conservation laws re-
lated to the Casimirs of the original
PDE and the fibres of the Clebsch
map J(q, p) = u.

Canonical Hamiltonian ODEs in 2N
variables

q̂t = ∇p̂ ˆ̄H, p̂t = −∇q̂ ˆ̄H.

The exact flow preserves the sym-
plectic structure and the Hamilto-

nian ˆ̄H.
Time-integration with the midpoint
rule is symplectic.

Original PDE, interpreted as a Lie-
Poisson equation

ut = ad∗δH
δu

u.

Exact solutions preserve the Poisson
structure, the Hamiltonian H and
all Casimirs.

Non-Hamiltonian ODEs in N vari-
ables

ût = K(û)∇ûĤ, KT = −K.

Exact solutions conserve Ĥ.
Time-integration with the midpoint
rule is not symplectic.

Table 12.1: Overview of the collective Hamiltonian setting

using a mesh, then the integral in the expression for Ω naturally becomes a (weighted)

sum over all mesh points and Hamilton’s equations for the discretisation of the collective

system (M,Ω, H ◦ J) are in (a scaled version of the) canonical form. This means the

system can be integrated using a symplectic integrator like, for instance, the implicit

midpoint rule (Section 3.2.2). The setting is summarised in Table 12.1.

The symplectic system in Clebsch variables has, after spatial discretisation, twice as

many variables as the discretisation of the PDE in the original variables. An increase in

the number of variables needs some justification because it does not only lead to more

work per integration step but, thinking of multi-step methods versus one-step methods,

can also lead to worse stability behaviour (Hairer, Lubich, and Wanner, 2013, p. XV).

Moreover, integrating a lifted, symplectic system with a symplectic integrator instead of

the original system with a non-symplectic integrator is not necessarily of any advantage.

If, for instance, we integrate the Hamiltonian system

u̇ = F (u) = ∇p〈F (u), p〉

ṗ = −DF (u)>p = −∇u〈F (u), p〉

rather than the system u̇ = F (u) directly, then preserving the symplectic structure in a
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numerical computation does not have any effect: in this example the symplectic struc-

ture is artificially introduced and not related to the original system. This illustrates

that using symplectic integrators is not an end in itself. It is the presence of a Poisson

structure and its interplay with the symplecticity of the collective system which can

justify doubling the number of variables as our numerical examples will indicate.

Let us provide examples for the application of Clebsch variables. Euler’s equation

in hydrodynamics for an ideal incompressible fluid with velocity u and pressure ρ on a

3-dimensional compact, Riemannian manifold X with boundary ∂X or a region X ⊂ R3

are given as

ut + u · ∇u = −∇ρ, div u = 0, u|∂X is parallel to ∂X.

Elements in the dual of the Lie-algebra χ∗vol to the Fréchet Lie-group of volume preserv-

ing diffeomorphisms Dvol can be considered as 2-forms on X. The vector field ∇× u is

replaced by the 2-form du[, where u[ denotes the flattening of the vector field u. Euler’s

equations correspond to motions on the Lie–Poisson system to Dvol with Hamiltonian

H(σ) = 1
2

∫
X〈∆

−1σ, σ〉dvolX , where ∆ is the Laplace-DeRham operator and 〈, 〉 the

metric pairing of 2-forms (Marsden and Weinstein, 1983).

A Clebsch map J : M → χ∗vol can be obtained as the momentum map of the cotan-

gent lifted action of the action (η, f) 7→ f ◦ η−1 of Dvol on C∞(X,R). However, J is

not surjective and flows with non-zero hydrodynamical helicity cannot be modelled. To

overcome this issue one can consider M = C∞(X,S2), where S2 is the 2-sphere. The

symplectic form σS2 on the sphere induces the symplectic form Ω =
∫
X σS2 dvolX on

M . We can define J : M → χ∗vol as J(s) = s∗σS2 , where s∗σS2 denotes the pull-back

of σS2 to a 2-form on X which can be interpreted as an element in χ∗vol. The map

J is called a spherical Clebsch map and initial conditions with non-zero helicity are

admissible. However, the helicity remains quantised (E. A. Kuznetsov and Mikhailov,

1980). Spherical Clebsch maps have been used for computational purposes in Chern

et al., 2016: after a discretisation of the domain X, solutions to (regularised) hydrody-

namical equations are approximated by integrating the corresponding set of ODEs on

the product Πmesh(X)S
2 while preserving the spheres using a projection method (not

preserving the symplectic form
∑

mesh(X) σS2 , though).

In the case of Hamiltonian ODEs on (finite dimensional) Poisson spaces (g∗, {, }),
no spatial discretisation is necessary. This setting applies to the rigid-body equations,

for instance Marsden and Abraham, 1978. In the ODE setting, McLachlan, Modin, and

Verdier (2014) apply symplectic integrators to the collective systems (M,Ω, H ◦J) with

the property that the discrete flow preserves the fibres of J . Such integrators are called

collective integrators. Their flow descends to a Poisson map on the original system

(g∗, {, }, H) such that one obtains a Poisson integrator for (g∗, {, }, H). In this chapter,
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we show how the collective integrator idea can be used in the infinite dimensional

setting, i.e. for Lie–Poisson systems to infinite dimensional Lie-groups. In particular,

we will consider the inviscid Burgers’ equation

ut + uux = 0

with u(t, .) ∈ C∞(S1,R). The L2-norm of u(t, .) as well as the quantity∫
S1

√
|u(t, .)| dx

are conserved quantities. They constitute the Hamiltonian and Casimirs of the Lie–

Poisson formulation of the problem. Setting u = qxp we obtain the following system of

PDEs

qt = −1

3
q2
xp, pt = −1

3
(qxp

2)x

with q(t, ·) ∈ C∞(S1, S1) and p(t, ·) ∈ C∞(S1,R) which is the collective system. The

variables q, p may be regarded as Clebsch variables (right in the middle between classical

and spherical Clebsch variables).

We will also experiment with the following more complicated PDE which fits into

the same setting as the inviscid Burgers’ equation.

ut = 3uux −
9

4
u2ux − uxuxx − 3u2

xuxx − 2uuxxx − 2uuxuxxx − 6uu2
xx

It has the conserved quantity H(u) =
∫
S1(u2+u2

x−1/2u3+u3
x) dx as well as

∫
S1

√
|u| dx

in time. In Clebsch variables we have

qt =
δH̄

δp
= qx

(
qxp−

3

4
(qxp)

2 − ((qxp)x +
3

2
(qxp)

2
x)x

)
pt = −δH̄

δq
= p
(3

2
(qxp)

2 − qxp+
(
(qxp)x +

3

2
(qxp)

2
x

)
x

)
x
.

The PDEs are discretised in space by introducing a periodic grid on S1 and replacing

the integral in H̄ by a sum. Spatial derivatives are computed using a finite-difference

method or a spectral method. In this way we obtain a system of Hamiltonian ODEs in

canonical form.

In Section 12.6 we will see that integration using the symplectic midpoint rule yields

an integrator with excellent structure preserving properties like bounded energy and

Casimir errors, despite not preserving the fibres of J and, therefore, not descending to

a Poisson integrator. The good behaviour is linked to the symplecticity of the collective

system which is preserved exactly by the midpoint rule. Therefore, the conservation

properties survive even when the equation is perturbed within the class of Hamiltonian
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PDEs. This robustness can be an advantage over more traditional ways of discretising

the PDE directly since these make use of structurally simple symmetries of the equation

that are immediately destroyed when higher order terms are introduced. Our numerical

experiments indicate that the advantage of symplectic integration can outweigh the

disadvantage of doubling the variables from u to (q, p).

12.2 Introduction

Let us briefly review the setting of Hamiltonian systems on Poisson manifolds. For

details we refer to Marsden and Ratiu, 1999b.

Definition 12.2.1 (Poisson manifold and Poisson bracket). A Poisson manifold P is

a smooth manifold together with an R-bilinear map

{·, ·} : C∞(P )× C∞(P )→ C∞(P )

satisfying

� {f, g} = −{g, f} (skew-symmetry),

� {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0 (Jacobi identity),

� {fg, h} = f{g, h}+ g{f, h} (Leibniz’s rule).

The map {·, ·} is called the Poisson bracket. 4

Example 12.2.1. If G is a (Fréchet-) Lie-group with Lie-algebra g and dual g∗, then

{f, g}(w) =

〈
w,

[
δf

δw
,
δg

δw

]〉
, w ∈ g∗, f, g ∈ C∞(g∗) (12.2.1)

is a (Lie-) Poisson bracket on g∗, where 〈·, ·〉 denotes the duality pairing of g∗ and g,

[·, ·] denotes the Lie bracket on g and δf
δw ∈ g is defined by

∀v ∈ g∗ : Df |w(v) =

〈
v,
δf

δw

〉
with Fréchet derivative D. 4

Definition 12.2.2 (Hamiltonian system and Hamiltonian motion). A Hamiltonian sys-

tem (P, {·, ·}, H) is a Poisson manifold (P, {·, ·}) together with a smooth map H : P →
R. The Hamiltonian vectorfield XH to the system (P, {·, ·}, H) is defined as the deriva-

tion XH = {·, H}. If f : P → R is a smooth function, then the motion of the system

(P, {·, ·}, H) in the coordinate f is given by the differential equation ḟ = {f,H}, where

the dot denotes a time-derivative. 4
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Example 12.2.2. A Hamiltonian system (M,ω,H) on a symplectic manifold (M,ω)

constitutes a Hamiltonian system on the Poisson manifold (M, {·, ·}). The Poisson

bracket {·, ·} is defined by {f, g} = ω(Xf , Xg) where the vector fields Xf and Xg

are defined by df = ω(Xf , ·) and dg = ω(Xg, ·). If M is 2n-dimensional with local

coordinates q1, . . . , qn, p1, . . . , pn and ω =
∑n

j=1 dqj ∧ dpj , then

XH =

n∑
j=1

∂H

∂pj

∂

∂qj
− ∂H

∂qj
∂

∂pj
.

The motions of the system are given by

q̇j = {qj , H} = XH(qj) =
∂H

∂pj
,

ṗj = {pj , H} = XH(pj) = −∂H
∂qj

.

with j = 1, . . . , n. 4

Remark 12.2.1. For Hamiltonian systems on a finite dimensional, symplectic manifold,

there exist local coordinates such that the motions are given by

ż = S∇H(z),

for a constant, skew-symmetric, nondegenerate matrix S. The analogue for finite di-

mensional Poisson systems is that S is allowed to be z dependent and degenerate (but

still skew-symmetric). 4

Remark 12.2.2. Like in the symplectic case, the Hamiltonian is a conserved quantity

under motions of the corresponding Hamiltonian system on a Poisson manifold. Ad-

ditionally, the Poisson structure encodes interesting geometric features of Hamiltonian

motions. Casimir functions, which are real valued functions f with {f, ·} = 0 are con-

served quantities (with no dependence on the Hamiltonian). While the only Casimirs

are constants if the Poisson structure is induced by a symplectic structure (as in Exam-

ple 12.2.2), nontrivial Casimir functions are admissible in the Poisson case. Moreover,

in a Poisson system a motion never leaves the coadjoint orbit in which it was initialised.

We refer to Marsden and Ratiu, 1999b, Ch.10 for proofs and more properties of Poisson

manifolds. 4

In what follows we will present an integrator for Hamiltonian systems on the dual

of the Lie-algebra of the group of diffeomorphisms on the circle diff(S1)∗. The setting

covers, for example, Burgers’ equation and perturbations. This shows how to apply

the ideas of McLachlan, Modin, and Verdier, 2014 in the infinite dimensional setting

of Hamiltonian PDEs.
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12.3 Lie–Poisson structure on diff(S1)∗

Consider the Fréchet Lie-group G = Diff(S1) of orientation preserving diffeomorphisms

on the circle S1. In the following we view S1 as the quotient R/LZ for L > 0 with

coordinate x obtained from the universal covering R→ R/L. The Lie-algebra g can be

identified with the space of smooth vector fields on S1, where the Lie bracket is given

as the negative of the usual Lie bracket of vector fields[
u
∂

∂x
, v

∂

∂x

]
= (uxv − vxu)

∂

∂x
.

Here ux and vx denote the derivative of u and v with respect to the coordinate x on

S1 = R/LZ (Kriegl and Michor, 1997, Thm. 43.1). The dual2 g∗ of the Lie algebra can

be identified with the quadratic differentials on the circle Ω⊗2(S1) = {u · (dx)2 |u ∈
C∞(S1,R)}. The dual pairing is given by〈

u(dx)2, v
∂

∂x

〉
=

∫
S1

u(x)v(x)dx

(Khesin and Wendt, 2009, Prop. 2.5). The coadjoint action of an element φ ∈ G on an

element u(dx)2 ∈ g∗ is given as

Ad∗φ−1

(
u(dx)2

)
= (u ◦ φ) · φ2

x · (dx)2 = φ∗
(
u(dx)2

)
.

We see that the coadjoint action on u(dx)2 preserves the zeros of u. The map u ∈
C∞(S1,R) must have an even number of zeros. Consider two consecutive zeros a, b ∈ S1.

The integral ∫ b

a

√
|u(x)|dx

is constant on the coadjoint orbit through u(dx)2 since the action corresponds to a

diffeomorphic change of the integration variable in the above expression. It follows

that the map Φ: g∗ → R with

Φ(u(dx)2) =

∫
S1

√
|u(x)|dx

is a Casimir for the Poisson structure on g∗ (Khesin and Wendt, 2009). For H ∈
C∞(g∗,R) Hamilton’s equations are given as

d

dt
u(t, x)(dx)2 = ad∗ δH

δu(t,·)(dx)2

(
u(t, x)(dx)2

)
2which does not coincide with the functional analytic dual to g
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or, identifying g and g∗ with C∞(S1,R), as

ut = ad∗δH
δu

u.

Here δH
δu denotes the functional or variational derivative of H and ad∗η : g∗ → g∗ the

dual map to adη : g→ g given by

adη(µ) = [η, µ]

(Marsden and Ratiu, 1999b, Prop. 10.7.1.).

Lemma 12.3.1. Hamilton’s equations can be rewritten as

ut =

(
∂

∂x
u+ u

∂

∂x

)
δH

δu
. (12.3.1)

Proof. Let v ∈ g, u ∈ g∗ (both identified with C∞(S1,R)). Denoting the dual pairing

between g and g∗ by 〈·, ·〉, we obtain

〈
ad∗δH

δu

u, v
〉

=
〈
u, ad δH

δu
v
〉

=

〈
u,

[
δH

δu
, v

]〉
=

〈
u,

(
δH

δu

)
x

· v −
(
δH

δu

)
· vx
〉

=

〈
u ·
(
δH

δu

)
x

, v

〉
−
〈
u ·
(
δH

δu

)
, vx

〉
=

〈
u ·
(
δH

δu

)
x

, v

〉
+

〈(
u ·
(
δH

δu

))
x

, v

〉
,

whereas the last equation follows using integration by parts.

Example 12.3.1. On g∗ consider the Hamiltonian

H(u) =

∫
S1

H(ujet(x))dx

with H : RK+1 → R and the K-jet of the map u

ujet(x) := (u(x), ux(x), ux2(x), . . . , uxK (x))

:=

(
u(x),

∂u

∂x

∣∣∣∣
x

,
∂2u

∂x2

∣∣∣∣
x

, . . . ,
∂Ku

∂xK

∣∣∣∣
x

)
.

By Lemma 12.3.1, Hamilton’s equations are given as

ut =

(
∂

∂x
u+ u

∂

∂x

) K∑
j=0

(−1)j
∂j

∂xj

(
∂H
∂uxj

(ujet)

)
.

For H(u) = −1
6u

2 we obtain the inviscid Burgers’ equation ut + uux = 0. 4
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Remark 12.3.1. Using formula (12.2.1) from Example 12.2.1 identifying g ∼= C∞(S1,R)

and g∗ ∼= C∞(S1,R), the Lie–Poisson bracket is given by

{F,G}(u) =

∫
S1

(
d

dx

(
δF

δu

)
δG

δu
− δF

δu

d

dx

(
δG

δu

))
f dx,

where δF
δu denotes the functional or variational derivative of F at u. Discretising S1 ∼=

R/Z using a (periodic) grid with N grid-points, we naturally obtain RN as a discrete

analogue of g∗. However, the above Poisson structure does not pass naturally to RN .

4

12.4 The collective system

Let us construct a realisation J : M → g∗ where M is a symplectic vector space.

Consider the left-action of g ∈ G = Diff(S1) on q ∈ Q = C∞(S1, S1) defined by

g.q = q ◦ g−1.

Lemma 12.4.1. The vector field v̂ generated by the infinitesimal action of an element

v ∈ g ∼= X(S1) on Q is given by the Lie-derivative −Lv. Interpreting v as an element

in C∞(S1,R), this becomes v̂q = −v · qx ∈ C∞(S1,R) ∼= TqQ.

Proof. Let g : (−ε, ε) → Diff(S1) be a smooth curve with g0 = id and d
dt

∣∣
t=0

gt = v ∈
g ∼= C∞(S1,R). Let x ∈ S1. Differentiating x = gt(g

−1
t (x)) with respect to t at t = 0

we obtain
d

dt

∣∣∣∣
t=0

g−1
t (x) = −v(x).

Let q ∈ Q. We have

v̂q(x) =
d

dt

∣∣∣∣
t=0

(gt.q)(x) =
d

dt

∣∣∣∣
t=0

(
q ◦ g−1

t

)
(x) = −v(x)qx(x).

Let M denote the cotangent bundle over Q, which is viewed as T ∗Q ∼= Q ×
C∞(S1,R). The pairing of (q, p) ∈ M with an element v ∈ TqQ ∼= C∞(S1,R) is

given by

〈(q, p), v〉 =

∫
S1

p(x)v(x) dx.

A symplectic structure on M is given by

Ω((vq, vp), (wq, wp)) =

∫
S1

(wpvq − vpwq) dx.
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For (q, p) ∈M and H̄ : M → R the maps δH̄
δq and δH̄

δp can be defined by

DH̄|(q,p)(wq, 0) =

∫
S1

δH̄

δq
wqdx, DH̄|(q,p)(0, wp) =

∫
S1

δH̄

δp
wpdx,

where D denotes the Gâteaux derivative. (Each map δH̄
δq and δH̄

δp can depend on both

q and p although this is not incorporated in the notation.) Now

DH̄|(q,p)(wq, wp) = Ω

((
δH̄

δp
,−δH̄

δq

)
, (wq, wp)

)
and Hamilton’s equations can be written in the familiar looking form

qt =
δH̄

δp
, pt = −δH̄

δq
. (12.4.1)

We consider the cotangent lifted action of the aforementioned action of G on Q to

obtain a Hamiltonian group action of G on M given by

g.(q, p) = (q ◦ g−1, p ◦ g−1 · (g−1)x).

Alternatively, interpreting the fibre component of elements in T ∗Q as 1-forms the action

is given by g.(q, pdx) =
(
q ◦ g−1, (g−1)∗(pdx)

)
.

Proposition 12.4.2. The momentum map J : M → g∗ of the cotangent lifted action

of G on M is given as

J(q, p) = −qx · p.

Proof. Using the formula for the momentum map of cotangent lifted action (see Mars-

den and Abraham, 1978, p. 283) we obtain

〈v, J(q, p)〉 = 〈(q, p), v̂q〉 = 〈(q, p),−v · qx〉 = −
∫
S1

v(x)p(x)qx(x)dx = 〈v,−qx · p〉

for all v ∈ g, as claimed. In the above equations v̂q denotes the vector field generated

by the infinitesimal action of the element v ∈ g as in Lemma 12.4.1.

The manifold M is equipped with a Poisson structure defined by the symplectic

structure Ω. By construction, the momentum map J : M → g∗ is a Poisson map. It is

surjective (take q = id) and therefore called a full realisation of g∗. IfH is a Hamiltonian

on g∗, then the Hamiltonian flow of the collective system (M,Ω, H ◦ J) maps fibres of

J to fibres and descends to the Hamiltonian flow of the system (g∗, {·, ·}, H) because

the Hamiltonian vector fields are J-related and J is a Poisson map. More generally, a

symplectic map on M that maps fibres to fibres descends to a Poisson map on g∗.
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Figure 12.1: Uniform periodic grids on S1 ∼= R/LZ, L > 0.

Example 12.4.1. As in Example 12.3.1 we consider the Hamiltonian

H(u) =

∫
S1

H(ujet(x))dx

on g∗. Hamilton’s equations of the collective system (M,Ω, H̄) with H̄ = H ◦ J can be

calculated using (12.4.1) and are given as the following system of PDEs

qt = qx

K∑
j=0

(−1)j
∂j

∂xj

(
∂H
∂uxj

(ujet)

)
,

pt = − ∂

∂x

p K∑
j=0

(−1)j
∂j

∂xj

(
∂H
∂uxj

(ujet)

) .

Choosing H(u) = −1
6u

2 (Burgers’ equation) yields

qt = −1

3
q2
xp, pt = −1

3
(qxp

2)x.

4

12.5 Integrator of the collective system

12.5.1 Spatial discretisation

We use a second-order finite-difference method in space to discretise the realisation J

and the Hamiltonian H to obtain a system of Hamiltonian ODEs in canonical form: as

before, we consider S1 as the quotient R/LZ. We introduce a uniform grid (x1, . . . , xN ),

xj = j · ∆x, ∆x = 1/N with N points and periodic boundary conditions. Moreover,

we consider the corresponding half-grid (x1/2, . . . , xN−1/2). Both grids are illustrated

in Figure 12.1.
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In the discretised setting, elements in Q = C∞(S1, S1) and C∞(S1,R) are approx-

imated by their values on the considered grid. This leads to an approximation of g∗

and Q by the vector space RN and an approximation of M by T ∗RN ∼= R2N , which we

equip with coordinates (q̂, p̂) = q1, . . . , qN , p1, . . . , pn in the usual way. Discretising the

symplectic structure Ω we obtain

ω = ∆x
N∑
j=1

dqj ∧ dpj ,

which is the standard symplectic structure up to the factor ∆x.

For q ∈ Q we obtain a second-order accurate approximation D∆x(q̂) of the spatial

derivative qx on the half-grid (1/2∆x, 3/2∆x, . . . , (N − 1/2)∆x) using compact central

differences as follows:(
qx(1

2∆x), qx(3
2∆x), . . . , qx((N − 3

2)∆x), qx((N − 1
2)∆x)

)>

≈ 1

∆x





1 0 . . . 0 −1

−1 1 . . . 0 0
. . .

. . .

. . .
. . .

−1 1


︸ ︷︷ ︸

=:T



q(∆x)

q(2∆x)
...

q((N − 1)∆x)

q(N∆x)


+



C(q)

0
...

0

0




.

The quantity C(q)/L is the winding number (degree)3 of the map q : S1 → S1. The

values for qx are now available on the half-grid. Notice that the quantity C(q) is

constant if q evolves smoothly subject to the PDE (12.4.1) because C(q) can only take

values in LZ. A discrete version of the map J : M → g∗ is given by Ĵ : R2N → RN with

Ĵ(q̂, p̂) = D∆xq̂.Sp̂. Its values correspond to the half-grid. The matrix S is given as

S =
1

2


1 1

1 1
. . .

. . .

1 1

 .

It averages the values of p̂ to obtain second order accurate approximations of p on

the half-grid. In this way, we obtain approximations to u = qxp on the half grid.

Approximations for ux and higher derivatives are obtained by successively applying

3Let π : R → S1 denote the universal covering of S1 ∼= R/LZ and let q̃ : R → R be any lift of the
map π ◦ q : R → S1 to the covering space. Now C(q) = q̃(L) − q̃(0). If, for instance, q is the identity
map on S1, then C(q) = L.
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T∆x and T>∆x, i.e.

∂ku

∂xk
≈

∂k∆xu

∂∆xxk
:=


D∆xq̂.Sp̂ if k = 0

−T> ∂k−1
∆x u

∂∆xxk−1 /∆x if k is odd

T
∂k−1

∆x u

∂∆xxk−1 /∆x if k is even.

(12.5.1)

Here T> denotes the transpose of the matrix T and . denotes component-wise multipli-

cation. Now all approximations for even derivatives are available on the half-grid and

all odd derivatives on the full-grid. A Hamiltonian of the form
∫
S1 H(u, ux, uxx, . . .)dx

is approximated by the sum

∫
S1

H(u, ux, uxx, . . .)dx ≈ ∆x
N∑
j=1

H(u(xj−1/2), ux(xj−1/2), uxx(xj−1/2), . . .). (12.5.2)

To evaluate (12.5.2), all approximations of ∂ku
∂xk

where k is odd are multiplied by S such

that the approximation of the jet of u is available on the half-grid. The (second-order)

averaging with S can be avoided if H is of the form

H(ujet(x)) = Heven(u(x), uxx(x), uxxxx(x), . . .)

+Hodd(ux(x), uxxx(x), uxxxxx(x), . . .).

We can then approximate the Hamiltonian by

∫
S1

H(u, ux, uxx, . . .)dx ≈ ∆x

N∑
j=1

Heven(u(xj−1/2), uxx(xj−1/2), uxxxx(xj−1/2) . . .)

+ ∆x
N∑
j=1

Hodd(ux(xj), uxxx(xj), uxxxxx(xj), . . .). (12.5.3)

Taking into account that the symplectic form ω is the canonical symplectic structure

scaled by ∆x, defining Ĥ as

Ĥ(u) =
N∑
j=1

H(u(xj−1/2), ux(xj−1/2), uxx(xj−1/2), . . .) (12.5.4)

or as the corresponding term from (12.5.3) puts Hamilton’s equations into the canonical

form
˙̂q = ∇p̂ ¯̂

H(q̂, p̂), ˙̂p = −∇q̂ ¯̂
H(q̂, p̂) (12.5.5)
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with collective Hamiltonian
¯̂
H = Ĥ ◦ Ĵ : R2N → R. Here the dot denotes the time-

derivative. Finally, (12.5.5) is a 2nd order accurate, spatial discretisation of (12.4.1).

Remark 12.5.1. An alternative to the described finite-difference discretisation are spec-

tral methods. Notice that q ∈ C∞(S1, S1) can be split into the winding term C(q)id and

the term q −C(q)id which has winding number zero. In a semi-spectral discretisation,

the derivative of q−C(q)id is calculated in a Fourier basis and the winding term C(q)id

is accounted for in the derivative qx by adding the constant C(q)/L component-wise.

The derivatives of u = qxp can be calculated without complications.

A full spectral discretisation is also possible because embedding C∞(S1, S1) and

C∞(S1,R) into the Hilbert space L2 and choosing any orthonormal basis will lead to

a symplectic form ω which is in the standard form (splitting q as above to allow for

a Fourier basis). Therefore, Hamilton’s equations for the basis coefficients appear in

canonical form. 4

12.5.2 The integration scheme

A numerical solution to the original equation (12.3.1) can now be obtained as follows.

1. Lift an initial condition

û(0) = (u(0)(x1), . . . , (u(0)(xN ))

to (q̂(0), p̂(0)) ∈ Ĵ−1(û(0)), for example by setting

q̂(0) = (∆x, 2∆x, . . . , N∆x),

p̂(0) = û(0),

as we will do in our numerical experiments. Notice that q̂(0) is a discretisation

of the identity map on S1. The exact and discrete derivative is the constant 1

function or vector.

2. The system of Hamiltonian ODEs (12.5.5) can be integrated subject to the initial

conditions (q̂(0), p̂(0)) using a symplectic numerical integrator.

3. Approximations to u can be calculated from (q̂, p̂) on the half-grid as D∆xq̂.Sp̂.

Remark 12.5.2. Conservation of
¯̂
H in (12.5.5) exactly corresponds to conservation of

the discretised Hamiltonian Ĥ (12.5.2) or (12.5.3) because we consistently relate u and

(q, p) by (12.5.1). Therefore, using a symplectic integrator to solve the system (12.5.5)

of Hamiltonian ODEs we expect excellent energy behaviour of the numerical solution.
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In the following numerical experiments we will use the symplectic implicit mid-

point rule (Section 3.2.2). The arising implicit equations will be solved using Newton

iterations. 4

Remark 12.5.3. In contrast to the case of Hamiltonian-ODEs on Poisson manifolds, it is

hard for a symplectic integrator to maintain the fibration on the symplectic manifolds

induced by the discretisation Ĵ of the realisation J . Indeed, the implicit midpoint

rule used in our numerical examples fails to do so. This is why we do not obtain

a (discretisation of a) Poisson integrator in this way. However, the described energy

conservation properties of Remark 12.5.2 are independent of this drawback. Moreover,

our numerical examples will show that we obtain excellent Casimir behaviour although

this is not forced by this construction. 4

12.6 Numerical experiments

For numerical experiments, we consider Hamiltonian systems (diff∗(S1), {·, ·}, H) with

H =

∫
S1

(
C1u

2 + C2u
2
x + C3u

3 + C4u
3
x

)
dx. (12.6.1)

To gain a sense of the relative performance of the collective integration method

from Section 12.5 we will now develop a conventional finite-difference approach for

comparison that is based on McLachlan, 2003.

First, a finite dimensional discrete Hamiltonian approximation is obtained by

Ĥ = ∆x
N∑
j=1

(C1û
2
j + C2(ûx)2

j + C3û
3
j + C4 (ûx)3

j ), (12.6.2)

where ûx = T û/∆x is a compact finite-difference approximation. The PDE is then

written as a set of the Hamiltonian ODEs in skew-gradient form

˙̂u = K(û)∇ûĤ∆x. (12.6.3)

Here, K(û) = (UD(1) +D(1)U) represents the discrete version of the coadjoint operator

in equation (12.3.1), where U = diag(û) is a diagonal matrix with ûj on the jth diagonal

and the matrix D(1) is a centred finite-difference matrix with the stencil [− 1
2∆x , 0,

1
2∆x ]

on the main three diagonals and − 1
2∆x and 1

2∆x on the top right and bottom left corners,
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respectively. This yields a skew-symmetric matrix K(û) given as

1

2∆x



0 u1 + u2 −un − u1

−u1 − u2 0 u2 + u3

. . .
. . .

. . .

−un−2 − un−1 0 un−1 + un

u1 + un −un−1 − un 0


,

where the diagonal dots denote the continuation of the stencil [−ui−1−ui, 0, ui +ui+1]

on the ith row. Note that

d

dt
Ĥ = (∇ûĤ)T ˙̂u = (∇ûĤ)TK(û)∇ûĤ = 0, (12.6.4)

hence, Ĥ is a first integral of this ODE. Finally, equation (12.6.3) is integrated using

the implicit midpoint rule, which is solved using Newton iterations. This method will

henceforth be referred to as the conventional method.

The conventional and collective methods are both order-two in space as shown by

Figure 12.2, which show errors for travelling wave solutions of the cubic Hamiltonian

system outlined in Section 12.6.2. The Hamiltonian error at time t = tn is calculated

by (Ĥ(0)− Ĥ(tn))/Ĥ(0) and similarly for the Casimir error. The solution error is

||ûn − ûe||2
||ûe||2

,

where ûn is the numerical solution, ûe is the exact solution evaluated on the grid and

|| · ||2 is the discrete L2-norm. We see from Figure 12.2b that the collective method

preserves the energy up to machine precision for this experiment. We remark that the

solution error observed in Figure 12.2c is largely attributed to phase error and does not

reflect the ability of the method to preserve the shape of the travelling wave.

12.6.1 Inviscid Burgers’ equation

Setting C1 = 1, C2 = 0, C3 = 0 and C4 = 0 in equation (12.6.1) yields the well-known

inviscid Burgers’ equation

ut = 6uux.

In the following example, the equation is modelled with the initial conditions u(0, x) =

1 + 1
2 cos(2πx/L), which develops a shock wave at about t = 0.4. Figure 12.3 shows

three snapshots of the conventional and the collective solutions before and after the

shock and Figure 12.4 shows the Casimir and Hamiltonian errors over time. Over the

short simulation time, both methods yield qualitatively similar solutions. Due to the
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Figure 12.2: Order-two convergence for the travelling wave solution of the extended
Burgers’ equation outlined in Section 12.6.2. The plots correspond to the conventional
solution ( ) and the collective solution ( ) and an order-two reference line ( ). The
error is calculated after 512 timesteps, with L = 8, ∆t = 2−14 and ∆x = L/2k for
k = 1, 2, 3 and 4.
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Figure 12.3: Inviscid Burgers’ equation solutions of the conventional method ( )
and collective method ( ). The grid parameters are nx = 64, ∆x = 0.125, L = 8
and ∆t = 2−12. A shock forms at about t = 0.4.

presence of shock waves in the inviscid Burgers’ equation, it is difficult to gain a sense

of the long term behaviour of the methods as no solution exists after a finite time.

From Figure 12.4b we see that the conventional method has exceptional Hamiltonian

preservation properties and maintains the error at machine precision throughout the

simulation. This can be explained by the fact that the implicit midpoint rule pre-

serves quadratic invariants, that is, Ĥ is preserved exactly by the conventional method.

Otherwise, the errors grow quadratically until the shock develops, after which, they

appear bounded. The Hamiltonian error of the collective solution can also be reduced

to machine precision by reducing the time step ∆t.

12.6.2 Extended Burgers’ equation

We now focus our attention to a cubic Hamiltonian problem that we have designed to

admit non-symmetric travelling wave solutions. The PDE being modelled arises from

setting C1 = 1/2, C2 = 1/2, C3 = −1/4 and C4 = 1/2 in equation (12.6.1), which
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Figure 12.4: The errors corresponding to the conventional ( ) and collective ( )
methods for the inviscid Burgers’ equation and O(t2) reference lines ( ).

yields

ut = 3uux −
9

4
u2ux − uxuxx − 3u2

xuxx − 2uuxxx − 2uuxuxxx − 6uu2
xx

and is henceforth referred to as the extended Burgers’ equation.

Travelling wave solutions

In this example, we look for solutions of the form u(x, t) = f(s), where s = x − ct for

wave velocity c. This yields an ODE in s, which is solved to a high degree of accuracy

on the grid using MATLAB’s ode45. Figure 12.5 shows snapshots of travelling wave

solutions to the extended inviscid Burgers’ equation and their Fourier transforms and

Figure 12.6 shows the corresponding errors. The errors of the collective solution are

bounded whereas the conventional solution errors grow with time. In particular, the

high frequency Fourier modes of the conventional solution erroneously drift away from

that of the exact solution while the collective solution keeps these modes bounded. The

effect of these erroneously large high frequency modes is that the solution appears less

smooth as can be seen in Figure 12.5c. This is again highlighted by Figure 12.6c, which

shows that the highest frequency mode (i.e., the mode whose wavelength is equal to

the grid spacing ∆x) grows exponentially in time. Figures 12.6a and 12.6b show the

behaviour of the Casimir and Hamiltonian errors. This highlights the ability of the

collective method to keep the errors bounded, while the errors of the conventional

solution grow linearly with time. Towards the end of the simulation, the errors of

the conventional solution become so large that the implicit equations arising from the

midpoint rule become too difficult to solve numerically and the Newton iterations fail

to converge. The simulation ends with the conventional method errors diverging to

infinity.
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Figure 12.5: Travelling wave solutions of the extended Burgers’ equation (top row) and
the positive Fourier modes (bottom row) at t = 109 (left column), t = 218 (middle
column) and t = 437 (right column). The plots correspond to the conventional method
( ), collective method ( ) and the exact travelling wave solution ( ). The
grid parameters are nx = 16, ∆x = 0.5, L = 8 and ∆t = 2−6.
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Figure 12.6: The errors corresponding to the conventional ( ) and collective ( )
methods for the travelling wave experiment. The reference lines ( ) are O(t) in
figures (a) and (b) and exponential in figure (c).
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Figure 12.7: Periodic bump solutions of the extended Burgers’ equation (top row)
and the positive Fourier modes (bottom row) at t = 10 (left column), t = 100 (middle
column) and t = 1000 (right column). The plots correspond to the conventional method
( ) and the collective method ( ). The grid parameters are nx = 32, ∆x =
0.25, L = 8 and ∆t = 2−8.

Periodic bump solutions

In this example, we model solutions to the extended Burgers’ equation from the initial

condition

u(x, 0) = 1 +
1

2
exp(− sin2(

πx

L
)).

Figure 12.7 shows snapshots of the solution and its positive Fourier modes and Fig-

ure 12.8 shows the behaviour of the Casimir and Hamiltonian errors over time. As in

the travelling wave example, we see that the high frequency modes of the conventional

solution grow with time causing rough wiggles in Figure 12.7c. The conventional so-

lution has bounded Hamiltonian error, despite linear and exponential growth in the

Casimir and highest frequency Fourier modes, respectively. In particular, the collective

solution has excellent error behaviour, which appears to be bounded over the simulation

period for all three plots of Figure 12.8.

12.7 Conclusion

We have demonstrated that Hamiltonian PDEs on Poisson manifolds can be integrated

numerically while maintaining the structure preserving properties of Poisson systems
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Figure 12.8: The errors corresponding to the conventional ( ) and collective ( )
methods for the periodic bump example. The reference line ( ) in figure (a) is O(t).

very well. This is achieved by

1. realising the Poisson-Hamiltonian system as an infinite dimensional, collective

Hamiltonian system on a symplectic manifold and lifting the initial condition

from the Poisson system to the collective system,

2. discretising the collective system in space to obtain a system of Hamiltonian

ODEs, and

3. using a symplectic integrator to solve the system.

The symplectic integrator will, in general, fail to preserve the fibration induced by

the realisation. Therefore, the presented integrators for Hamiltonian PDEs cannot be

expected to conserve the Poisson structure exactly. This is in contrast to the case of

Hamiltonian ODEs on Poisson manifolds, where the fibres can be structurally simple

for carefully chosen realisations and genuine Poisson integrators can be constructed.

Regardless, in the ODE as well as in the PDE case the integrator is guaranteed to

inherit the excellent energy behaviour from the symplectic integrator which is applied

to the collective system. Moreover, our numerical examples for Hamiltonian PDEs

show excellent Casimir behaviour as well. Indeed, energy as well as Casimir errors are

bounded in long term simulations.

Structure preserving properties of conventional numerical schemes typically rely

on the presence of structurally simple symmetries of the differential equation. If the

discretisation is invariant under the same symmetry as the equation, then the numer-

ical solution will share all geometric features of the exact solution which are due to

the symmetry. The simple form of the symmetries, however, is immediately destroyed

when higher order terms in the Hamiltonian are switched on. Although exact solu-

tions still preserve the Hamiltonian, numerical solutions obtained using a traditional

scheme fail to show a good energy behaviour. The advantage of the presented inte-

gration methods is that their excellent energy behaviour is guaranteed no matter how
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complicated the Hamiltonian is. Our numerical examples for the extended Burgers’

equation demonstrate the importance of structure preservation: while growing energy

errors of the conventional solution cause a blow up, there are no signs of instabilities

for the collective solution.



Chapter 13

Do multisymplectic integrators

preserve Hamiltonian structures

of symmetric solutions?

Work in this chapter has been concluded and submitted (McLachlan and Offen,

2020a).

An important feature of Hamiltonian ODEs is that their flow maps are symplectic.

As discussed in the review section, preserving symplecticity under numerical discreti-

sation is beneficial because other structure preserving properties come along with it

automatically as, for instance, excellent energy conservation, preservation of topologi-

cal properties of the phase portrait (e.g. absence of artificial attractors) or the preser-

vation of bifurcations in boundary value problems. Symplectic structure generalises

to the setting of partial differential equations in various ways. Variational structure

(related to Hamiltonian structure via Legendre transformations) has been exploited in

Chapter 11 to extend our techniques from the bifurcation analysis of boundary value

problems for Hamiltonian ODEs to the PDE setting. Chapter 12 shows how classical

symplectic integration techniques can be applied to PDEs that can be formulated as

Hamiltonian systems on infinite dimensional Poisson manifolds to recover advantages

of classical symplectic integration.

Another approach to generalise Hamiltonian systems on symplectic manifolds to

the PDE setting is multisymplecticity. The conservation of a symplectic 2-form by the

Hamiltonian flow in the ODE setting can be generalised to a multisymplectic conserva-

tion law which involves a 2-form for each spatial-temporal dimension. Roughly speak-

ing, if the symplectic conservation law of Hamiltonian ODEs Kzt = ∇H(z) is written

as ωt = 0, then the multisymplectic conservation law for the PDE Kzt +Lzx = ∇H(z)

has the form ωt + κx = 0 for ω = dz ∧Kdz and κ = dz ∧ Ldz with skew-symmetric

264
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matrices K and L. An introduction is given, for instance, in Hydon, 2005. Many

discretisation schemes have been shown to preserve discretised versions of multisym-

plectic conservation laws (McLachlan, Ryland, and Sun, 2014; McLachlan and Stern,

2019). One of them is the 5-point stencil. In the following chapter we will use a vari-

ational viewpoint to approach the question how multisymplectic integrators preserve

structure that governs symmetric solutions of multisymplectic PDEs or Euler-Lagrange

equations. In particular, we will show that after discretisation with the multisymplectic

5-point stencil travelling waves in the discretised non-linear wave equation are governed

by a modified Hamiltonian principle, where the Hamiltonian is given as a formal power

series defined on the original phase space or, equivalently, by a formal 1st order varia-

tional principle. The modified Lagrangian is obtained by backward error analysis and

has the form of a formal P -series. This recovers the structure of the continuous system

correctly which follows Palais’ principle of symmetric criticality, reviewed below. Fur-

ther research is proposed to clarify the role of multisymplecticity for the preservation of

Palais’ principle of symmetric criticality under discretisation by analysing an example

of a rotating travelling wave.

13.1 Introduction

Many partial differential equations fulfil a variational principle, i.e. they occur as the

Euler-Lagrange equations corresponding to an action functional S : U → R of the form

S(u) =

∫
L(x1, . . . , xn, u, uxj , uxixj , . . .)dx1 . . . dxn

defined on some function space U (typically a Banach space). Examples include the

nonlinear wave equation, KdV (Whitham, 1967), the dispersionless Camassa-Holm

equation (Cotter, Holm, and Hydon, 2007), the nonlinear Schrödinger equation, and

many more. A variational formulation of a PDE can provide some interesting physical

insights: for instance, a variational formulation allows for an application of Noether’s

theorem connecting continuous symmetries with conserved quantities.

Consider the action of a Lie group G on the function space U . Let us denote the

set of elements u ∈ U which are invariant under the action of the symmetry group G

by U sym, i.e. U sym = {u ∈ U | g ·u = u ∀g ∈ G}. Assume that U sym is a submanifold of

U . Critical points of the action S : U → R which lie in U sym are critical points of the

restricted functional S|Usym . If the converse holds true as well, i.e. if the critical points

of S|Usym are critical points of S, then we say the principle of symmetric critically holds

true. In other words, the principle of symmetric critically says that symmetric elements

u ∈ U sym which are stationary points of S with respect to symmetric variations are

stationary with respect to all variations. Palais (1979) analyses when the principle of
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symmetric critically applies. He proves in particular that the principle holds if the

symmetry group is compact or the group action is isometric and U is a Banach space.

Variational principles are useful for constructing integration schemes too. These are

highly practical and also allow for a theoretical analysis using discrete versions of tools

known from the continuous setting such as, for example, the discrete Noether theorem

(Marsden and West, 2001b).

The idea of backward error analysis is the following: the numerical solution of an

ODE or PDE coincides with the exact solution of a modified equation at the grid

points. The modified equation depends on the discretisation parameters and can be

obtained as a series expansion of the discretised equation around the discretisation

parameters. Finding the modified equation and analysing its structure is called back-

ward error analysis (BEA) (see, for instance Hairer, Lubich, and Wanner, 2013, §IX).

Recall from Section 3.7 that in case of Hamiltonian ODEs discretised by a symplectic

integrator the modified equation has again Hamiltonian structure for a modified Hamil-

tonian with respect to the original symplectic structure on the same phase space. The

Hamiltonian is given as a formal power series in the discretisation parameter which

typically does not converge. However, optimal truncation results are available (The-

orem 3.7.1). Vermeeren, 2017 observed that backward error analysis for variational

integrators can be done purely on the Lagrangian side. When expanding discretised

PDEs around discretisation parameters higher order derivatives occur which can, in

contrast to the ODE case, not be eliminated. Therefore, the modified system is de-

fined on a higher-dimensional phase space than the original PDE. Moreover, optimal

truncation techniques have not yet been developed (see the open problems list in Mars-

den and West, 2001a, §5.3.2).

In the following we address the question whether the principle of symmetric criti-

cality holds for variational integrators by analysing the non-linear wave equation

utt − uxx − V ′(u) = 0 (13.1.1)

and the five-point stencil discretisation. The discretisation scheme is multisymplectic.

In the continuous setting, the PDE (13.1.1) as well as its travelling waves are gov-

erned by a first-order variational principle. We will apply BEA techniques to derive

a modified ODE which governs travelling waves of the discretised system. Our BEA

lives in between the two worlds of BEA for ordinary and BEA for partial differential

equations: the modified equation admits a reduction to a 2nd order ODE (which is the

form of the ODE governing travelling waves in the exact system) but contains the two

discretisation parameters ∆t and ∆x. We will analyse whether it is governed by a 1st

order variational principle for a modified Lagrangian.

McDonald et al., 2016 consider (13.1.1) for scalar valued u discretised by the 5-point
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stencil and show that the travelling waves in the modified equation are governed by a

planar Hamiltonian system up to terms of order 6 in the discretisation parameters ∆t

and ∆x. We extend this result and show that the result holds in higher dimensions

and up to any order: there exists a first-order variational principle governing (higher-

dimensional) travelling waves in the discretised PDE. The modified variational principle

has the form of a formal P -series (see Hairer, Lubich, and Wanner, 2013, Ch. III.2.1).

Moreover, this is true for all reduced functional equations which allow a formulation as

a symmetric linear multi-step method.

Our proofs use the theory of symmetric linear multi-step methods and do not apply

when considering phase-rotating travelling waves. This leaves the question whether the

preservation of the principle of symmetric criticality is guaranteed by variational or

multisymplectic integrators or rather related to compatibility of the symmetry of the

sought solutions with the symmetries of the mesh to future research. An answer can

shed some light on the role of multisymplecticity for discretisations.

13.2 Setting for example of rotating travelling waves

In the following, we will consider travelling waves with constant phase rotation in the

nonlinear wave equation (13.1.1) and restrict later to the non-rotating case.

13.2.1 Continuous setting

Let Ω = R2 and let V : R→ R be an analytic potential. The Euler–Lagrange equations

to the action functional

S(u) =

∫
1

2
(〈ut, ut〉 − 〈ux, ux〉+ V (〈u, u〉)) d(t, x), (13.2.1)

with u : Ω→ R2 recover the nonlinear wave equation (13.1.1), i.e.

utt − uxx − V ′(〈u, u〉)u = 0. (13.2.2)

Lemma 13.2.1. Solutions of (13.2.2) of the form

u(t, x) = R(t)φ(x− ct) (13.2.3)

with φ : R→ R2 and

J =

(
0 1

−1 0

)
, R(t) = exp(tαJ) =

(
cos(αt) sin(αt)

− sin(αt) cos(αt)

)
(13.2.4)
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Figure 13.1: Dynamics of the amplitude variable φ1(ξ) for α ∈ {0, 0.3, 0.5, 0.7} for the
potential V (a) = − exp(−(a− 1)2) and the wave speed c = 0.5.
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Figure 13.2: Phase portrait of the amplitude variables φ1(ξ), φ2(ξ) for α ∈ {0, 0.1, 0.6}
for the potential V (a) = − exp(−(a− 1)2), the wave speed c = 0.5 and ξ ∈ [−5, 10].

for α ∈ [0, 2π) solve the ODE

(α2 + V ′(〈φ(ξ), φ(ξ)〉))φ(ξ) + 2cαJφ̇(ξ)− (c2 − 1)φ̈(ξ) = 0. (13.2.5)

On the other hand, solutions to (13.2.5) give rise to solutions u(t, x) = R(t)φ(x−ct)
of (13.2.2).

The dynamics of φ1(ξ) for different values of α and a sample potential V are dis-

played in Figure 13.1. Figure 13.2 shows phase plots of φ1(ξ) and φ2(ξ).

Lemma 13.2.2. The system of ODEs (13.2.5) are the Euler-Lagrange equations to the

action functional

Ssym(φ) =

∫
L(φ, φ̇)dξ

with

L0(φ, φ̇) =
1

2

(
α2〈φ, φ〉 − 2αc〈Jφ, φ̇〉+ (c2 − 1)〈φ̇, φ̇〉+ V (〈φ, φ〉)

)
. (13.2.6)
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Remark 13.2.1. Indeed, restricting S to symmetric functions of the form (t, ξ) 7→
R(t)φ(ξ) yields the functional Ssym from Lemma 13.2.2. This shows that Palais’ princi-

ple of symmetric criticality (Palais, 1979) is valid in this example, i.e. the critical points

of S which are symmetric coincide with the points which are symmetric and critical with

respect to symmetric variations. In other words, if u is symmetric and DS(u)(v) = 0

for all symmetric test functions v, then DS(u)(v) = 0 for all test functions v. Here, we

assume that S can be defined on a Banach space and D is the Fréchet derivative. The

validity of the principle of symmetric criticality also follows directly from Palais, 1979

in an appropriate functional analytic setting using the action of the compact Lie group

(Z/2π
α Z) on the domain of definition of S given by s · u = R(−s)u(t+ s, ξ). 4

Remark 13.2.2. The ODE (13.2.5) admits a Hamiltonian formulation on R4 equipped

with the symplectic structure

dq1 ∧ dp1 + dq2 ∧ dp2.

The Hamiltonian is obtained as the Legendre transformation of the Lagrangian function

L0 defined in (13.2.6) and expressed in the canonical coordinates

q = φ, p = ∇φ̇L
0 = (c2 − 1)φ̇− cαJφ. (13.2.7)

The Hamiltonian is given as

H(q, p) =
1

2(c2 − 1)
(‖p‖2 + 2cα〈p, Jq〉+ α2‖q‖2 − (c2 − 1)V (‖q‖2).

4

Remark 13.2.3. The 1-form L0(φ, φ̇)dξ is invariant under the prolongation of the Lie

group action of S1 ∼= R/(2πZ) on R2 defined by θ · (ξ, φ) = (ξ, exp(θJ>)φ), where exp

denotes the matrix exponential as in (13.2.4). By Noether’s First Theorem (Mansfield,

2010, §7.2) the quantity

Idyn
rot (φ, φ̇) = 〈∇φ̇L

0, J>φ〉 = αc‖φ‖2 + (c2 − 1)〈Jφ̇, φ〉

is conserved along solutions of (13.2.5). In the canonical coordinates q, p from (13.2.7)

the quantity is given as

Irot(q, p) = 〈Jp, q〉.

Also see Figure 13.3. 4
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Figure 13.3: Evaluation of the conserved quantity Irot (see Remark 13.2.3) along a
numerically computed trajectory shows round-off errors only. Here V (a) = −1

2a − a
2,

α = −1, c = 2. The integrator is the symplectic midpoint rule. Implicit equations are
solved using fixed point iterations.

13.2.2 5-Point stencil discretisation and modified equation

The 5-point stencil discretisation of (13.2.2) with respect to a mesh {(i∆t, j∆x)}(i,j)∈Z2

and ui,j corresponding to the value of a function u at the mesh point (i∆t, j∆x) is given

as

0 =
1

∆t2
(ui−1,j − 2ui,j + ui+1,j)−

1

∆x2 (ui,j−1 − 2ui,j + ui,j+1)− V ′(〈ui,j , ui,j〉)ui,j .
(13.2.8)

The scheme is multisymplectic. It arises via a discretisation of the continuous action

S as the following lemma shows.

Lemma 13.2.3. A discrete solution u∆ = (ui,j)i,j∈Z satisfies (13.2.8) if and only if for

all K ∈ N it extremises

SK∆ (u) =

K∑
i,j=−K

‖ui−1,j − ui,j‖2

∆t2
− ‖ui,j−1 − ui,j‖2

∆x2
− V (‖ui,j‖2)

on all interior grid-point, i.e. ∇(ui,j)−K+1≤i,j≤K−1
SK∆ (u) = 0.

For further analysis we consider the following functional equation arising from the

stencil.
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0 =
1

∆t2
(u(t−∆t, x)− 2u(t, x) + u(t+ ∆t, x))

− 1

∆x2 (u(t, x−∆x)− 2u(t, x) + u(t, x+ ∆x))

− V ′(〈u(t, x), u(t, x)〉)u(t, x)

(13.2.9)

The ansatz for a symmetric solution from (13.2.3), i.e. u(t, x) = R(t)φ(x− ct) with

ξ = x− ct in (13.2.9) leads to the following functional equation for φ

0 =
1

h2∆t2
(R(−∆t)φ(ξ + c∆t)− 2φ(ξ) +R(∆t)φ(ξ − c∆t))

− 1

h2∆x2 (φ(ξ + ∆x)− 2φ(ξ) + φ(ξ −∆x))

− V ′(〈φ(ξ), φ(ξ)〉)φ(ξ).

(13.2.10)

We have introduced the formal series variable h to the same power as the discretisation

parameters. A series expansion of (13.2.10) around h = 0 followed by solving for φ̈ in

terms of φ, φ̇ and higher order terms yields a formal power series of the form

φ̈(ξ) =
(α2 + V ′(〈φ(ξ), φ(ξ)〉))φ(ξ) + 2cαJφ̇(ξ)

c2 − 1

+ h2g2(φ(4)(ξ), . . . , φ̇(ξ), φ(ξ))

+ h4g4(φ(6)(ξ), . . . , ˙φ(ξ), φ(ξ))

+ . . .

(13.2.11)

Using this formula to replace φ̈ and all higher derivatives on the right-hand side of

(13.2.11) makes second order derivatives only occur in h4 and higher order terms.

Repeating this process iteratively we can push derivatives of order greater than 2 to

O(hr) terms for arbitrary r. We obtain a formal series of the form

φ̈(ξ) =
(α2 + V ′(〈φ(ξ), φ(ξ)〉))φ(ξ) + 2cαJφ̇(ξ)

c2 − 1
+
∞∑
j=2

h2j ĝ2j(φ̇(ξ), φ(ξ)). (13.2.12)

The second order term is reported in Appendix B.1. Refer to Offen, 2020b for source

code. The dependence of the dynamics of the amplitude variable φ1(ξ) on ∆x of a

truncation of the modified equation is illustrated in Figure 13.4 for sample data.

13.3 Structure of modified equation

In this section, we will prove the following theorem.

Theorem 13.3.1. For α = 0 the series (13.2.12) arises as the Euler-Lagrange equation
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Figure 13.4: Dynamics of the amplitude variable φ1(ξ) for α = 0, V (a) = − exp(−(a−
1)2), c = 0.5 and ∆x ∈ {0, 0.6, 1, 1.2} for the modified equation truncated after O(h3)
terms.

of the formal series

L(φ, φ̇) = L0(φ, φ̇) + h2L2(φ, φ̇) + h4L2(φ, φ̇) + . . . ,

where L0(φ, φ̇) is given as the Lagrangian of the action Ssym from Lemma 13.2.2.

The theorem also holds if the potential V (‖u‖2) is consistently replaced in our

derivation by a more general potential W (u), where u is allowed to be Rk-valued for

k ∈ N. However, we present the theory for W (u) = 1
2V (‖u‖2) to compare the rotating

case α 6= 0 and the non-rotating case α = 0.

13.3.1 Relation to linear multi-step methods

To prepare the proof of Theorem 13.3.1, let us recall some definitions for linear multi-

step methods. For an introduction see Hairer, Wanner, and Lubich, 2006, for instance.

Definition 13.3.1 (linear multi-step formula for Newton’s equation). A linear N -step

formula for Newtons equation ÿ = f(y) on Kn with K ∈ {R,C} is given by the formula

N∑
i=0

aiyi+j = ∆s2
N∑
i=0

bif(yi+j), (13.3.1)

where aj , bj ∈ R, ∆s is a discretisation parameter and {yi}i∈Z is a sequence in Kn. 4

Definition 13.3.2 (characteristic polynomials). Given a linear multi-step formula

(13.3.1) the polynomials

ρ(τ) =
N∑
i=0

aiτ
i, σ(τ) =

N∑
i=0

biτ
i

are called characteristic polynomials of the linear multi-step formula. 4

Remark 13.3.1. The formula (13.3.1) can be written as ρ(eD)ŷ = ∆s2σ(eD)f(ŷ), where

eD is the shift operator and ŷ is the sequence {yi}i∈Z. 4



CHAPTER 13. SYMMETRY AND MULTISYMPLECTIC SCHEMES 273

ξ̂ ξ̂ + (n−m)∆s ξ̂ + n∆s ξ̂ + (n+m)∆s ξ̂ + 2n∆s

∆s

Figure 13.5: Illustration of the multi-step formula described in Lemma 13.3.2. The
variable ξ̂ corresponds to ξ − c∆t when comparing with (13.2.10).

Definition 13.3.3 (order of a linear multi-step formula for Newton’s equation). A

multi-step formula has order p if its characteristic polynomials ρ and σ satisfy

ρ(e∆s)−∆s2σ(e∆s) = O(∆sp+2)

as ∆s tends to 0. 4

Definition 13.3.4 (symmetric linear multi-step formula for Newtons equation). The

multi-step formula (13.3.1) is symmetric if

aN−j = aj , bN−j = bj , 0 ≤ j ≤ N. 4

Definition 13.3.5 (linear multi-step method for Newton’s equation). A linear multi-

step method for Newton’s equation is a linear multi-step formula together with a start-

ing procedure. More precisely, a linear multi-step method corresponding to a linear

multi-step formula (13.3.1) of order p assigns ODEs ÿ = f(y) on Kn to maps

Λ: (0,∞)×Kn ×Kn → (Kn)N, Λ(∆s, y, y′) = (yj)j∈N.

The sequence (yj)j∈N is required to fulfil the multi-step formula (13.3.1). Moreover,

y0 = y and for 0 < j < N the start values y1, . . . , yN−1 approximates the exact

flow1. 4

Remark 13.3.2. To a sequence (yn) computed using a linear multi-step method for

Newton’s equation of order p approximations of velocity values can be obtained using a

finite difference approximation of the derivative dy
dt of order p in terms of the values (yn).

These can be computed a posteriori. Provided τ = 1 is a single root of ρ, the linear

multi-step method together with the velocity approximation gives rise to an underlying

P -series method, i.e. a (formal) P -series describing a map Kn × Kn → Kn × Kn such

that the first component of its iteration fulfils the multi-step formula in the sense of

formal power series (Hairer, Wanner, and Lubich, 2006). 4

1See Hairer and Lubich, 2004, §1 for minimal requirements.
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ξ̂ ξ̂ +
(

1
2 −

m
2n

)
∆s ξ̂ + 1

2∆s ξ̂ +
(

1
2 + m

2n

)
∆s ξ̂ + ∆s

∆s

Figure 13.6: Illustration of the multi-step formula described in Lemma 13.3.2 with
fractional steps as described in Remark 13.3.4. The variable ξ̂ corresponds to ξ − c∆t
when comparing with (13.2.10). Moreover, notice that m

n = ∆x
c∆t . In an appropriate

form, we can extend the multi-step formulas to the case that ∆x
c∆t is irrational.

Lemma 13.3.2. Assume that c∆t
∆x = n

m with n,m ∈ N such that n and m do not

have common divisors. Moreover, without loss of generality n ≥ m. If α = 0 in the

definition of R from (13.2.4), then the stencil (13.2.10) coincides with the multi-step

formula defined by the characteristic polynomials

ρ(τ) =
c2

n2
− 1

m2
τn−m + 2

(
1

m2
− c2

n2

)
τn − 1

m2
τn+m +

c2

n2
τ2n

σ(τ) = τn.

where ∆s = ∆x
m = c∆t

n . The formula is symmetric, of order 2 and the multi-step

formula involves 2n-steps. See Figure 13.5 for an illustration.

Proof. One can verify that ρ(eD)φ = ∆s2σ(eD)V ′(‖φ‖2)φ is equivalent to (13.2.10).

Remark 13.3.3. Even for the case α 6= 0 we can formally recover (13.2.10) as ρ(eD)φ =

∆s2σ(eD)V ′(‖φ‖2)φ if we allow the coefficients of ρ to be matrix valued (or, alterna-

tively, complex valued if we identify R2 with C). We obtain

ρ(τ) =
c2

n2
R(∆t)− 1

m2
τn−m + 2

(
1

m2
− c2

n2

)
τn − 1

m2
τn+m +

c2

n2
R(−∆t)τ2n

and σ(τ) = τn. In comparison to Lemma 13.3.2 the symmetry is destroyed. 4

Remark 13.3.4. The characteristic functions ρ and σ correspond to a stencil with 2n

steps as illustrated in Figure 13.5. We can reinterpret the formula as consisting of only

1 step which is made up of several fractional steps (see Figure 13.6). This guides us to

considering the non-polynomial characteristic functions

ρ(τ) = 4c2R(∆t)− 4
c2∆t2

∆x2
τ

1
2
− ∆x

2c∆t + 8

(
c2∆t2

∆x2
− c2

)
τ

1
2

− 4
c2∆t2

∆x2
τ

1
2

+ ∆x
2c∆t + 4c2R(−∆t)τ

σ(τ) = τ
1
2
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where the stencil (13.2.10) can be recovered as ρ(eD)φ = ∆s2σ(eD)V ′(‖φ‖2)φ. Here

the step size ∆s is given as ∆s = 2c∆t. This formula does not depend on n or m and

is also valid for irrational quotients c∆t
∆x . Moreover, the coefficients are symmetric if

α = 0. 4

13.3.2 Proof of Theorem 13.3.1 and further remarks

Proof of Theorem 13.3.1. By Lemma 13.3.2 the functional equation (13.2.10) is given

as ρ(eD)φ = ∆s2σ(eD)φ, where ρ and σ are characteristic polynomials of a symmetric

linear multi-step method if α = 0 in the definition of R from (13.2.4). As seen in

Remark 13.3.4 the characteristic functions ρ and φ can also be well defined for irrational

quotients c∆t
∆x . They are symmetric and vary smoothly in c∆t

∆x . By Chartier, Faou,

and Murua, 2006 (see especially corollary 3 in §5) the underlying P -series method is

formally conjugate to a P -series method which is symplectic for all equations of the form

φ̈ = ∇W (φ). Chosing W (φ) = V (〈φ, φ〉) this means that the flow map of (13.2.12)

is locally Hamiltonian with respect to a modified symplectic structure. Therefore,

(13.2.12) is variational.

Remark 13.3.5. It is clear from the proof of Theorem 13.3.1 that the Lagrangian L is

itself a P -series in W with the potential W (φ) = 1
2V (〈φ, φ〉). For more information on

P -series see Hairer, Lubich, and Wanner, 2013, Ch. III.2.1, for instance. 4

Remark 13.3.6. Theorem 13.3.1 and related Lemmas have been stated for rotational-

symmetric potentials to allow an easy comparison of rotating and non-rotating travel-

ling waves. Indeed, Theorem 13.3.1 also holds for a general non-rotational symmetric

potentials W and higher dimensions, i.e. travelling waves of the modified equation for

utt−uxx−∇W (u) for Rk valued maps u with respect to the 5-point stencil are governed

by a first-order variational principle. They arise as Euler-Lagrange equations and the

Lagrangian is given as a formal P -series in W . 4

The proof of Theorem 13.3.1 works because the mesh and the travelling waves (with

α = 0) are both invariant under translation symmetries. This allows us to formulate

the following corollary of Theorem 13.3.1.

Corollary 13.3.3. If we consider the following amended 5-point stencil

0 =
1

∆t2
(R(∆t)ui−1,j − 2ui,j +R(−∆t)ui+1,j)

− 1

∆x2 (ui,j−1 − 2ui,j + ui,j+1)− V ′(〈ui,j , ui,j〉)ui,j .
(13.3.2)

for a fixed α ∈ [0, 2π), then rotating travelling waves of the form (13.2.3), i.e. u(t, x) =

R(t)φ(x− ct), are governed by a 1st order variational principle, where the Lagrangian

is a formal P -series.
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13.4 Computational example

We make the following ansatz for L

L(φ, φ̇) = L0(φ, φ̇) + h2L2(φ, φ̇) + h4L4(φ, φ̇) + h6L6(φ, φ̇) +O(h8) (13.4.1)

with

L0 =
1

2

(
α2〈φ, φ〉 − 2αc〈Jφ, φ̇〉+ (c2 − 1)〈φ̇, φ̇〉+ V (〈φ, φ〉)

)
.

and L given as a P -series in W (φ) = 1
2V (〈φ, φ〉) (Remark 13.3.5). Since P -series are

related to bicoloured trees (see Hairer, Lubich, and Wanner, 2013, Ch. III.2.1), we can

obtain an ansatz for Lj by constructing all trees with black and white nodes such that

the sum of the degrees of all black nodes is j. White nodes are required to be of degree

1. The trees can then be translated into expression involving the derivatives of W

(black nodes) and the terms φi with i ∈ {1, 2} (white nodes). The second order trees

are given as

The first tree corresponds to

2∑
i=1

∂iW

∂φi

∂iW

∂φi
=
(
W (0,1)

)2
+
(
W (1,0)

)2
.

Here and in the following W (s,t) = ∂s+tW
∂φs1∂φ

t
2
. The second tree corresponds to the term

2∑
i,j=1

∂2W

∂φi∂φj
φ̇iφ̇j = 2W (1,1)φ̇1φ̇2 +W (2,0)

(
φ̇1

)2
+W (0,2)

(
φ̇2

)2
.

We obtain the ansatz

L2 = a(2, 1)

((
W (0,1)

)2
+
(
W (1,0)

)2
)

+ a(2, 2)

(
2W (1,1)φ̇1φ̇2 +W (2,0)

(
φ̇1

)2
+W (0,2)

(
φ̇2

)2
)
.

There are four order 4 trees given as

.
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They correspond to the following terms

2∑
i,j=1

∂4W

∂φi∂φj∂φk∂φl
φ̇iφ̇jφ̇kφ̇l,

2∑
i,j=1

∂W

∂φi

∂3W

∂φi∂φj∂φk
φ̇jφ̇k,

2∑
i,j=1

∂2W

∂φi∂φj
φ̇i
∂2W

∂φjφk
φ̇k,

2∑
i,j=1

∂W

∂φi

∂2W

∂φi∂φj

∂W

∂φj
.

This leads to the following ansatz.

L4 = a(4, 1)

(
4W (3,1)

(
φ̇1

)3
φ̇2 + 6W (2,2)

(
φ̇1

)2 (
φ̇2

)2

+ 4W (1,3)φ̇1

(
φ̇2

)3
+W (4,0)

(
φ̇1

)4
+W (0,4)

(
φ̇2

)4
)

+ a(4, 2)

(
2W (0,1)W (1,2)φ̇1φ̇2 + 2W (1,0)W (2,1)φ̇1φ̇2 +W (0,1)W (2,1)

(
φ̇1

)2

+ W (1,0)W (3,0)
(
φ̇1

)2
+W (0,1)W (0,3)

(
φ̇2

)2
+W (1,0)W (1,2)

(
φ̇2

)2
)

+ a(4, 3)

(
2W (1,1)W (0,2)φ̇1φ̇2 + 2W (1,1)W (2,0)φ̇1φ̇2 +

(
W (1,1)

)2 (
φ̇1

)2

+
(
W (2,0)

)2 (
φ̇1

)2
+
(
W (0,2)

)2 (
φ̇2

)2
+
(
W (1,1)

)2 (
φ̇2

)2
)

+ a(4, 4)

(
W (0,2)

(
W (0,1)

)2
+ 2W (1,0)W (1,1)W (0,1) +

(
W (1,0)

)2
W (2,0)

)
There are 10 order 6 trees which we list below.

The corresponding expression for L6 can be found in Appendix B.2. We compute

the Euler-Lagrange equations for the ansatz and solve for φ̈(ξ) using a series ansatz.
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Comparing coefficients with (13.2.12) yields α = 0 and

a(2, 1) =
c4∆t2 −∆x2

24 (c2 − 1)2

a(2, 2) =
c4∆t2 −∆x2

12 (c2 − 1)

a(4, 1) =
−3∆t4c8 − 2∆t4c6 + 10∆t2∆x2c4 − 2∆x4c2 − 3∆x4

2160 (c2 − 1)2

a(4, 2) =
−3∆t4c8 − 2∆t4c6 + 10∆t2∆x2c4 − 2∆x4c2 − 3∆x4

360 (c2 − 1)3

a(4, 3) =
−2∆t4c8 − 3∆t4c6 + 10∆t2∆x2c4 − 3∆x4c2 − 2∆x4

720 (c2 − 1)3

a(4, 4) =
−3∆t4c8 − 2∆t4c6 + 10∆t2∆x2c4 − 2∆x4c2 − 3∆x4

720 (c2 − 1)4

a(6, 1) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

302400 (c2 − 1)3

a(6, 2) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

5040 (c2 − 1)5

a(6, 3) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

30240 (c2 − 1)5

a(6, 4) =
72∆t6c12 + 94∆t6c10 + 9∆t6c8 − 413∆t4∆x2c8 + 112∆t2∆x4c6 − 112∆t4∆x2c6 − 9∆x6c4 + 413∆t2∆x4c4 − 94∆x6c2 − 72∆x6

120960 (c2 − 1)6

a(6, 5) =
72∆t6c12 + 94∆t6c10 + 9∆t6c8 − 413∆t4∆x2c8 + 112∆t2∆x4c6 − 112∆t4∆x2c6 − 9∆x6c4 + 413∆t2∆x4c4 − 94∆x6c2 − 72∆x6

60480 (c2 − 1)5

a(6, 6) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

6720 (c2 − 1)5

a(6, 7) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

15120 (c2 − 1)4

a(6, 8) =
72∆t6c12 + 94∆t6c10 + 9∆t6c8 − 413∆t4∆x2c8 + 112∆t2∆x4c6 − 112∆t4∆x2c6 − 9∆x6c4 + 413∆t2∆x4c4 − 94∆x6c2 − 72∆x6

120960 (c2 − 1)4

a(6, 9) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

20160 (c2 − 1)4

a(6, 10) =
10∆t6c12 + 22∆t6c10 + 3∆t6c8 − 77∆t4∆x2c8 + 28∆t2∆x4c6 − 28∆t4∆x2c6 − 3∆x6c4 + 77∆t2∆x4c4 − 22∆x6c2 − 10∆x6

20160 (c2 − 1)6

A P -series ansatz allows an (up to moderate orders of h) efficient calculation of the

formal series L. Refer to Offen, 2020b for source code.

13.5 Numerical experiments in the rotating case α 6= 0

It is not clear whether there exists a variational principle governing (13.2.12) if α 6= 0.

The assumption that L is a P -series, forces α = 0 in the computational example above.

Therefore, in any 1st order Lagrangian principle governing (13.2.12) the Lagrangian

cannot possibly be given as a P -series if α 6= 0. The derivation of L in the case α = 0

via symmetric multi-step methods suggests that P -series exhibit symmetries which are

broken when α 6= 0. Also see Remark 13.3.3.
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Figure 13.7 shows a numerical experiment with the modified system truncated after

the O(h3) term with α = −1. The experiment suggests that the the Liouville torus of

the exact system survives when switching on the discretisation parameters ∆x and ∆t.

Moreover, the quantities H and Irot show oscillatory behaviour rather than linear error

growth. This suggests that there are modified quantities which the truncated modified

system preserves up to O(h4)-terms. Indeed, using a polynomial ansatz we can find

corrected conserved quantities for general quadratic potentials as well.

The corrected quantity Hcorrected of H for a quadratic potential V (a) = v1a+ 1
2v2a

2

can be found in Appendix B.3. We have also computed the modified quantity for

some cubic potentials (rather than for general cubic potentials due to computational

complexity). Refer to Offen, 2020b for source code.

The existence of a Hamiltonian system that recovers the modified ODE (13.2.12)

up to higher order and for which Hmod = Hcorrected + O(h4) is the Hamiltonian with

respect to a modified symplectic structure would explain the good conservation of

Hcorrected along trajectories of the modified system. Notice that the modified ODE

inherits the rotational invariance of the reduced stencil (13.2.10). The conservation of

a modification of Irot would follow from Noether’s theorem.

Moreover, we are reporting second order terms of modified Lagrangians for general

cubic potentials for some special choices of the parameters such as c = 0 and ∆x = c∆t

in Appendix B.4. These have been computed using a polynomial ansatz for L in h, φ

and φ̇.

Whether or not the modified ODE (13.2.12) for general α is governed by a varia-

tional principle or which other mechanism is causing the structure-preserving behaviour

is left to future research.

Remark 13.5.1. The work presented in this chapter has been concluded, see McLachlan

and Offen, 2020a. 4
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(a) Phaseplot motion in modified system
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(c) Irot along motion in exact/modified system
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(d) H and Hcorrected modified system

Figure 13.7: Numerical integration of the truncated modified ODE (13.2.12) at O(h3)
with V (a) = −1

2s − s2, ∆x = 0.001, ∆t = 0.0012, α = −1, c = 2. The phase
plot (a) of (φ1(ξ), φ2(ξ)) for ξ ∈ [0, 100] looks like a Liouville torus in a completely
integrable system. This observation persists also if V is of higher degree. (b) While the
Hamiltonian H is conserved up to numerical errors on a trajectory of the exact system
(∆x = 0 = ∆t) it oscillates when evaluated on a trajectory of the truncated modified
system. The quantity Irot shows a similar behaviour displayed in (c). The oscillations
of H and Irot on trajectories of the modified system in (b) and (c) suggest that H and
Irot can be corrected with second order terms to reduce the oscillations. A corrected
version of the Hamiltonian is compared to the original Hamiltonian on a trajectory of
the modified system in (d).



Chapter 14

Conclusions and open problems

14.1 Catastrophe theory and Hamiltonian boundary value

problems

Classical catastrophe theory considers the bifurcation behaviour of critical points of

families of scalar valued maps. The central idea is to restrict to phenomena that are

stable, i.e. persistent under small perturbations because only persistent phenomena

will occur in systems arising from real-world applications. This gives the theory some

universal character and the restriction to stable phenomena greatly reduces complexity

and allows for meaningful, practical classification results.

In this work we developed a framework which allows us to apply the highly devel-

oped techniques and classification results of classical catastrophe theory to boundary

value problems which exhibit a Hamiltonian structure and to relate notions of stability.

Hamiltonian boundary value problems cover a wide range of problems classes, includ-

ing boundary value problems in classical mechanics, conjugate loci, and optimal control

problems. Moreover, the notion is easily generalised to boundary value problems for

symplectic maps or to PDEs with variational structure.

More specifically, in Chapter 6 we introduced the notion of Lagrangian boundary

conditions, which cover typical cases such as periodic boundary conditions or bound-

ary conditions that arise from Dirichlet or Neumann problems. The boundary value

problems are systematically translated into local intersection problems of Lagrangian

submanifolds. This allows the use of techniques from Symplectic Geometry. We showed

that Lagrangian boundary value problems modulo local symplectomorphisms corre-

spond to smooth function germs modulo stably right equivalence (Chapters 6 and 10).

Thus, classification results of catastrophe theory apply to Lagrangian boundary value

problems. We also proved a parameter-dependent version, which is important to anal-

yse bifurcation problems: families of Lagrangian boundary value problems modulo local

281
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symplectomorphisms correspond to unfoldings of smooth function germs modulo sta-

bly right equivalence in the sense of catastrophe theory (Theorem 6.3.1). This puts

Hamiltonian boundary value problems rigorously into the catastrophe theory setting.

Comparing our framework to analysing bifurcations of critical points of action func-

tionals which govern Hamiltonian systems, our geometrical approach is purely finite-

dimensional and provides a high degree of flexibility to introduce and analyse different

boundary conditions.

While the relation of Lagrangian boundary value problems for symplectic maps with

catastrophe theory via Lagrangian intersection problems is well founded and the clas-

sification results from classical catastrophe theory are handy to work with, the induced

classification of boundary value problems may not be the finest one: local Lagrangian

intersection problems are classified up to symplectomorphisms and the classification

exactly corresponds to catastrophe theory (Theorems 10.1.3 and 10.1.4). However, La-

grangian intersection problems arising from Lagrangian boundary value problems carry

some extra structure. Structure that is ignored in the presented classification is, for

instance, the product structure of the ambient manifold and its symplectic form as well

as that one of the manifolds is a graph. We believe that there is no essential difference

between the two classifications unless, possibly, in very high-codimensional examples or

in non-generic systems such as systems with symmetries, fixed boundary conditions, or

other restrictions, as there has not been any indication of this in our numerical exper-

iments. Moreover, small perturbations of Lagrangian intersection problems that arise

from Lagrangian boundary value problems yield new Lagrangian intersection problems

that arise from Lagrangian boundary value problems. Therefore, the notions of topo-

logical stability, versality, unfoldings, etc. in the catastrophe theory framework provide

reasonable notions for Lagrangian boundary value problems. However, a more detailed

analysis would be even more satisfying.

Furthermore, it is of interest to investigate whether the classification of Lagrangian

intersection problems can be extended to local isotropic and coisotropic intersection

problems. Results in this context could be applied to under- and overdetermined

boundary value problems.

Our initial notion of stability for bifurcation phenomena of Hamiltonian boundary

value problems allows symmetry destroying perturbations as well as small but arbitrary

perturbations of the Lagrangian boundary conditions. In practice, however, families of

Hamiltonian boundary value problems might not be in general position in this sense.

Therefore, next to a classification of the generic case, in Chapters 7 and 8 we considered

the effects of geometric obstructions for the occurrence of singularities of certain im-

portant boundary conditions such as separated Lagrangian boundary conditions, which
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include those arising from Dirichlet or Neumann problems. We proved that depend-

ing on the dimension of the phase space not all catastrophe singularities can occur, in

contrast to the case of more general boundary conditions (Propositions 7.1.1 and 7.1.2).

Moreover, we analysed the effect of extra structure on the bifurcation behaviour.

In Hamiltonian boundary value problems in completely integrable systems with sym-

metrically separated Lagrangian boundary conditions we showed that a novel periodic

pitchfork bifurcation occurs persistently (Theorem 7.2.1). The bifurcation is related to

the generic occurrence of families of Liouville tori in completely integrable Hamiltonian

systems rather than a Z/2Z-symmetry of the Hamiltonian. We also analysed the case of

symmetries and time-reversal symmetries as well as conformal symplectic symmetries

(Theorem 8.3.2). For instance, we explained within our framework obstructions of the

degeneracy of bifurcations in conjugate loci (Proposition 8.3.6) and how certain struc-

turally simple symmetries induce symmetries of the generating function of Lagrangian

boundary value problems (Corollaries 7.3.4 and 7.3.8).

In future research it would be interesting to develop a more general framework to

analyse the effects of symmetries on the bifurcation behaviour of Hamiltonian boundary

value problems as well as to study more examples. Besides, the symplectic structure

of the steady states of initial-value problems like in our running example, the Bratu

problem (6.1.1), may also be relevant to their stability.

14.2 Preservation of bifurcations under discretisations

In Chapter 9 we investigated implications of the theoretical framework for Hamiltonian

boundary value problems for numerical computations of bifurcation diagrams. We

proved and demonstrated in numerical examples that symplectic integrators preserve

all generic bifurcations of this problem class while non-symplectic integrators break

certain generic bifurcations (Propositions 9.2.1 and 9.2.2).

In the singularity theory framework, a Hamiltonian boundary value problem corre-

sponds to a problem of the form ∇Sµ(x) = 0, where a critical point x of Sµ is sought

and µ denotes parameters. The application of a symplectic integrator corresponds to a

perturbation of the form ∇(Sµ(x) + εFµ(x)) = 0 for smooth Fµ and sufficiently small

ε. This is a perturbation within the class of catastrophe problems. However, a non-

symplectic integrator destroys the gradient structure of the problem and corresponds

to a perturbation of the form ∇(Sµ(x)) + εGµ(x) = 0, where Gµ does not arise as

the gradient of a scalar valued function family. The perturbation does, therefore, not

respect the problem structure and some bifurcations become unstable such as D-series

bifurcations. Indeed, non-symplectic integrators remove the problem from the catastro-

phe theory setting and pose them in the setting of general singularity theory for local

equidimensional maps, i.e. maps between spaces of the same dimension. Therefore,
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only those bifurcations are preserved by non-symplectic integrators which are stable in

the problem class of equidimensional maps as well, such as A-series singularities. Intu-

itively, these singularities do not need the gradient structure to be stable. In contrast,

symplectic integrators perturb the problem within the catastrophe theory setting and,

therefore, all generic bifurcations are preserved.

While the usefulness of symplectic integration for long-term simulations is well

studied and analysed in classical literature, the importance of structure preservation

in numerical computations of solutions to boundary value problems had previously not

been recognised because boundary value problems are typically posed on intervals of

short or moderate length such that the classically known advantages of symplectic in-

tegration do not seem to be relevant in this context (Chyba, Hairer, and Vilmart, 2009,

§7). Our research highlights that for bifurcation problems of solutions to boundary

value problems preservation of symplectic structure can be crucial. Indeed, in contrast

to long-term behaviour of numerical solutions the bifurcation behaviour is related to

the preservation of symplecticity of the problem itself rather its by-products, namely

excellent energy conservation properties and almost conservation of Hamiltonian struc-

ture.

14.3 Locating bifurcations

After the classification of persistent bifurcations and investigations into strategies to

preserve the bifurcation behaviour under discretisation, we turned to the question how

to find the most degenerate, high-codimensional bifurcation points in given parameter-

dependent problems. Since high-codimensional bifurcations act as organising centres in

bifurcation diagrams, knowing their location is valuable information when investigating

mathematical models. However, even if bifurcations are preserved under discretisation

it can be computationally challenging to find them, especially in high-dimensional sys-

tems arising, for instance, from discretisations of PDEs. Indeed, it is natural to develop

strategies that apply to the continuous system and its discretisation alike.

We considered three generalisations of symplectic structure to the setting of PDEs.

One of them is differential equations with variational structure (Chapter 11). We

showed for this problem class how catastrophe theory can be used to locate high-

codimensional bifurcation points. In particular, we derived augmented systems for all

A-series bifurcations (Theorem 11.2.2) and employed these in numerical examples to

locate a swallowtail bifurcation (codimension 3) in a parameter-dependent variational

PDE. The derivations make use of the Infinite-Dimensional Splitting Lemma exploiting

the variational structure of the problem. This is to be contrasted with approaches

in the existing literature where mostly Lyapunov–Schmidt reduction techniques are

used which do not make use of variational structures. The existing literature mostly
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considers bifurcations or singularities which are persistent in a wider class of PDEs

or nonlinear operators. Within the restricted class of variational problems, however,

types of singularities or codimensions of singularities can be different and techniques to

derive augmented systems or bifurcation test equations are adapted to the variational

setting.

In future research, it would be interesting to develop strategies to locate D-series

bifurcations numerically by exploiting the variational structure and to explore relation-

ships to existing results about bifurcations of solutions to PDEs and critical points

of operators. Our analysis relies on the validity of the assumptions of the Infinite-

Dimensional Splitting Lemma. It would be interesting to understand the cases where

these assumptions fail as well as to extend existing highly developed bifurcation con-

tinuation software packages like AUTO (Doedel, Champneys, Dercole, et al., 2007) or

pde2path (Uecker, Wetzel, and Rademacher, 2014) to the high-codimensional bifurca-

tion analysis considered in this work and to compute higher-dimensional manifolds of

solutions or singularities using manifold continuation (Henderson, 2002).

We would like to remark that our example problems, the Hénon-Heiles-type example

(Figure 9.3) and the conjugate locus (Figure 9.8), have been set up such that they

are easy to compute. Also, the swallowtail bifurcation in Figure 11.5 occurs along a

line of lower codimensional bifurcations and could therefore be found by continuing a

line of cusps. However, it is not always the case that a curve of lower codimensional

singularities connects to a curve of singularities of the next codimension which, itself,

connects to a curve of singularities of the next codimension, et cetera, and the highest

singular points can be found in this way. This is illustrated in Figure 14.1 for the cusp

but applies to the other elementary bifurcations as well. On the other hand, trying to

solve the augmented system of high-codimensional singularities directly without having

a good initial guess obtained, possibly, from a continuation method, is typically not

feasible with standard numerical methods. It would be nice to have a more general

technique to locate high-codimensional bifurcations, e.g. using manifold continuation

techniques or using more data and hints to guide the continuation method to the most

singular points.

14.4 Preservation of Hamiltonian structures in PDEs

While PDEs with variational structure can be understood as generalising ODEs with

Hamiltonian structure, another generalisation is to pose Hamiltonian systems on (pos-

sibly infinite-dimensional) Poisson manifolds, for instance Lie–Poisson systems. Many

differential equations of practical relevance (Euler’s incompressible fluid equations,

Burgers’ equations, rigid body dynamics) can be formulated as Lie–Poisson systems

and many of the structure preserving properties of the motions can be understood
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Figure 14.1: Many curves of solutions do not intersect with the curve of fold bifurcations
along which a cusp bifurcation occurs. One example is the black, solid curve of solutions
which does not come close to fold points or the cusp point marked by an asterisk.
This illustrates the problem of finding bifurcations by continuing branches of solutions
or lower dimensional bifurcations along just one parameter. The problem occurs for
other generic bifurcations in an analogous way because of their geometric structure (see
Figures 5.1 and 5.2): near a hyperbolic umbilic singularity, for instance, there are many
curves of fold bifurcations which do not connect to higher order bifurcations such as
cusps or the hyperbolic umbilic point.

through the preservation of the Poisson structure of the system. This includes, for

instance, the conservation of conserved quantities which arise as Casimir functions, i.e.

annihilators of the Poisson bracket. Therefore, Poisson structures are of interest for

structure preserving numerical integration.

The idea of collective integration is to lift the original system to a Hamiltonian

system on a symplectic space on which standard symplectic integration techniques can

be applied. In the lifted system, the symplectic structure is closely related to the original

Poisson structure via a realisation, which is a map from the lifted system to the original

system. In contrast to general methods for constructing integrators for Poisson systems,

a carefully chosen realisation can lead to better and simpler integration schemes.1

While collective integration techniques have been studied for finite-dimensional Lie–

Poisson systems, we demonstrate their potential for infinite-dimensional systems. In

Chapter 12 we used Clebsch variables to lift the Lie–Poisson system corresponding

to an extended Burgers’ equation to a collective Hamiltonian system where we ap-

ply symplectic integration techniques and observe excellent energy as well as Casimir

conservation properties.

For future research, it is of interest to obtain theoretical results that rigorously

explain the excellent preservation of the Casimir as well as to apply the technique to

1This is exemplified in McLachlan, Modin, and Verdier, 2014.
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other PDEs which admit formulations as Lie–Poisson systems such as the incompress-

ible Euler equations. Moreover, it would be helpful to make the process of realising

Hamiltonian Poisson systems as symplectic Hamiltonian systems that are suitable with

respect to numerical aspects more automatic and less problem specific.

Another generalisation of Hamiltonian systems on symplectic manifolds, that is

relevant for the numerical treatment of PDEs, are multisymplectic systems. While

the flow of Hamiltonian ODEs preserves the symplectic structure of the system, in

the PDE analogue a conservation law is fulfilled involving a differential 2-form for

each spatial-temporal dimension. While the relevance of preserving symplecticity of

Hamiltonian ODEs is well understood, we have presented some investigations into the

role of preserving multisymplectic conservation laws when discretising multisymplectic

PDEs.

An important tool to explain the excellent behaviour of symplectic integrators in

long-term simulations is backward error analysis, i.e. the description of the continuous

system whose exact solution evaluated at discrete points coincides with the numerical

solution. Such a system is called a modified equation. While PDEs do not appear to be

accessible to backward error analysis in the way that Hamiltonian ODEs are because

the modified equations are defined on larger phase spaces than the original equation, in

Chapter 13 we considered symmetric solutions for 1-dimensional symmetry groups of

the discretised equations in order to keep using the tools for the ODE setting. For our

analysis, we used a variational formulation of multisymplectic PDEs such that solutions

are stationary points of action functionals.

Consider the action of a symmetry group. Clearly, if a point is stationary for all

variations and is also symmetric then it is also stationary with respect to symmetric

variations only. Under certain conditions on the symmetry action the following reverse

statement is true: if a symmetric point is stationary for all symmetric variations then it

is a solution of the original system, i.e. it is a stationary point of the action functional

for all variations. Therefore, the equations obtained by a reduction by the symmetry

group are governed by a variational principle as well. This is called Palais’ principle of

symmetric criticality.

In Chapter 13 we analysed whether multisymplectic integrators preserve a discrete

form of Palais’ principle. We extended a result by McDonald et al., 2016 and proved

that in the multidimensional nonlinear wave equation travelling waves are governed by a

first order variational principle in the backward error analysis sense, i.e. the variational

structure of the continuous system is preserved (Theorem 13.3.1). More general results

in this direction have the potential to shine some light on the role of multisymplecticity

for numerical computations as well as to clarify which effects are related to symmetries

of the system and which effects are related to the multisymplectic structure itself.
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Appendix A

Simplified calculation for the

hyperbolic umbilic

The hyperbolic umbilic singularity D+
4 admits a representation by the germ x3 + y3.

This is being used in the following argumentation which provides an alternative, simpler

argumentation compared to Lemmas 9.2.3 and 9.2.5 and Proposition 9.2.6 in Section 9.2

for this case. However, for a general treatment we prefer a Lemma 9.2.3-type calculation

as it applies to all D-series bifurcations.

Lemma A.0.1 (Break of hyperbolic umbilic). Let gµ : R2 → R be a versal unfolding

of the D+
4 singularity x3 + y3. A miniversal unfolding of ∇gµ in R[[x, y]]2 considered

as the free module of rank 2 over the ring R[[x, y]] is given as(
x

y

)
7→

(
x2

y2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ µ3

(
y

x

)
+ µ4

(
y

0

)
.

Proof. An unfolding of the D+
4 singularity is given by

gµ(x, y) = x3 + y3 + µ1x+ µ2y + µ3xy

(see Wall, 1971, p.188, for instance). The gradient ∇gµ constitutes a (non-versal)

unfolding of the roots-of-a-function problem

f :

(
x

y

)
7→ 3

(
x2

y2

)

in R[[x, y]]2, which is the free module of rank 2 over the ring of formal power series

R[[x, y]]. Let us imitate the procedure presented in Wall, 1971, p.187 in the module

R[[x, y]]2 to unfold f versally. We obtain relations r1 and r2 as (rescaled) components
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of f . Let I be the ideal in R[[x, y]] generated by r1, r2 with r1 = x2, r2 = y2. Consider

∂1r =

(
∂r1
∂x
∂r2
∂x

)
=

(
2x

0

)
, ∂2r =

(
∂r1
∂y
∂r2
∂y

)
=

(
0

2y

)
.

Let L be the submodule generated by IR[[x, y]]2, ∂1r and ∂2r in R[[x, y]]2. The quotient

Q of the modules R[[x, y]]2 and L is given as

Q = R[[x, y]]2/L

= R[[x, y]]2/

〈(
x2

0

)
,

(
0

x2

)
,

(
y2

0

)
,

(
0

y2

)
,

(
x

0

)
,

(
0

y

)〉
R[[x,y]]

= spanR

{[(
1

0

)]
,

[(
0

1

)]
,

[(
0

x

)]
,

[(
y

0

)]}

= spanR

{[(
1

0

)]
,

[(
0

1

)]
,

[(
y

x

)]
,

[(
y

0

)]}
.

Here 〈., . . . , .〉R[[x,y]] denotes the submodule of the module R[[x, y]]2 over the ring R[[x, y]]

spanned by the elements listed between the brackets. In the last equations spanR{., . . . , .}
denotes the space of all linear combinations of the elements listed between the brackets

using coefficients in R. These elements form an R-basis of Q such that we obtain the

universal unfolding

fµ(x, y) = 3

(
x2

y2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ µ3

(
y

x

)
+ µ4

(
y

0

)
. (A.0.1)

of f . Comparing with the unfolding

∇gµ(x, y) = 3

(
x2

y2

)
+ µ1

(
1

0

)
+ µ2

(
0

1

)
+ µ3

(
y

x

)

yields that in ∇gµ(x, y) all parameters enter transversally, and it suffices to add the

unfolding term µ4

(
y

0

)
destroying the gradient structure to obtain a universal unfolding

in the roots-of-a-function problem.

We can quantify and verify our observations from Figure 9.1 in the model fµ from

(A.0.1).

Proposition A.0.2. A hyperbolic umbilic singularity in the critical-points problem

∇gµ = 0 for a smooth family of real valued maps gµ breaks up into two swallowtail

points if the problem ∇gµ = 0 is perturbed to a problem fµ = 0, where the perturbation
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takes a general form.

Proof. It suffices to verify the assertion using the model fµ from (A.0.1). The equations

fµ(x, y) = 0 and det Dfµ(x, y) = 0 are equivalent to

µ1 = −3x2 − (µ3 + µ4)y

µ2 = −3y2 − µ3x

36xy = µ3(µ3 + µ4). (A.0.2)

Let µ4 6= 0. Since the Jacobi matrix Dfµ never vanishes, only A-series singularities

are possible (see the classification Du Plessis and Wall, 1995, p.339). Since A-series

bifurcations are determined by their codimension we can deduce the following: if µ3 6∈
{0,−µ4} then cusp bifurcations (codimension 2) occur along the hyperbola defined

by (A.0.2) for specific values of (µ1, µ2). If, however, µ3 ∈ {0,−µ4} then the cusp

bifurcations merge to a swallowtail (codimension 3) at (x, y) = (0, 0).



Appendix B

Additional computational results

for Chapter 13

B.1 Computational result for reduced modified equation

Here we report the 2nd order term of the reduced modified ODE (13.2.12)

φ̈(ξ) =
(α2 + V ′(〈φ(ξ), φ(ξ)〉))φ(ξ) + 2cαJφ̇(ξ)

c2 − 1
+
∞∑
j=2

h2j ĝ2j(φ̇(ξ), φ(ξ)).

First component of ĝ2(φ, φ̇).

2∆t2α3φ̇2(ξ)c7

3(c2 − 1)4
+

∆t2α4φ1(ξ)c6

3(c2 − 1)4
+

∆t2α2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c6

3(c2 − 1)4
−

5∆t2α3φ̇2(ξ)c5

3(c2 − 1)3

−
∆t2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇2(ξ)c5

3(c2 − 1)3
−

∆t2αφ1(ξ)2φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c5

3(c2 − 1)3

−
∆t2αφ2(ξ)2φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c5

3(c2 − 1)3
−

∆t2φ1(ξ)φ̇1(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)c4

2(c2 − 1)2

−
∆t2φ2(ξ)φ̇1(ξ)φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2
−

∆t2φ1(ξ)3φ̇1(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2

−
∆t2φ1(ξ)φ2(ξ)2φ̇2(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2
−

2∆t2φ1(ξ)2φ2(ξ)φ̇1(ξ)φ̇2(ξ)V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2

−
∆t2φ1(ξ)φ̇2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)2
−

3∆t2α4φ1(ξ)c4

4(c2 − 1)3
−

5∆t2α2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2α2φ1(ξ)3V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3
−

∆t2α2φ1(ξ)φ2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2φ1(ξ)3V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2φ1(ξ)φ2(ξ)2V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3
−

∆t2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)2c4

12(c2 − 1)3

+
∆t2α3φ̇2(ξ)c3

(c2 − 1)2
+

∆t2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇2(ξ)c3

3(c2 − 1)2
+

2∆t2αφ1(ξ)φ2(ξ)φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c3

3(c2 − 1)2

303



APPENDIX B. BEA TRAVELLING WAVE IN MULTISYMPLECTIC SYSTEM304

+
2∆t2αφ2(ξ)2φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c3

3(c2 − 1)2
−

2∆x2α3φ̇2(ξ)c3

3(c2 − 1)4
+

5∆t2α4φ1(ξ)c2

12(c2 − 1)2

+
∆t2α2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c2

2(c2 − 1)2
−

∆x2α4φ1(ξ)c2

3(c2 − 1)4
−

∆x2α2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c2

3(c2 − 1)4

+
∆t2α3φ̇2(ξ)c

3(c2 − 1)2
+

∆x2α3φ̇2(ξ)c

3(c2 − 1)3
+

∆x2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇2(ξ)c

3(c2 − 1)3

+
∆x2αφ1(ξ)2φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c

3(c2 − 1)3
+

∆x2αφ2(ξ)2φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c

3(c2 − 1)3

+
∆x2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)2

12(c2 − 1)3
+

∆t2α4φ1(ξ)

12(c2 − 1)2
+

∆x2α4φ1(ξ)

12(c2 − 1)3
+

∆x2α2φ1(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2α2φ1(ξ)3V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3
+

∆x2α2φ1(ξ)φ2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2φ1(ξ)φ̇1(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)

2(c2 − 1)2
+

∆x2φ1(ξ)φ̇2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)2

+
∆x2φ1(ξ)3V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2φ1(ξ)φ2(ξ)2V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3
+

∆x2φ2(ξ)φ̇1(ξ)φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2

+
∆x2φ1(ξ)3φ̇1(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2
+

∆x2φ1(ξ)φ2(ξ)2φ̇2(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2

+
2∆x2φ1(ξ)2φ2(ξ)φ̇1(ξ)φ̇2(ξ)V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2

Second component of ĝ2(φ, φ̇).

−
2∆t2α3φ̇1(ξ)c7

3(c2 − 1)4
+

∆t2α4φ2(ξ)c6

3(c2 − 1)4
+

∆t2α2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c6

3(c2 − 1)4
+

5∆t2α3φ̇1(ξ)c5

3(c2 − 1)3

+
∆t2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇1(ξ)c5

3(c2 − 1)3
+

∆t2αφ1(ξ)2φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c5

3(c2 − 1)3

+
∆t2αφ2(ξ)2φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c5

3(c2 − 1)3
−

∆t2φ2(ξ)φ̇2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)c4

2(c2 − 1)2

−
∆t2φ1(ξ)φ̇1(ξ)φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2
−

∆t2φ1(ξ)2φ2(ξ)φ̇1(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2

−
∆t2φ2(ξ)3φ̇2(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2
−

2∆t2φ1(ξ)φ2(ξ)2φ̇1(ξ)φ̇2(ξ)V (3)(φ1(ξ)2 + φ2(ξ)2)c4

3(c2 − 1)2

−
∆t2φ2(ξ)φ̇1(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)2
−

3∆t2α4φ2(ξ)c4

4(c2 − 1)3
−

5∆t2α2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2α2φ2(ξ)3V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3
−

∆t2α2φ1(ξ)2φ2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2φ2(ξ)3V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3

−
∆t2φ1(ξ)2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)c4

6(c2 − 1)3
−

∆t2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)2c4

12(c2 − 1)3

+
2∆x2α3φ̇1(ξ)c3

3(c2 − 1)4
−

4∆t2α3φ̇1(ξ)c3

3(c2 − 1)2
−

∆t2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇1(ξ)c3

3(c2 − 1)2

−
2∆t2αφ1(ξ)2φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c3

3(c2 − 1)2
−

2∆t2αφ1(ξ)φ2(ξ)φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c3

3(c2 − 1)2

+
∆t2α4φ2(ξ)c2

2(c2 − 1)2
+

∆t2α2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c2

2(c2 − 1)2
−

∆x2α4φ2(ξ)c2

3(c2 − 1)4

−
∆x2α2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)c2

3(c2 − 1)4
+

∆t2α3φ̇1(ξ)c

3(c2 − 1)
−

∆x2α3φ̇1(ξ)c

3(c2 − 1)3
−

∆x2αV ′(φ1(ξ)2 + φ2(ξ)2)φ̇1(ξ)c

3(c2 − 1)3
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−
∆x2αφ1(ξ)2φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c

3(c2 − 1)3
−

∆x2αφ2(ξ)2φ̇1(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)c

3(c2 − 1)3

+
∆x2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)2

12(c2 − 1)3
+

∆x2α4φ2(ξ)

12(c2 − 1)3
+

∆x2α2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2α2φ2(ξ)3V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3
+

∆x2φ2(ξ)φ̇1(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)2

+
∆x2φ2(ξ)φ̇2(ξ)2V ′′(φ1(ξ)2 + φ2(ξ)2)

2(c2 − 1)2
+

∆x2α2φ1(ξ)2φ2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2φ2(ξ)3V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3

+
∆x2φ1(ξ)2φ2(ξ)V ′(φ1(ξ)2 + φ2(ξ)2)V ′′(φ1(ξ)2 + φ2(ξ)2)

6(c2 − 1)3
+

∆x2φ1(ξ)φ̇1(ξ)φ̇2(ξ)V ′′(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2

+
∆x2φ1(ξ)2φ2(ξ)φ̇1(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2
+

∆x2φ2(ξ)3φ̇2(ξ)2V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2

+
2∆x2φ1(ξ)φ2(ξ)2φ̇1(ξ)φ̇2(ξ)V (3)(φ1(ξ)2 + φ2(ξ)2)

3(c2 − 1)2
−

∆t2α4φ2(ξ)

12(c2 − 1)

Refer to Offen, 2020b for source code.

B.2 Higher order terms in computation of Section 13.4

We report the order 6 terms of the ansatz in Section 13.4 for the variational structure of

a travelling wave in the non-linear wave equation discretised with the multisymplectic

5-point stencil. Refer to Offen, 2020b for source code.

The trees displayed on page 277 yield the following ansatz for the Lagrangian L6 in

(13.4.1). In the following W (i,j) = ∂i+jW

∂φi1∂φ
j
2

.

L6 = a(6, 4)

(
(W (0,1))2(W (0,2))2 + 2W (0,1)W (1,0)W (1,1)W (0,2) + (W (0,1))2(W (1,1))2 + (W (1,0))2(W (1,1))2

+ (W (1,0))2(W (2,0))2 + 2W (0,1)W (1,0)W (1,1)W (2,0)

)
+ a(6, 3)

(
2W (1,1)(W (0,2))2φ̇1φ̇2

+ 2W (1,1)W (2,0)W (0,2)φ̇1φ̇2 + 2(W (1,1))3φ̇1φ̇2 + 2W (1,1)(W (2,0))2φ̇1φ̇2 + (W (1,1))2W (0,2)(φ̇1)2

+ (W (2,0))3(φ̇1)2 + 2(W (1,1))2W (2,0)(φ̇1)2 + (W (0,2))3(φ̇2)2 + 2(W (1,1))2W (0,2)(φ̇2)2 + (W (1,1))2W (2,0)

(φ̇2)2

)
+ a(6, 10)

(
W (0,3)(W (0,1))3 + 3W (1,0)W (1,2)(W (0,1))2 + 3(W (1,0))2W (2,1)W (0,1)

+ (W (1,0))3 +W (3,0)

)
+ a(6, 5)

(
2W (0,1)W (0,2)W (1,2)φ̇1φ̇2 + 2W (1,0)W (1,1)W (1,2)φ̇1φ̇2

+ 2W (0,1)W (1,1)W (2,1)φ̇1φ̇2 + 2W (1,0)W (2,0)W (2,1)φ̇1φ̇2 +W (0,1)W (0,2)W (2,1)(φ̇1)2

+W (1,0)W (1,1)W (2,1)(φ̇1)2 +W (0,1)W (1,1)W (3,0)(φ̇1)2 +W (1,0)W (2,0)W (3,0)(φ̇1)2

+W (0,1)W (0,2)W (0,3)(φ̇2)2 +W (0,3)W (1,0)W (1,1)(φ̇2)2 +W (0,1)W (1,1)W (1,2)(φ̇2)2

+W (1,0)W (1,2)W (2,0)(φ̇2)2

)
+ a(6, 2)

(
W (0,1)W (0,3)W (1,1)φ̇1φ̇2 +W (0,1)W (0,2)W (1,2)φ̇1φ̇2

+W (1,0)W (1,1)W (1,2)φ̇1φ̇2 +W (0,1)W (1,2)W (2,0)φ̇1φ̇2 +W (0,2)W (1,0)W (2,1)φ̇1φ̇2

+W (0,1)W (1,1)W (2,1)φ̇1φ̇2 +W (1,0)W (2,0)W (2,1)φ̇1φ̇2 +W (1,0)W (1,1)W (3,0)φ̇1φ̇2

+W (0,1)W (1,1)W (1,2)(φ̇1)2 +W (1,0)W (1,1)W (2,1)(φ̇1)2 +W (0,1)W (2,0)W (2,1)(φ̇1)2

+W (1,0)W (2,0)W (3,0)(φ̇1)2 +W (0,1)W (0,2)W (0,3)(φ̇2)2 +W (0,2)W (1,0)W (1,2)(φ̇2)2

+W (0,1)W (1,1)W (1,2)(φ̇2)2 +W (1,0)W (1,1)W (2,1)(φ̇2)2

)
+ a(6, 8)

(
4W (1,2)W (2,1)(φ̇1)3φ̇2
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+ 4W (2,1)W (3,0)(φ̇1)3φ̇2 + 4(W (1,2))2(φ̇1)2(φ̇2)2 + 4(W (2,1))2(φ̇1)2(φ̇2)2 + 2W (0,3)W (2,1)(φ̇1)2(φ̇2)2

+ 2W (1,2)W (3,0)(φ̇1)2(φ̇2)2 + 4W (0,3)W (1,2)φ̇1(φ̇2)3 + 4W (1,2)W (2,1)φ̇1(φ̇2)3 + (W (2,1))2(φ̇1)4

+ (W (3,0))2(φ̇1)4 + (W (0,3))2(φ̇2)4 + (W (1,2))2(φ̇2)4

)
+ a(6, 6)

(
2(W (0,1))2W (1,3)φ̇1φ̇2

+ 4W (0,1)W (1,0)W (2,2)φ̇1φ̇2 + 2(W (1,0))2W (3,1)φ̇1φ̇2 + (W (0,1))2W (2,2)(φ̇1)2

+ 2W (0,1)W (1,0)W (3,1)(φ̇1)2 + (W (1,0))2W (4,0)(φ̇1)2 + (W (0,1))2W (0,4)(φ̇2)2 + 2W (0,1)W (1,0)W (1,3)(φ̇2)2

+ (W (1,0))2W (2,2)(φ̇2)2

)
+ a(6, 7)

(
3W (1,1)W (2,2)(φ̇1)3φ̇2 +W (0,2)W (3,1)(φ̇1)3φ̇2

+ 3W (2,0)W (3,1)(φ̇1)3φ̇2 +W (1,1)W (4,0)(φ̇1)3φ̇2 + 3W (1,1)W (1,3)(φ̇1)2(φ̇2)2 + 3W (0,2)W (2,2)(φ̇1)2(φ̇2)2

+ 3W (2,0)W (2,2)(φ̇1)2(φ̇2)2 + 3W (1,1)W (3,1)(φ̇1)2(φ̇2)2 +W (0,4)W (1,1)φ̇1(φ̇2)3 + 3W (0,2)W (1,3)φ̇1(φ̇2)3

+W (1,3)W (2,0)φ̇1(φ̇2)3 + 3W (1,1)W (2,2)φ̇1(φ̇2)3 +W (1,1)W (3,1)(φ̇1)4 +W (2,0)W (4,0)(φ̇1)4

+W (0,2)W (0,4)(φ̇2)4 +W (1,1)W (1,3)(φ̇2)4

)
+ a(6, 9)

(
4W (0,1)W (3,2)(φ̇1)3φ̇2 + 4W (1,0)W (4,1)(φ̇1)3φ̇2

+ 6W (0,1)W (2,3)(φ̇1)2(φ̇2)2 + 6W (1,0)W (3,2)(φ̇1)2(φ̇2)2 + 4W (0,1)W (1,4)φ̇1(φ̇2)3 + 4W (1,0)W (2,3)φ̇1(φ̇2)3

+W (0,1)W (4,1)(φ̇1)4 +W (1,0)W (5,0)(φ̇1)4 +W (0,1)W (0,5)(φ̇2)4 +W (1,0)W (1,4)(φ̇2)4

)
+ a(6, 1)

(
6W (5,1)(φ̇1)5φ̇2 + 15W (4,2)(φ̇1)4(φ̇2)2 + 20W (3,3)(φ̇1)3(φ̇2)3 + 15W (2,4)(φ̇1)2(φ̇2)4

+ 6W (1,5)φ̇1(φ̇2)5 +W (6,0)(φ̇1)6 +W (0,6)(φ̇2)6

)

B.3 Corrected conserved quantity

In the modified system considered in Section 13.5 the quantity H is conserved up to

order O(h2) along solutions. Using a polynomial ansatz we can compute a correction

term such that the corrected quantity is conserved along solutions up to O(h4). See

Figure 13.7 for a numerical experiment. The expression for the corrected quantity is

given as

Hcorrected(q, p) = H(q, p)−
‖q‖2

24 (c2 − 1)3

(
c6∆t2q4

1v
2
2 + c6∆t2q4

2v
2
2

+ 2c6∆t2q2
1q

2
2v

2
2 + 4αc5∆t2p2q1v2 + 6p2

1v2

(
∆x2 − c4∆t2

)
− 6c4∆t2p2

2v2 − 7α2c4∆t2q2
1v2 − 7α2c4∆t2q2

2v2

− c4∆t2q4
1v

2
2 − c4∆t2q4

2v
2
2 − 2c4∆t2q2

1q
2
2v

2
2 + 8αc3∆t2p2q1v2

+ 3α4c2∆t2 + 3α2c2∆t2q2
1v2 + 3α2c2∆t2q2

2v2 − 3α4c2∆x2

+ 3α2c2∆x2q2
1v2 + 3α2c2∆x2q2

2v2 − c2∆x2q4
1v

2
2 − c2∆x2q4

2v
2
2

− 2c2∆x2q2
1q

2
2v

2
2 − 4αcp1q2v2

(
c4∆t2 + 2c2∆t2 − 3∆x2

)
+ v1

(
− 2α2

(
c4∆t2 + c2

(
∆x2 − 3∆t2

)
+ ∆x2

)
+
(
c2 − 1

)
q2
1v2

(
c4∆t2 −∆x2

)
+
(
c2 − 1

)
q2
2v2

(
c4∆t2 −∆x2

))
−
(
c2 − 1

)
v2
1

(
c4∆t2 −∆x2

)
− 12αc∆x2p2q1v2

+ α4∆t2 − α4∆x2 + 6∆x2p2
2v2 + α2∆x2q2

1v2

+ α2∆x2q2
2v2 + ∆x2q4

1v
2
2 + ∆x2q4

2v
2
2 + 2∆x2q2

1q
2
2v

2
2

)
.
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B.4 Modified Lagrangian in special cases

In the following we report results for a general cubic potential

V (a) = v0 + v1a+
1

2
v2a

2 +
1

6
v3a

3. (B.4.1)

We make the ansatz

L = L0(φ, φ̇) + h2L2(φ, φ̇) +O(h4),

where L0 and L2 are general order 10 polynomials in φ and φ̇. The modified equation

for φ̈ for the potential V from (B.4.1) is substituted into the Euler-Lagrange equations

E(L) = 0 for L (truncated after the h2-term), where E is the Euler-Lagrange operator.

Since the initial values φ(0), φ̇(0) can be chosen independently and E(L) truncated after

O(h2) is a multivariate polynomial in h, φ, φ̇, we can equate each coefficient with zero

and obtain a linear system of equations. In the special cases α = 0, c = 0 or ∆x = c∆t

this system is solvable. In each case L0 can be chosen as the exact Lagrangian (13.2.6).

For each case we report one admissible choice for L2 below.

B.4.1 Non-rotating wave, α = 0.

In this case the wave is not rotating and the case is covered by Theorem 13.3.1. The

term L2 obtained using the mentioned ansatz is given as

(c4∆t2 −∆x2)

288(c2 − 1)2

(
3

(
v3(φ1(ξ)2 + φ2(ξ)2)

(
4(c2 − 1)(φ1(ξ)2(5φ̇1(ξ)2 + φ̇2(ξ)2)

+ 8φ2(ξ)φ1(ξ)φ̇1(ξ)φ̇2(ξ) + φ2(ξ)2(φ̇1(ξ)2 + 5φ̇2(ξ)2)) + v3(φ1(ξ)2 + φ2(ξ)2)4
)

+ 4v2

(
2(c2 − 1)(φ1(ξ)2(3φ̇1(ξ)2 + φ̇2(ξ)2) + 4φ2(ξ)φ1(ξ)φ̇1(ξ)φ̇2(ξ)

+ φ2(ξ)2(φ̇1(ξ)2 + 3φ̇2(ξ)2)) + v3(φ1(ξ)2 + φ2(ξ)2)4

)
+ 4v2

2(φ1(ξ)2 + φ2(ξ)2)3

)
− 12v2

1(φ1(ξ)2 + φ2(ξ)2) + 4v1(φ1(ξ)2 + φ2(ξ)2)2(2v3(φ1(ξ)2 + φ2(ξ)2) + 3v2)

)
.

The expression for L2 does not happen to coincide with the terms obtained using

a P -series ansatz in Section 13.4. However, the Euler-Lagrange equations for both

Lagrangians govern the modified, reduced ODE (13.2.12).

B.4.2 Standing wave speed, c = 0

If the wave speed is zero, the functional equation (13.2.10) simplifies to
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0 = − 1

∆x2
φ(ξ + ∆x) +

(
2

∆x2
+

2

∆t2
(cos(α∆t)− 1)

)
φ(ξ)− 1

∆x2
φ(ξ −∆x)

− V ′(‖φ‖2)φ.

As this corresponds to a linear 3-step method, the underlying 1-step map is conju-

gate symplectic, i.e. symplectic with respect to a modified symplectic structure. There-

fore, the reduced series expansion (13.2.11) is variational. The Lagrangian is given as

L = L0 + h2L2 +O(h4), where L2 is given by the following expression.

1

288

(
− 3φ1(ξ)2

(
4α4∆t2 − 4α4∆x2

+ 8∆x2v2

(
α2φ2(ξ)2 − 3φ̇1(ξ)2 − φ̇2(ξ)2 + 2v3φ2(ξ)6

)
+ 8α2∆x2v3φ2(ξ)4 + 8∆x2v1

(
− α2 + v3φ2(ξ)4 + v2φ2(ξ)2

)
− 24∆x2v3φ2(ξ)2φ̇1(ξ)2

− 24∆x2v3φ2(ξ)2φ̇2(ξ)2 + 5∆x2v2
3φ2(ξ)8 + 12∆x2v2

2φ2(ξ)4 − 4∆x2v2
1

)
+ φ2(ξ)2

(
− 12α4∆t2 + 12α4∆x2

− 12∆x2v2

(
α2φ2(ξ)2 − 2φ̇1(ξ)2 − 6φ̇2(ξ)2 + v3φ2(ξ)6

)
− 8α2∆x2v3φ2(ξ)4 + 4∆x2v1(6α2 − 2v3φ2(ξ)4 − 3v2φ2(ξ)2) + 12∆x2v3φ2(ξ)2φ̇1(ξ)2

+ 60∆x2v3φ2(ξ)2φ̇2(ξ)2 − 3∆x2v2
3φ2(ξ)8 − 12∆x2v2

2φ2(ξ)4 + 12∆x2v2
1

)
− 6∆x2φ1(ξ)4

(
v3(−2(5φ̇1(ξ)2 + φ̇2(ξ)2) + 4φ2(ξ)2(α2 + v1) + 5v3φ2(ξ)6)

+ 2v2(α2 + 6v3φ2(ξ)4 + v1) + 6v2
2φ2(ξ)2

)
− 2∆x2φ1(ξ)6

(
v3(4α2 + 15v3φ2(ξ)4 + 4v1)

+ 24v3v2φ2(ξ)2 + 6v2
2

)
+ 96∆x2v3φ2(ξ)φ1(ξ)3φ̇1(ξ)φ̇2(ξ)

+ 96∆x2φ2(ξ)φ1(ξ)φ̇1(ξ)φ̇2(ξ)(v3φ2(ξ)2 + v2)− 3∆x2v2
3φ1(ξ)10

− 3∆x2v3φ1(ξ)8(5v3φ2(ξ)2 + 4v2)

)

B.4.3 Special discretisation values, ∆x = c∆t

If the wave speed vanishes, the stencil (13.2.9) only relates the three points φ(ξ), φ(ξ+

∆x), φ(ξ−∆x) rather than 5 points. The second order term of the Lagrangian is given

as

∆t2

1440(c2 − 1)2

(
15c2(c2 − 1)v2

3φ1(ξ)10 + 15c2(c2 − 1)v3(5v3φ2(ξ)2 + 4v2)φ1(ξ)8

+ 10c2
(

6(c2 − 1)v2
2 + 24(c2 − 1)v3φ2(ξ)2v2 + v3

(
15(c2 − 1)v3φ2(ξ)4

+ 2(3c2 − 5)α2 + 4(c2 − 1)v1

))
φ1(ξ)6 + 30c2

(
6(c2 − 1)v2

2φ2(ξ)2
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+ 2v2

(
6(c2 − 1)v3φ2(ξ)4 + 2(c2 − 2)α2 + (c2 − 1)v1

)
+ v3

(
5(c2 − 1)v3φ2(ξ)6 + 2((3c2 − 5)α2 + 2(c2 − 1)v1)φ2(ξ)2

− 24c(c2 − 1)αφ̇1(ξ)φ2(ξ) + 2(c2 − 1)2(5φ̇1(ξ)2 + φ̇2(ξ)2)
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φ1(ξ)4
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− 5c4v2

3φ2(ξ)8 + 5c2v2
3φ2(ξ)8
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15c2(c2 − 1)v2

3φ2(ξ)9

+ 60c2(c2 − 1)v2v3φ2(ξ)7 + 20c2
(
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2 + ((3c2 − 5)α2 + 2(c2 − 1)v1)v3
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φ2(ξ)3 − 320c3(c2 − 1)αv2φ̇1(ξ)φ2(ξ)2
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(

(3c2 + 1)α4 + 4c2v1α
2 + c2(c2 − 1)v2
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φ2(ξ)
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