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Abstract 

The veracity of scientific claims is not always certain. In fact, sufficient claims 

have been proven incorrect that many scientists believe that science itself is facing a 

“replication crisis”. Large scale replication projects provided empirical evidence that 

only around 50% of published social and behavioral science findings are replicable. 

Multiple forecasting studies showed that the outcomes of replication projects could be 

predicted by crowdsourced human evaluators. The research presented in this thesis 

builds on previous forecasting studies, deriving new findings and exploring new scope 

and scale. The research is centered around the DARPA SCORE (Systematizing 

Confidence in Open Research and Evidence) programme, a project aimed at developing 

measures of credibility for social and behavioral science claims. As part of my 

contribution to SCORE, myself, along with a international collaboration, elicited 

forecasts from human experts via surveys and prediction markets to predict the 

replicability of 3000 claims. I also present research on other forecasting studies. 

In chapter 2, I pool data from previous studies to analyse the performance of 

prediction markets and surveys with higher statistical power. I confirm that prediction 

markets are better at forecasting replication outcomes than surveys. This study also 

demonstrates the relationship between p-values of original findings and replication 

outcomes. These findings are used to inform the experimental and statistical design to 

forecast the replicability of 3000 claims as part of the SCORE programme. A full 

description of the design including planned statistical analyses is included in chapter 3. 

Due to COVID-19 restrictions, our generated forecasts could not be validated through 

direct replication, experiments conducted by other teams within the SCORE 
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collaboration, thereby preventing results being presented in this thesis.  The completion 

of these replications is now scheduled for 2022, and the pre-analysis plan presented in 

Chapter 3 will provide the basis for the analysis of the resulting data. 

In chapter 4, an analysis of ‘meta’ forecasts, or forecasts regarding field wide 

replication rates and year specific replication rates, is presented. We presented and 

published community expectations that replication rates will differ by field and will 

increase over time. These forecasts serve as valuable insights into the academic 

community’s views of the replication crisis, including those research fields for which no 

large-scale replication studies have been undertaken yet. Once the full results from 

SCORE are available, there will be additional insights from validations of the 

community expectations.  

I also analyse forecaster’s ability to predict replications and effect sizes in 

Chapters 5 (Creative Destruction in Science) and 6 (A creative destruction approach to 

replication: Implicit work and sex morality across cultures). In these projects a ‘creative 

destruction’ approach to replication was used, where a claim is compared not only to the 

null hypothesis but to alternative contradictory claims. I conclude forecasters can 

predict the size and direction of effects.  

Chapter 7 examines the use of forecasting for scientific outcomes beyond 

replication. In the COVID-19 preprint forecasting project I find that forecasters can 

predict if a preprint will be published within one year, including the quality of the 

publishing journal. Forecasters can also predict the number of citations preprints will 

receive.  



v 

 

This thesis demonstrates that information about scientific claims with respect to 

replicability is dispersed within scientific community. I have helped to develop 

methodologies and tools to efficiently elicit and aggregate forecasts. Forecasts about 

scientific outcomes can be used as guides to credibility, to gauge community 

expectations and to efficiently allocate sparse replication resources.   
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1 Chapter 1 - Introduction 

This thesis consists of research regarding estimating the credibility of scientific claims by 

way of human forecasts for the outcomes of replication attempts. My research relates to the 

‘replication crisis’ and to studying the processes of science, also known as metascience1. Before 

providing a more detailed overview of each paper and their relations, I briefly introduce the 

replication crisis, human forecasting, and their intersection in the SCORE project.  

1.1 Replication Crisis  

In the past decade, concerns over the credibility of scientific research have been raised 

(1,2). The rate of reproducibility of claims made in scientific publications has been discussed in 

medicine (3–6), biology (7–10), computer science (11–13), marketing (14) and sports science (15). 

Particular scrutiny was directed at the social and behavioural sciences, including psychology (16–

21), economics (22), philosophy (23) and social science (24), where large scale systematic 

replication projects provided empirical evidence that many findings do not ‘hold up’ under direct 

replication. The results of replication projects combined with theoretical concerns over false 

positives, questionable research practices (QRPs) and publication biases (2,25–28) led to a 

perception that there is a ‘replication crisis’ (29).  

The concept of replication (see Table 9-2 and Table 9-5 for a glossary of key terms)– that is, 

verification of a scientific claim using independent evidence - is essential in science (30). However, 

 

1 Also known as science of science or philosophy of science 
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what constitutes a replication differs between academic fields and specific studies, as even the most 

similar experiments will inevitably have small differences (31). Nosek and Errington (32) define a 

replication as a theoretical commitment, where, if results are consistent with an original finding, 

then confidence in this finding is increased while conversely, if results are inconsistent with an 

original finding, confidence in this finding is decreased. This definition is wide and includes many 

different types of assessments of scientific claims, all of which can be measures of credibility2 

(Table 9-5). Most commonly, however, replication (or reproductions) are split into three categories; 

computation replication, direct replication and conceptual replication (29).  

Computational replication is a repeat of the same analysis on the same data, a form of 

replication that should have a success rate of near 100%; however, one study showed only 70% of 

psychology papers were computationally reproducible (33). Computational replication can also be 

used to find ambiguities in the description of analytic procedures. Direct replication attempts to 

repeat the original methodology of a study, including the data collection process, on new subjects 

(30). Conceptual replications include intentional differences in sample or methodology to test the 

theoretical boundaries of a finding (29).  

Direct replications are the most common form of replication used to assess the credibility of 

research across a field in large scale replication projects (21–24), with the exception of the Many 

Labs projects. The Many Labs projects sit between direct and conceptual replications, as they aim 

to test the variation in replicability across different samples and settings, using direct replication 

(16–20). There is argument for superiority of conceptual replications for scientific progress as it is 

the theory that is tested rather than a specific methodology (34). In addition to the standard 

 

2 Credibility here refers to the collection of assessments which provide supporting information (or refuting 

information) and includes tests of replicability, robustness, generalizability and data analytic reproducibility 
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definitions of replication, there is the ‘creative destruction’ approach, where hypotheses in similar 

spaces are simultaneously tested (35,36) in an attempt to use replications to replace or revise 

theories. Most of the research in this thesis, including the SCORE project relies on direct 

replications. Replication outcomes are most commonly discussed as a dichotomy – the replication 

was either successful or not. Success is usually determined by whether the replication identified a 

statistically significant finding in the same direction (37). However, other outcomes (such as effect 

sizes) are often reported in replication studies (19,21,24). There are benefits and disadvantages of 

using binary success criteria. Binarizing the replication outcome results in information loss such as 

the differences in effect sizes and the degree to which confidence intervals of the original and 

replication effects overlap. By extension, this method of evaluating replication speaks only to 

whether a claim replicates, rather than the degree to which it replicates. Conversely, the binary 

approach does provide some advantages. Binary outcomes provide a simple and easily definable 

and measurable definition of replication success. In addition, binary outcomes are often easier to 

forecast, and prediction markets (as used in this thesis) rely upon betting on a future event with a 

binary outcome.  

Replication rates (when using the binary success criteria) ranged from 30% (16) to 78% 

(23) in large-scale social and behavioural science replication projects. There is ongoing discussion 

to determine the expected or desired rate (1,38–42), as it is well attested that not all claims are 

replicable. Validating the replicability of claims through direct replication, often by employing a 

much larger sample size than the original study, is expensive in terms of money, time, and 

resources (43,44). Having to replicate every finding in all literature in the social and behavioral 

sciences is impossible. Therefore, understanding which claims are likely to replicate (or not) 

without the need of performing a direct replication is highly valuable.  
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1.2 Using Human Forecasts to Evaluate Replicability 

Initially, the outcomes of the Reproducibility Project: Psychology (21) were predicted by 

Dreber et al (45) using two crowd-sourcing methods, namely prediction markets and surveys. 

These methods proved effective as forecasts provided by human experts and aggregated through 

prediction markets could predict if a claim would be replicated with a 70% success rate. These 

methods were repeated for predicting outcomes of replication in Economics (22), Social Science 

(24) and other psychology projects (46), with success rates ranging from 61% to 86%. The 

forecasting of replication outcomes has a number of uses (45). Forecasting can be used to establish 

a consensus regarding a theory, and to gauge the academic community expectations, capturing how 

novel or surprising results are. This may be especially valuable for non-experts in field, or 

alongside reporting in media, so readers are able to interpret findings in context of the scientific 

consensus. Forecasting is also able to allocate replication resources more efficiently – by assigning 

a low priority to the replication of highly (or conversely lowly) rated papers, focusing on papers 

where the forecasters are most uncertain. Replication forecasting could also be used to set priors in 

Bayesian analysis, or weight studies in a meta-analysis. Forecasting could be used to assist editors 

when making publication decisions, either in the desk rejection stage, or to act as another reviewer.  

The success of crowdsourcing comes from the principle of the wisdom of the crowd – 

where an aggregation of forecasters will often outperform a single forecaster. Despite individual 

members of the crowd having weak signals, errors are averaged out, resulting in a strong 

aggregated prediction (47,48). Prediction markets are designed to leverage the wisdom of the 

crowd by aggregating widely dispersed signals amongst a crowd of agents (49,50). The theory 

behind prediction markets is based on the efficient-market hypothesis, where the price of an asset 

reflects all available information and proper scoring, and agents are incentivised to report their true 
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beliefs. There is evidence that markets are effective at aggregating dispersed information (51,52) 

and have been used to predict election results in the Iowa Electronic Markets, providing empirical 

evidence that prediction markets can outperform other forecasting tools such as polls (53). These 

markets have also been used in the corporate world by popular firms such as Google and Ford to 

forecast their sales (54).  

In prediction markets, agents trade assets with payoffs tied to the outcome of a future event. 

Using Arrow-Debreu securities, an asset pays $1 if the event occurs and $0 otherwise. Other types 

of assets can also be used (55). The market price of assets prove informative to the outcome of the 

event, with the price often being interpreted as the forecasted probability of an event occurring 

(56). Prediction markets can employ a ‘market maker’ that the agents trade with, thereby ensuring 

that an asset can always be bought or sold at a given price. Prediction markets distinguish 

themselves from other crowdsourced methods, such as surveys, as they elicit, aggregate and 

disseminate beliefs through a single index, namely, the market price (52). In the context of 

replication-based forecasting projects, surveys aggregated by averaging have never outperformed 

prediction markets.  

1.3 SCORE: Systematizing Confidence in Open Research 

Evidence 

In response to the replication crisis in the social and behavioural sciences, and the success 

of the crowd-sourced replication forecasting projects, the Defense Advanced Research Projects 

Agency (DARPA) initiated a project to address the lack of confidence in scientific claims, named 

Systematizing Confidence in Open Research Evidence (SCORE) (57). The SCORE project was 

motivated by the Department of Defense (DoD) losing confidence in the research it leverages in its 
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operations (58). The SCORE project had 3 phases. In the first phase, 30,000 scientific papers were 

collected from 62 journals dating between 2009 and 2018. A random sample of 3000 papers was 

selected, and details about these papers were extracted, including a specific claim and the statistical 

evidence for this claim. In Phase 2, two teams of researchers sought to provide confidence scores 

for each of the 3000 claims. The confidence scores are a prediction of a claim’s replicability, driven 

by human forecasts. A team from Melbourne University used the IDEA (Investigate, Discuss, 

Estimate, Aggregate) protocol to complete group evaluations of claims (59–61). In parallel, I, along 

with a large international collaboration (known as Replication Markets), also estimated confidence 

scores using a method adapted from previously used ‘proof of concept’ forecasting studies 

(22,24,45,46). This thesis includes research from my work with these teams.  

Our method was centred around using surveys and prediction markets to assess the 

replicability of claims in 10 monthly rounds. Each month, incentivised surveys for 300 claims were 

completed by human forecasters, who answered a series of questions regarding the claims, 

including the estimated probability of finding a statistically significant effect in the same direction 

as the original study, if that study was to be replicated.  Forecasters were unable to see the 

responses of any other forecasters to ensure independence. Once the survey was completed, a 

prediction market platform ran for two weeks, with forecasters being free to trade in any of 

individual prediction markets relating to the 300 claims provided for that month. This process 

created the opportunity for several confidence scores to be calculated for each claim, by 

aggregating the elicited forecasts in different ways. My role within this project was focused on the 

experimental design and the design and implementation of statistical analysis of the forecasts. The 

human forecasts were judged based on a small sample of the 3000 claims that were selected for 

direct replication. Phase 3, which I am not involved in, is based on automating the human 

forecasting component using machine learning. A full description of SCORE can be found in 
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Appendix 1, including an overview of the methodology used by all teams involved. The 

overarching aim of SCORE is to develop and test methods of assessing the credibility of scientific 

claims without direct replication – something that has only been attempted on a small scale in the 

past.  

There were two unplanned additions to this research due to the COVID-19 pandemic. As a 

direct extension to the SCORE programme, and in addition to the 3000 social and behavioural 

claims, we also forecasted the replicability of 100 claims related to COVID-19. The same survey 

and prediction markets methods were applied to forecasting the COVID-19 claims. In addition, the 

research team gathered forecasts on whether or not a COVID-19-related pre-print would be 

published in a journal, the quality of the journal, and how many citations it will receive within a 

given timeframe. 

The primary motivation behind forecasting replicability in the SCORE project is to provide 

guidance to practitioners, policy setters and decision makers as to the credibility of scientific claims 

in the social and behavioural sciences. Large organisations, both private and public3 often leverage 

social and behavioural science research to “design plans, guide investments, assess outcomes, and 

build models of human social systems and behaviors” (62). Therefore, non-replicating research has 

real world implications for such organisations who use the reserach. The assessments of credibility 

as included in this thesis can help to provide a level of confidence in research and assist with 

increasing the effectiveness of real-world uses for social and behavioural science.  

 

3 Including the funders of the SCORE project: DARPA and the US Department of Defense 
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1.4 Thesis Structure 

This thesis focuses on the statistical analysis of human forecasts of replication outcomes as 

part of the SCORE project, supplemented by additional some smaller ‘spin-off’ projects. Following 

this introduction (chapter 1) the structure of this thesis is as follows.  

Chapter 2 contains a paper published in PLOS One under the title “Predicting replicability - 

analysis of survey and prediction market data from large-scale forecasting projects”. This paper 

presents a meta-analysis of four replication-based forecasting projects (22,24,45,46), analysing the 

degree to which experts in a given field can identify claims that are likely to replicate, as well as 

analysing methods used to elicit and aggregate human beliefs. As the four projects were very 

similar in methodology, the data of each could be combined to perform tests with much higher 

power than what was possible in the individual projects. Therefore, this paper provides stronger 

evidence as to the efficacy of the human forecasters to predict replicability. In addition, the 

increased sample size allows for new analyses. Much of the specifics of the SCORE methodology 

is informed by the findings from this paper. Specifically, the poor performance of aggregating the 

surveys via mean, the diminishing returns of accuracy of the prediction markets over time and the 

informativeness of p-values with respect to replication outcomes, all drove specific aspects of the 

methodology our team contributed to SCORE, as discussed in chapters 3, 4 and appendix 1. I am 

first author of this paper and was also the main contributor to both the analysis and report writing.   

Chapter 3 includes the pre-registration documents for the experimental and statistical design 

for collecting, aggregating, and analysing forecasts of replicability collected for the DARPA 

SCORE project (for full programme details see appendix 1). These documents cover the initial 

meta round (as covered in chapter 4), the regular claim rounds and the final COVID-19 related 

round. The forecast collection as described in the pre-registration documents have already been 
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completed as the experiment ran from August 12, 2019, through to September 28, 2020. Due to 

COVID-19, the replications which can be used to validate our crowdsourced forecasts were not 

able to be conducted. As no results are available, no manuscript or report which presented results 

could be completed. Therefore, I include the pre-registration documents to represent the research 

that was completed by myself and the Replication Markets team.  

Chapter 4 contains a paper published in Royal Society Open Science under the title “Are 

replication rates the same across academic fields? Community forecasts from the DARPA SCORE 

programme”. This research focuses on the first round of surveys and prediction markets in which 

we sought ‘meta’ forecasts from the community. The forecasts do not relate to any single claim or 

finding but rather predict replicability across academic fields and across years of publications. This 

paper found that human forecasters expect there to be differences in replication rates among fields. 

The scope for SCORE is broad – much broader than past replication projects which focus on a 

single field. This broad scope includes fields where no attempt to quantify credibility through large 

scale replications have been undertaken. In these fields, forecasts present an indication of field wide 

reproducibility without any ground truth replications. I am first author of this paper and the findings 

presented were used directly in calculating a set of confidence scores as described in chapter 3.  

Chapters 5 and 6 contain the papers; “Creative destruction in science” (published in 

Organizational Behavior and Human Decision Processes) and “A creative destruction approach to 

replication: Implicit work and sex morality across cultures” (published in Journal of Experimental 

Social Psychology) respectively. These two papers use replication to test multiple hypothesis in the 

same subject space, to revise and update theories. In addition to testing the hypotheses, these 

projects also used human experts to forecast the outcomes of the tests. “Creative destruction in 

science” (chapter 6) focuses on theories relating to gender and hiring. We found that forecasters 

can predict the direction and size of replication effects, including simple, interaction and moderator 
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effects. We also found forecasters’ political beliefs regarding gender and hiring practices did not 

affect their accuracy. “A creative destruction approach to replication: Implicit work and sex 

morality across cultures” (chapter 7) focused on culture and work theories. We found that human 

forecasts did correlate with realised effect sizes but were appreciatively more accurate in estimating 

direction and relative size of effect sizes compared with absolute effect sizes. My role in these 

papers included experimental and statistical design of forecasting components including drafting 

the pre-analysis plan, statistical analysis, report writing and editing of the forecasting components. 

As my contribution was limited to one part of a much larger project (i.e the forecasting) I have only 

included the sections of the publication relevant to the forecasting. In both papers this includes one 

section in the main paper and more detailed analyses in supplementals, including the pre-analysis 

plans.  

Chapter 7 is the paper “Forecasting the citation and publishing outcomes of COVID-19 

pre-prints”. This study sought to forecast the publication outcomes and future citations of COVID-

19 related preprints. We forecast whether 400 preprints will not be published, published in a low or 

medium impact journal, or published in a high impact journal after one year. We also forecast the 

citation rank relative to other preprints in the study. We find that forecasters can predict the 

publication outcomes of the preprints, however they are much more accurate at predicting citation 

ranks, potentially due to the less stochastic nature of citations as compared to publications.  I am 

first author and the main contributor to experimental and statistical design, manuscript drafting and 

editing.  

Chapter 8 concludes and discusses the research found in this thesis. I provide a synthesis of 

the findings in this thesis, followed by a description of the contribution to knowledge. I finish with 

areas of further study and brief final thoughts. 
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2 Chapter 2: Predicting replicability - 

analysis of survey and prediction market 

data from large-scale forecasting 

projects 

 

This chapter consists of the paper “Predicting replicability - analysis of survey and 

prediction market data from large-scale forecasting projects” that was published in 2021 in the 

journal “PLOS ONE”. This paper serves both as a meta-analysis of previous replication forecasting 

projects to confirm their findings and to use the higher power made available by pooling data to 

derive new findings and insights. The findings from this paper heavily informed the subsequent 

replication forecasting projects included in this thesis. This chapter also serves as a literature 

review as it takes an in depth look at all the previous replication forecasting literature. My role for 

this paper included performing the statistical design, conducting the statistical analysis and wrote 

the manuscript. 

 

The reference for this paper is: Gordon M, Viganola D, Dreber A, Johannesson M, Pfeiffer T. 

Predicting replicability—Analysis of survey and prediction market data from large-scale 

forecasting projects. PLOS ONE. 2021;16: e0248780. 

 

To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the published paper 
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Predicting replicability - analysis of 

survey and prediction market data from 

large-scale forecasting projects 
 

2.1 Abstract 

The reproducibility of published research has become an important topic in science policy. 

A number of large-scale replication projects have been conducted to gauge the overall 

reproducibility in specific academic fields. Here, we present an analysis of data from four studies 

which sought to forecast the outcomes of replication projects in the social and behavioural sciences, 

using human experts who participated in prediction markets and answered surveys. Because the 

number of findings replicated and predicted in each individual study was small, pooling the data 

offers an opportunity to evaluate hypotheses regarding the performance of prediction markets and 

surveys at a higher power. In total, peer beliefs were elicited for the replication outcomes of 103 

published findings. We find there is information within the scientific community about the 

replicability of scientific findings, and that both surveys and prediction markets can be used to elicit 

and aggregate this information. Our results show prediction markets can determine the outcomes of 

direct replications with 73% accuracy (n=103). Both the prediction market prices, and the average 

survey responses are correlated with outcomes (0.581 and 0.564 respectively, both p < .001).  We 

also found a significant relationship between p-values of the original findings and replication 

outcomes. The dataset is made available through the R package “pooledmaRket” and can be used to 
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further study community beliefs towards replications outcomes as elicited in the surveys and 

prediction markets.   

2.2 Introduction 

The communication of research findings in scientific publications plays a crucial role in the 

practice of science. However, relatively little is known about how reliable and representative the 

disseminated pieces of information are (1,2). Concerns have been raised about the credibility of 

published results following John Ioannidis’ landmark essay, “Why most published findings are 

false” (3), and the identification of a considerable number of studies that turned out to be false 

positives (4,5).   In response, several large-scale replication projects were initiated in the fields of 

psychology,  experimental economics, and the social sciences more generally (6–14) to 

systematically evaluate a large sample of findings through direct replication. The rate of successful 

replication (commonly defined as a result with a statistically significant effect size in the same 

direction as the original effect) in these projects ranges from 36% to 62%. This rate, however, 

cannot be easily compared across projects because key features such as the inclusion criteria and 

replication power differed across projects. For a discussion of these findings in the context of the 

‘replication crisis’ see refs (1,15–18). 

Four of the large-scale replications projects were accompanied by forecasting projects: the 

Reproducibility Project: Psychology (RPP) (12); the Experimental Economics Replication Project 

(EERP) (6); the Many Labs 2 Project (ML2) (10); and the Social Science Replication Project 

(SSRP) (7). The replications and the forecasting results were included in a single publication for 

EERP(6) and SSRP(7). For RPP (12) and ML2 (10), the forecasting studies appeared 

separately(19,20). In each of the replication projects, a set of original findings published in the 

scientific literature were selected to be repeated via direct replication on new participants and 
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typically larger sample sizes.  The purpose of the associated prediction market studies was to 

investigate whether information elicited from within research communities can be used to predict 

which findings in the replication projects are likely to replicate; and whether prediction markets and 

surveys are useful mechanisms for eliciting such information from scientists. The previously 

published results of the forecasting studies show that the research community can predict which 

findings are likelihood to replicate – with varying degrees of accuracy. In total, peer beliefs were 

elicited for the replication outcomes of 103 published findings in the social and behavioural 

sciences. We have made the resulting dataset available in an R package – ‘pooledmaRket’.  

In this paper, we present an analysis of this pooled dataset, which allows for both testing 

hypotheses with substantially higher statistical power and for conducting additional analyses not 

possible in the previous smaller studies. In the following, we provide a methods section with a brief 

review of the methodology used in the large-scale replication projects and the prediction market 

studies as well as how the dataset is analysed in this paper. This is followed by the results of our 

statistical analysis and a discussion.  

2.3 Methods 

2.3.1 Replication Projects 

Within the replication projects (6,7,10,12), original findings published in the scientific 

literature were selected based on a set of pre-defined criteria, including research methodology, 

specific target journals, and time windows. Typically, one key finding of a publication was selected 

to be replicated with a methodology as close as possible to the original paper. The authors of the 

original papers were contacted and asked to provide feedback on the replication designs before 

starting the data collection for the replications.  
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For RPP, EERP, and SSRP, a replication was deemed successful if it found a ‘significant 

effect size at 5% in the same direction of the original study’ (12,21); for ML2, a replication was 

deemed successful if it found ‘a significant effect size in the same direction of the original study 

and a p-value smaller than 0.0001’ (10). The latter definition of a successful replication is more 

stringent because the power of the replications in the ML2 project is higher with multiple 

laboratories conducting replications. The large-scale replication projects also report additional 

replication outcomes such as effect sizes.  

Statistical power for the replications was typically higher than for the original findings.  

RPP and EERP had a statistical power of about 90% to find the original effect size. The power was 

increased substantially for the SSRP project following concerns that effect sizes for original 

findings may be inflated (12,22), which increases the chances of false negatives among the 

replication outcomes in the RPP and EERP projects. This was done by using a 2-stage design, 

where sample sizes in the first stage were such that replications had 90% power to detect 75% of 

the original effect size. The second stage was conducted if the first stage found a negative result, 

and together the samples of the two stages led to the replications having 90% power to detect 50% 

of the original effect size. This two-stage approach is further explained below. In the ML2 study, 

replications were conducted at multiple sites with large sample sizes, resulting in a substantially 

higher power.  

2.3.2 Forecasting Studies 

The four forecasting studies associated with the replication projects investigated the extent 

to which prediction markets and surveys can be used to forecast the replicability of published 

findings. Before the replication outcomes became public information, peer researchers participated 
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in a survey eliciting beliefs about the replication probability for findings within the replication 

projects and thereafter participated in prediction markets.  

In the prediction markets, participants were endowed with tokens that could be used to buy 

and sell contracts each of which paid one token if a finding was replicated, and zero tokens if it was 

not replicated. At the end of the study, tokens earned from the contracts were converted to 

monetary rewards. The emerging price for the contracts traded in the market can be interpreted, 

with some caveats (23), as a collective forecast of the probability of a study replicating. An 

automated market maker implementing a logarithmic market scoring rule was used to determine 

prices (24). The prediction markets were open for two weeks in RPP, ML2, and SSRP, and for 10 

days in EERP. The most relevant information for forecasting, including the power of the 

replications, was embedded in the survey and in the market questions, and the links to the original 

publications were provided. The forecasters were also provided with the pre-replication versions of 

the replication reports detailing the design and planned analyses of each replication. In the case of 

ML2, where many replications were performed for each finding, overall protocols on the 

replications were provided in lieu of specific replication reports.  

Participants were recruited via blogs, mailing lists, and Twitter – with the focus on people 

working within academia. Some participants who filled out the survey did not participate in the 

prediction markets. The data presented here is restricted to only those participants who actively 

participated in the markets, therefore a participant had to trade in at least one market to be included 

in the survey data.  As a result, both the survey and prediction market data are based on the same 

participants.  

Study procedures for each of the forecasting studies meet the guidelines of written 

documentation provided by the Ethical Review Board in Sweden. Since no sensitive personal 
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information was collected, we did not consider the study being eligible for review or that it required 

documenting informed consent in line with the Swedish legislation on ethical review. We did not 

obtain formal ethics review for the forecasting of RPP, EERP and ML2 outcomes, and did not 

explicitly document informed consent. Participants who were invited to participate in these studies 

received an information sheet about the design and purpose of the study and subsequently could 

choose whether to contribute to the forecasting. For SSRP, an Ethical Review Board application 

was submitted to The Regional Ethical Review Board in Stockholm (2016/1063-31/5). The Ethical 

Review Board of Stockholm decided that an application was not required by Swedish legislation 

and that they therefore offered only an "advisory opinion" in which they noted that they had no 

ethical objections against the study. Informed consent was explicitly documented for SSRP. 

The following subsections provide study specific details; further information is available in 

the original publications. 

2.3.2.1 RPP 

The forecasting study by Dreber et al. (19) was done in conjunction with the 

Reproducibility Project: Psychology (12). In RPP, a sample of findings published in the Journal of 

Personality and Social Psychology, Psychological Science, and Journal of Experimental 

Psychology was replicated. The overall replication rate was 36%. The total RPP included 97 

original findings, 44 of which were included in both prediction markets and surveys. Dreber et al. 

ran these 44 prediction markets and 44 surveys in two separate batches in November 2012 and in 

October 2014 to study whether researchers’ beliefs carry useful information about the probability 

of successful replication. For these 44 studies, 41 replications had been finished at the time of 

publication. One finding is excluded as it does not have relevant survey forecasts, leaving a total of 

40 sets of forecasts included in this dataset. Of the 40 findings included here, prediction markets 
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correctly predicted the outcome of the replications 70% of the time, compared with 58% for the 

survey. The overall replication rate of the included 40 findings was 37.5% (see Table 1).  

2.3.2.2 EERP 

Camerer et al. (6) replicated 18 findings in the field of experimental economics, published 

in two of the top economic journals (American Economic Review and Quarterly Journal of 

Economics). The process for selecting the finding to be replicated from a publication was as 

follows: (1) select the most central finding in the paper (among the between-subject treatment 

comparisons) based on to what extent the findings were emphasized in the published versions; (2) 

if there was more than one equally central finding, the finding (if any) related to efficiency was 

picked, as efficiency is central to economics; (3) if several findings remained and they were from 

different separate experiments, the last experiment (in line with RPP) was chosen; (4) if several 

findings still remained, one of those findings was randomly selected for the replication. A fraction 

of 61% of replications were successful.  Both the markets and the survey correctly categorized 11 

findings out of 18 (61%).  

2.3.2.3 ML2 

Forsell et al. (25) presents forecasts for replications included in the ML2 project (10), a 

further large-scale replication project led by the Open Science Collaboration. One of the aims of the 

ML2 project was to guarantee high-quality standards for the replications of classic and 

contemporary findings in psychology by using large sample sizes across different cultures and 

laboratories and requiring replication protocols to be peer-reviewed in advance. The findings were 

selected by the authors of the ML2 project, with the aim of assuring diversity and plurality of 

findings. The realized replication rate for the ML2 project was 46% (11 successful replications out 

of 24 findings analysed). Although ML2 replicated in total 28 findings, replication outcomes were 
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only forecasted for 24 of these. The excluded findings focused on cultural differences in effect sizes 

across different samples. Note that when including all 28 findings, the replication rate of the Many 

Labs 2 project (10)  increases to 50% (14/28). Further detail is given in Appendix A in Forsell et al. 

(20). The prediction markets correctly predicted 75% of the replication outcomes. As a comparison, 

the survey correctly predicted 67% of replication outcomes.  

2.3.2.4 SSRP 

SSRP is a replication project covering 21 experimental social science studies published in 

two high-impact interdisciplinary journals, Science and Nature (7). SSRP was specifically designed 

to address the issue of inflated effect sizes in original findings. There were three criteria for 

selecting findings within publications (presented in descending order): (1) select the first finding 

that reports a significant effect; (2) select the statistically significant finding identified as the most 

important; (3) randomly select a single finding in cases of more than one equally central result. In 

line with previous studies, Camerer et al (7), also ran prediction markets and prediction surveys to 

forecast whether the selected studies will replicate. The design of SSRP for conducting replications 

differed from the previous projects in that it was structured in two stages: the first stage provided 

90% power to detect 75% of the original effect size; if the replication failed, stage 2 started, and the 

data collection continued until there was 90% power of detecting 50% of the original effect size 

(pooling data from the stage 1 and stage 2 collection phases). Based on all the data collected, 62% 

of the 21 findings were successfully replicated. The prediction markets followed a similar structure 

of the data collection: participants were randomized in two groups: in treatment 1, beliefs about 

replicability in stage 1 were elicited; in treatment 2, beliefs about replicability in both stage 1 and 

stage 2 were elicited. In this paper, we report the results about treatment 2 only, as the replication 

results after Stage 2 are the most informative about the replication outcome.  
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2.3.3 Pooled Dataset 

Due to the high similarity in research topic and design of the four forecasting studies, they 

can be pooled into a single dataset. The pooled data can be downloaded within the R package 

which can be accessed at https://github.com/MichaelbGordon/pooledmaRket. The dataset is 

presented in three separate tables, combined from the four forecasting studies as well as a codebook 

which provides details on each of the columns within each dataset. Each table represents the key 

parts of the studies; replication outcomes and original findings features, survey responses, and 

prediction market trades. Each of these tables is made available in the R package, as well as 

example code of aggregation methods.  

 In order to analyse the performance of the prediction markets we typically take the market 

price at time of closing as the aggregated prediction of the market. For the survey we aggregate 

primarily with simple mean, but also provide performance of several other aggregations. In total we 

analyse data from over 15,000 forecasts across the 103 findings, made up of 7850 trades and 7380 

survey responses.  

2.4 Results 

In this section, we report and comment on the outcomes of the descriptive and statistical 

analyses performed to compare the prediction markets results and the survey results. For all the 

results reported below, the tests are interpreted as two-tailed tests and a p-value < 0.005 is 

interpreted as “statistically significant” while a p-value < 0.05 as “suggestive” evidence, in line 

with the recommendation of Benjamin et al. (26). 
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2.4.1 Observed and Forecasted Replication Rates 

Successful rates of replication ranged from 38% to 62%, with an overall rate of 49% for the 

103 findings included in the dataset (Table 1). The Replication Project Psychology had the lowest 

overall replication rate of 38%.  Many Labs 2 had the second-lowest replication rate with 11 out of 

24 studies successfully replicating (45.8%). The Experimental Economics Replication Project and 

Social Studies Replication Project both have replication rates around 60%.  

 

Table 2-1: Main features of individual projects. This table contains key characteristics and summaries of the 
datasets and the pooled data.  In calculations of correct forecasts by the prediction market and survey, we 

interpreted a final price of 0.50 or greater as prediction of a successful replication; if the final price is lower than 

0.50, we interpret this as prediction of a failed replication. Overall, the actual replication rate was 49%, 
indicating that the forecasters were overconfident with the average market price being 0.627. Prediction Markets 

tend to outperform surveys when forecasting replication success when considering overall accuracy – 73% 

compared to 66%. 

 RPP EERP ML2 SSRP Pooled data 

Replication Study Ref (12) 
Ref (6) 

Ref (10) 
Ref (7)  

Forecasting Study Ref (19) Ref (25) 

Field of study 
Experimental 

Psychology 

Experimental 

Economics 

Experimental 

Psychology 

Experimental 

Social 

Science 

 

Source Journals 
JPSP, PS, JEP 

(2008) 

AER, QJE 

(2011-2014) 

Several 

psychology 

outlets, 

including 

JEP, JPSP, PS 

(1977-2014) 

Science, 

Nature (2010-

2015) 

 

Replicated Findings 40 18 24 21 103 

Successful replications 15 (37.5%) 11 (61.1%) 11 (45.8%) 13 (61.9%) 51 (49%) 

Mean beliefs - Prediction 

Market 
0.556 0.751 0.644 0.634 0.627 

Correct – Prediction 

Markets (%) 
28(70%) 11 (61%) 18 (75%) 18 (86%) 76 (73%) 

Mean Absolute Error – 

Prediction Market 
0.431 0.414 0.354 0.303 0.384 
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Mean beliefs - survey 0.546 0.711 0.647 0.605 0.610 

Correct - Survey (%) 23 (58%) 11 (61%) 16 (67%) 18 (86%) 68 (66%) 

Spearman Correlation – 

Prediction Market and 

Survey beliefs 

0.736 0.792 0.947 0.845 0.837 

Spearman Correlation – 

Replication Outcomes 

and Prediction Market 

0.418 0.297 0.755 0.842 0.568 

Spearman Correlation – 

Replication Outcomes 

and Survey beliefs 

0.243 0.516 0.731 0.760 0.557 

 

Expected replication rates as found within prediction markets range from 56% (for RPP) to 

75% (for EERP). Surveys predicted replication rates from 55% (RPP) to 71% (EERP). Overall, the 

replication rates as expected by the community is around 60%. When comparing actual with 

expected replication rates, both the average survey (M = 0.61, SD = 0.14) and final market price 

(M=0.63, SD=0.21) tend to overestimate the actual rate of replication success (M = 0.49). Paired t 

tests found statistically significant difference between actual replication rate and the survey (t(102) 

= -2.89, p = 0.0046) and the market (t(102) = -3.43, p = 0.00088).  
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Figure 2-1. Market Beliefs. This figure plots the final prices of the 103 markets included within this dataset 

ordered by price. The green dots represent successful replications, and the non-replications are represented by 
the red dots. The vertical line at 0.5 indicates the binary cut off used to determine the markets aggregated 

prediction. 

 

 The binary outcome variable is correlated with both the survey responses (r(101) = .564, p 

< .001, 95% CI [0.42,0.68]) and market prices(r(101) = .581, p < .001, 95% CI [0.44,0.70]), as 

shown in Figure 1. When combining the final market price correlations in a random effects meta-

analysis (using the conservative Hartung-Knapp-Sidik-Jonkman method to account for the small 

number of studies (27,28)), we find a pooled correlation of 0.62 ( p = 0.04, 95% CI [0.05, 0.88]) 

(Figure 2). There is evidence of between study heterogeneity (2= 0.127, 95% CI [0.007,2.41] and 

I2 = 72%, 95% CI [20.4%,90.1%]). However, with the small number of studies included here, I2 
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should be interpreted in context of its 95% CI4. All studies have positive correlations between final 

market prices and replication outcomes. 

Figure 2-2. Market Price and Replication Outcome Correlation and Meta-Analysis. Final market price and 

replication outcome are shown to be correlated in each of the forecasting studies individually. Pooling the 
correlation using a random effects meta-analysis provides a pooled correlation of 0.62. There is some evidence 

for heterogeneity between studies with I2 = 72% (95% CI [20.4%,90.1%]), 2 = 0.127 (95% CI [0.007,2.41]) and 

significant Q statistic (Q(3) = 10.7, p=0.013).  

Market based and survey based forecasts in all four studies are highly correlated (RPP - 

rs(38) = 0.736, p < .001; EERP - rs(16) =0 .792, p < .001; SSRP - rs(19) = 0.845, p < .001; ML2 - 

rs(22) = 0.947, p < .001).  When considering combined data the same high correlation is found 

(rs(101) = .837, p < .001; r(101) = .853, p < .001, 95% CI [0.79,0.90]); as it emerges distinctly from 

Figure 2-3.  

 

4 With limited number of forecasting projects (n=4), the estimation of I2 will be noisy. Therefore, readers 

should analyse the range of I2 as given by the confidence intervals rather than a point estimate. 



30 
 

30 

 

Figure 2-3. Market and Survey Correlations. Final Market Prices and average survey responses are highly 

correlated (rs(101) = .837, p < .001; r(101) = .853, p < .001). The dotted horizontal and vertical lines indicate 

the 0.5 cut off points used when applying a binary forecasting approach. The top left quadrant represents those 
findings which are predicted to replicate by survey but predicted to not replicate by market. The top right and 

bottom left quadrants contain findings where the markets and surveys agree, predicted to replicate and to not 

replicate respectively. The bottom right quadrant with a single finding, is where the study is predicted to replicate 
by the market but not by the survey. The colours of the findings show the replication outcome, with green 

indicating a successful replication outcome, and red indicating unsuccessful replication.  

 

2.4.2 Accuracy of forecasts 

In order to assess the effectiveness of forecasters providing beliefs via prediction markets 

and surveys, we analyse error rates for each method, and overall accuracy when adopting a binary 

approach. For the binary approach we interpret a final price of 0.50 or greater as prediction of a 

successful replication and a final price lower than 0.50 as prediction of a failed replication. The 

same rules applied for surveys: we computed the mean beliefs for each study and then interpreted 

that the survey predicts a successful replication if the average beliefs exceed 0.50 and a failed 

replication otherwise. Using this approach, the surveys never outperformed the markets. In two 
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cases (EERP and SSRP) they correctly categorize the same number of findings in the 

replicates/non-replicates dichotomy; in the other two studies, the markets do better (71% vs 58% in 

the RPP; 75% vs 67% in the ML2). Overall, the prediction markets had an accuracy of 73% (75 out 

of 103 studies), while the surveys had an accuracy of 66% (68 out of 103 studies). However, based 

on a chi-square test this difference is not statistically significant (X2 (1) = 1.12, p = 0.29).  

Findings that do not replicate tend to have prediction market prices below the 0.50 

threshold, while studies that do replicate are more concentrated above the 0.5 threshold.  Out of the 

31 findings that are predicted by the market not to replicate, only three eventually replicated, thus 

for these findings the market is correct more than 90% of the time. Alternatively, 25 of the 73 

(66%) findings that were predicted to replicate did not. The survey-based predictions follow a 

similar pattern; of the 22 findings that are predicted to not replicate by the survey, only two 

eventually replicated and of the 81 studies that are predicted to successfully replicate, 33 did not 

replicate. Both the market and survey-based forecasts are more accurate when concluding that a 

study will not replicate rather than when concluding that a study will replicate, markets (X2 (1) = 

6.68, p = 0.01; X2 (1) = 4.45, p = 0.035 for markets and surveys respectively). This may at least be 

partially due to the limited power of the replications in RPP and EERP, as some of the failed 

replications may be false negatives.  

The absolute error, defined as the absolute difference between actual replication outcome 

(either 0 or 1) and the forecasted chance of replication, is used as an accuracy measure that does not 

entail a loss of information from binarizing the aggregated forecasts. The forecasts for SSRP had 

the lowest mean absolute error of 0.303 and 0.348 for the prediction markets and survey 

respectively. This was followed by ML2 (market error of 0.354 and survey error of 0.394) and RPP 

(market error of 0.431 and survey error of 0.485). Only in EERP there was a lower absolute mean 

error for the survey – 0.409 compared with 0.414 for the market. Across all 103 findings, the 
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absolute error of the prediction markets (M = 0.384) is significantly lower than the survey (M = 

0.423) (t(102) = 3.68, p < .001). Prediction markets tend to provide more extreme forecasts with the 

final price ranges being larger in all four projects than the survey beliefs range. Quantifying 

extremeness as distance of a forecast from 0.5 the markets show a significantly larger extremeness 

compared to the average survey (t(102) = 7.87, p <0.0001). Overall, market-based forecasts and 

survey-based forecasts are similar when using a binary metric, however the more extreme market 

forecasts provide a significantly better predictor when evaluating based on error.  

2.4.3 Aggregation Methods 

Using alternate aggregations of the individual survey response can create more extreme 

forecasts which have been linked to better forecasts (29). We provide results for three additional 

survey aggregation methods: median, simple voting and variance weighted mean. Simple voting 

includes binarizing every survey response (effectively rounding each response to either 0 or 1) and 

reporting the percentage of responses which vote for replication success. Variance weighted mean 

is based on finding a positive relationship between variance in survey responses and overall 

accuracy.  We hypothesize that forecasters with a large variance in survey responses are able to 

better discriminate between which studies are likely to replicate and which aren’t likely, thus 

providing more extreme forecasts. On the other hand, forecasters who are not able to discriminate 

provide similar forecasts for many studies, and therefore have a low variance. The median 

aggregator (M = 0.63, SD = 0.17), the simple voting aggregator (M= 0.66, SD = 0.21) and the 

variance weighted mean (M =58, SD = 17) methods provided higher variance forecasts than the 

mean (M = 0.610, SD = 0.14). Evaluating the survey aggregations using mean absolute error simple 

voting performs the best (0.39), followed variance weighted mean (0.407) and median (0.412). The 

mean aggregator has the highest mean absolute error of 0.422. The final market price still 

outperforms these alternate aggregations.  
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2.4.4 Market Dynamics 

Predictions market are designed to aggregate information that is widely dispersed amongst 

agents. The market price is expected to converge to a relatively stable value which is interpreted as 

a probability of the outcome occurring (30,31). For replication markets it is unknown how quickly 

the market can converge. Using both time and number of trades to quantify how the market 

progresses, we can investigate on average at what point the information distributed across the 

agents is ‘priced into the market’. 

The number of trades in each of the markets range from 26 to 193 (M = 76, SD = 32) we 

observe that each forecasting study opened their prediction markets for between 11 and 14 days. 

The market trades tend to be front loaded, where trading activity diminishes over the available 

trading time.  

As expected, the markets experience diminishing returns in terms of reduction in mean 

absolute error. Reductions in mean absolute error can be modelled using LOESS regression, where 

the mean absolute error is estimated at different numbers of trades(32). This model shows that 90% 

error reduction (i.e 90% of the total error reduction that will occur) happens in the first 69 trades.  

When analysing error reduction as a function of time, 65% of the error reduction that will 

be achieved occurs in the first hour. 90% of total error reduction occurs within the first 161 hours 

of the markets (just under a week).  Both in terms of number of trades and time, the average error 

fluctuates towards the end the market, without consistently improving forecasts, indicating trades 

made towards the end of the markets are noisy (Figure 4). However, applying a time weighting 

smoothing algorithm of all trades after the first week does not result in a significant increase in 

accuracy.  
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Figure 2-4. Market Dynamics. Each of the subplots represent reduction in absolute error as the market 

progresses. Both plots include the mean (across 103 findings) absolute error in black, and the LOESS smoothing 
in blue. Plot (a) describes error reduction over number of trades and plot (b) describes error reduction over time. 

We find that the error falls quickly at first, however error does not reduce over  

 

 

 

2.4.5 P value Analysis 

The p-values of the findings has been shown to be correlated with the replication outcomes 

(20,21). In particular two other replication based forecasting attempts has shown that p-values are 

informative to a machine learning algorithm(33,34).  We here test this relationship using the pooled 

market data. One limitation of this analysis is that p-values are often reported as an inequality or a 

category rather than a real number, for example a typical reported p value is “p < 0.05”. Therefore, 

we transform p-values into categories. As a guide we use categories as suggested by Benjamin et al. 
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(26); of ‘suggestive evidence’, p > 0.005, and statistical significance p <= 0.005. This two-category 

approach provides a significant relationship (F(1,101) = 26.515, p < .001, R2 = 0.2) between 

strength of evidence (through p-values) and replication outcomes (b = 0.46, S.E = 0.089, p < .001). 

While the replication rate for findings with p <= 0.005 is about 74%, the replication rate for 

findings with p > 0.005 drops to 28%. The correlation of p-value category and outcomes is 0.456 

(95% CI 0.29,0.60],  p < .001). We also study the same effect, by running the same linear model for 

each study individually, and then combine via a random effects meta-analysis (Figure 5). The meta-

analysis also shows a strong relationship between p-value category and replication outcomes (linear 

model b = 0.49, p=0.019, 95% CI [0.16,0.83]).   

 

Figure 2-5. P-Value and Replication Outcomes. The relationship between p-value category and replication is 
robust to a meta-analysis, with a pooled effect of 0.49. There is no evidence for heterogeneity between studies (I2 

= 41%, 95% CI [0%, 80%],  2 = 0.0205, 95% CI [0, 0.49] and Q (3) = 5.06, p = 0.17), however with only 4 

studies included in the meta-analysis there may be low power to detect heterogeneity. For all studies, the effect is 

in the same direction.  

 

2.5 Discussion  

In this paper, we investigate the forecasting performance of two different procedures to 

elicit beliefs about replication of scientific studies: prediction markets and prediction survey. We 

pooled the forecasting data using these two methods from four published papers in which 

forecasters, mainly researchers and scholars in the social sciences, estimated the probability that a 
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tested hypothesis taken from a paper published in scientific journals would replicate. We find that 

the prediction markets correctly identify replication outcomes 73% of the time (75/103), while the 

prediction surveys are correct 66% of the time (68/103). Both the prediction market estimates, and 

the surveys-based estimates are highly correlated with the replication outcomes of the studies 

selected for replication (Pearson correlation = 0.581 and = 0.564, respectively), suggesting that 

studies that replicate can be distinguished from studies that do not successfully replicate. However, 

both the forecasts elicitation methods tend to overestimate the realized replication rates, and beliefs 

about replication are on average about ten percentage units larger than the observed replication rate. 

The results suggest that peer beliefs can be elicited to obtain important information about 

reproducibility, but the systematic overestimation of the replication probability also imply that 

there is room for calibrating the elicited beliefs to further improve predictions.  In terms of 

comparing which elicitation method performs better in the task of aggregating beliefs and 

providing more accurate forecasts, our results suggest that the markets perform somewhat better 

than the survey especially if evaluating based on absolute prediction error.  

We confirmed previous results which indicated that p-values, which can be interpreted as a 

measure for the strength of evidence, are informative in respect to replication success. There is, 

however, some debate on the appropriateness of interpreting p-values as a measure of strength of 

evidence (35,36). While Fisher viewed smaller p-values as stronger evidence against the null 

hypothesis (37), other methods have been proposed to be more suitable for quantifying the strength 

of evidence (38,39).  Our findings thus provide some context for interpreting p-values as strength 

of evidence by demonstrating a relationship with replicability, but further research could extend 

this by analysing the relation between replication outcomes with other measures for the strength of 

evidence such as effect sizes. In addition, a meta-analysis provides no evidence for the relation 

between the p-value and replication outcomes to differ from project to project (or between 
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academic fields). Conversely there is suggestive evidence of heterogeneity in the relationship 

between forecast and replication outcome, as shown by the meta-analysis of the correlations from 

the different projects. This heterogeneity may arise from differences in study design, the forecasters 

involved, or some fields may be easier to forecast than others.  However, with only a small number 

of studies used in our meta-analyses, further data are required for more conclusive results. 

The data and results presented in this paper can be used for future forecasting projects that 

are either planned or in progress (14), by informing experimental design and forecasting 

aggregation.  The results can also be used to evaluate the predictive performance of prediction 

markets against other methods (33,34,40).  The pooled dataset presents opportunities for other 

researchers investigate replicability of scientific research, human forecasts and their intersection, as 

well as providing a benchmark for any further replication-based markets.  
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3 Chapter 3: SCORE Pre-registration 

There are three pre-registration documents included in this chapter; pre-registration of the 

analysis of meta markets and surveys (the results of which are found in Chapter 4), pre-registration 

of the analysis of regular markets and surveys (overview found in Appendix 1) and finally the pre-

registration of the analysis of a COVID-19 related round. Each pre-registration includes 

experimental design and statistical models as well as methodology for calculating Confidence 

Scores (CS). Confidence Scores are the key output of our research and indicate the probability a 

scientific claim will be successfully replicated. Some of the confidence scores rely on a method of 

peer assessment called ‘Surrogate Scoring Rules’ or SSR. The design and implementation of SSR 

was completed by my colleagues, and therefore I was not involved in the calculation of confidence 

scores relating to SSR. I did however, calculate all other confidence scores. The final round of 

forecasting was focused on social and behavioural claims related to COVID-19 and was not in the 

initial plan for SCORE, but was a later addition in response to the pandemic. These 100 claims are 

not included in the 3000 claims assessed as part of the regular SCORE programme and also differ 

from the sample of 400 COVID related preprints as described in Chapter 7. I contributed to the 

experimental and statistical design and the drafting of this preprint. In addition I also developed the 

methodology for many of the confidence scores. 

Due to the COVID-19 pandemic, the replications of scientific claims by TA1 team (see 

Appendix 1) were delayed, resulting in no validation available to perform the hypotheses found in 

these pre-registration documents. Therefore, these pre-registration documents represent research 

that was completed by our Replication Markets Team (also referred to as “Team KeyW” in the 

document below).  

 

To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the original document 
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Pre-registration documentation for SCORE TA2/Team KeyW 

3.1 Context 

With its SCORE programme, the Defense Sciences Office (DSO) at the Defense Advanced 

Research Projects Agency (DARPA) is funding innovative research projects for the development and 

deployment of tools to assign Confidence Scores (CSs) to different kinds of Social and Behavioral 

Science (SBS) research results and claims. CSs are quantitative measures that should enable someone 

to understand the degree to which a particular claim or result is likely to be reproducible and/or 

replicable. As part of the SCORE project, our team (team KeyW) will develop surrogate scoring and 

prediction market approaches to elicit CSs from market participants. A total of 3,000 claims will be 

scored. A database with claims and descriptive data (CVD) will be created by a third party (TA1; see 

“Data Integration Plan”, DARPA SCORE Internal Documentation, 2019). TA1 will also coordinate 

the validation of claims through direct replication, and through data-analytic reproduction using 

existing alternative data. The number of claims validated through direct replication will be around 

100 (3.3%) and an additional 100 claims will be validated through data-analytic reproduction. Our 

team will not receive information about which claims will be selected for reproduction or replication, 

and will not receive claim-specific detail on replications. The outcome of the TA1 replications will 

be used to evaluate the scores provided by our team. This evaluation is conducted by an external 

party (T&E; see “Phase 1 TA1 and TA2 Test and Evaluation (T&E) Plan”, (1)). Primary performance 

metrics will be (a slightly modified version of) Wilcoxon-Mann-Whitney’s U. 10 CS scores will be 

submitted. 
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3.2 Methodology 

3.2.1 Overview  

Team KeyW is focusing on two methodologies to elicit forecasts on the replicability of 

claims: decision markets and surrogate scoring. Decision markets are mechanisms related to 

prediction markets that are modified to provide incentivized forecasts despite the low rate of 

resolution. Surrogate scoring is a survey-based incentivized elicitation method that does not require 

access to a ‘ground truth’ to determine incentives. Of the 10 scores, 3 will be based on the decision 

markets, 6 will be based on the surrogate scoring surveys, and one will use information from both 

approaches. A description of these scores is given in Section 5. 

3.2.2 Forecasting in monthly rounds 

 Forecasts on the replicability of the 3,000 claims are elicited in monthly rounds, with each 

round covering about 300 claims. Each round will start with surveys for the surrogate scoring method. 

Each participant will be assigned to a survey with questions on 10 of the 300 claims in that round. 

The assignment is done based on preferences as declared in an entry survey. Once participants 

complete this first batch they can choose to complete a different ‘batch’ of claims. Claims within a 

batch are, if feasible, sampled from the same journal. The surveys will be accessible for one week. 

Once the survey closes, markets on the replicability of the 300 claims will open for two weeks. 

Subsequent rounds will be conducted in a 4-week cycle. Participants are recruited through a variety 

of community mailing lists and social media; survey and markets can be accessed through the website 

www.replicationmarkets.com. Once registered, they are asked to complete compulsory and non-

compulsory intake surveys. Before starting with the regular monthly forecasting rounds, there will 

be a survey and market on meta-questions.   
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3.2.3 Meta-questions 

Before eliciting forecasts for individual claims, a market and corresponding survey for meta-

questions (referred to as meta-survey and meta-market) will be used to forecast overall replication 

rates in SCORE, subject-specific replication rates and year-wise replication rates. The questions will 

be the same for survey and market and are given in Appendix A. These meta-questions allow to test 

whether participants expect field-specific, and time-dependent variation of the replication rates, and 

will help calibrating claim-level forecasts in the regular rounds. The meta-survey opens on August 

12, 2019, noon UTC, and closes August 18, 2019, 11:59pm UTC. A surrogate method is used to 

incentivize participants and aggregate survey responses of those participants that are expected to be 

most accurate. The methodology will be the same as for the score 𝐶𝑆_𝑠𝑢𝑟𝑣𝑒𝑦_𝑄1 and 

CS_survey_Q1_A1 (see Section 5 for details). The meta-market will open for the subsequent week 

(August 19, noon – August 25, 11:59pm UTC), and might be re-open periodically throughout the 

project period. The market platform uses a market maker implementing a logarithmic market scoring 

rule (LMSR) with a base of 2, and a liquidity parameter of 𝑏 = 100. All meta-markets start with an 

initial pricing of 0.5, and will settle at the respective observed replication rate. Participants will 

receive 100 points to invest; points that have not been invested by the closing time of the meta-market 

will be lost. For the pre-registration of the statistical analysis of the data from the meta-questions see 

Section 3.  
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3.2.4 Surrogate scoring5 

 In the regular monthly rounds, surrogate scoring will be used to elicit forecasts on the 

outcome of direct replications for the individual claims. In addition, the survey questions will address 

belief on the beliefs of other forecasters, the outcome of data-analytic reproduction, the plausibility 

of claims, the likelihood of claims to be evaluated through direct replication, and errors in the claim 

data (see Appendix B). Survey responses will be elicited for batches of 10 claims (see above). 

Incentives will be provided only for forecasts on the outcome of direct replications (SQ1) and data-

analytic reproductions (SQ3). The surrogate scoring methodology will be used to identify and 

incentivize the expected top forecasters in each round for each batch. The surveys will be open for 

one week at the beginning of each round. The aggregation of survey responses into forecasts is 

described in Section 5.   

3.2.5 Prediction markets 

 Once the surrogate scoring survey is closed, the market for the replicability of the 300 

individual claims in the round will open. The main market-based mechanism to elicit forecasts for 

the outcome of the individual (claim-level) replications will be through the trading of ‘shares’ on 

binary (yes/no) questions. For each claim in the CVD database, there will be ‘Yes’ shares and ‘No’ 

shares. ‘Yes’ shares will pay 1 point if the underlying claim is evaluated through direct replication, 

and the replication yields a statistically significant finding in the direction of the original claim. ‘No’ 

shares will pay 1 point if underlying claim is evaluated through direct replication, and the replication 

does not yield a statistically significant finding in the direction of the original claim. If a claim is not 

 

5 Surrogate Scoring for prizes and confidence scores were calculated by other members of the replication 

markets (or Team KeyW). I was not involved in this process.  
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selected for replication, both ‘Yes’ shares and ‘No’ shares will pay out 0 points. This approach is 

equivalent to using decision markets with simple stochastic decision rules. Trading will be facilitated 

through a market maker implementing a logarithmic market scoring rule (LMSR) with base 2 and a 

liquidity parameter of 𝑏 = 100. Initial decision market prices will be informed by p-values and the 

relation between p-value and replication rates as observed in previous replication markets. Based on 

the field ‘coded p-value’ in CVD, each claim will be assigned into one of the following three 

categories (“𝑝 <= 0.001”, “0.001 <  𝑝 <= 0.01”, “𝑝 > 0.01”). Starting prices for these three 

categories will be (0.8, 0.4, 0.3)6. Participants receive 300 points, and can obtain a bonus of up to 

30% depending on ongoing contributions to the market and survey. In each round the market will be 

open for 2 weeks. Points that are not invested by the time the market closes will be lost. Forecasts 

will be generated by smoothing the market prices over the second half of the trading period (see 

Section 5, 𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑 for details). 

3.2.6 Prizes 

 The total prize pool will be split into one part dedicated to the prediction markets (~two 

thirds), and one part dedicated to surrogate scoring (~one third). Replication results are expected to 

be released at the end of the project. The prize pool for the prediction markets will thus be paid out 

at the end of the project. Prizes for surrogate scoring will be paid out after each round. The payouts 

for surrogate scoring will be made after the markets on a round close. This ensures that information 

on performance in surrogate scoring does not affect investments in the market. The prize pool for 

surrogate scoring will be allocated into prize pools of USD 160 for the individual batches. The top 

four participants for any given batch (as determined by their average score over the round; see Section 

 

6 The rationale for these starting prices can be found in chapter 2 
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5 for details) will receive fixed prizes of USD 80, USD 40, USD 20, and USD 20. The prize pool for 

the monthly prediction markets will be allocated into separate pools of about USD 9,000 for each 

round (USD 900 per resolving claim, with 10 resolutions expected per round). This prize pool will 

be allocated proportionally to the points that participants earn from their investments. Participants in 

the prediction markets do not receive any pay outs for points that have not been invested into 

forecasts.  

The prize pool for meta-surveys is USD 960, and is allocated in prizes of USD 80 for the top 

6 participants, USD 40 for participants ranked 7-12, and USD 20 for participants ranked 13-24. The 

prize pool for the meta-market is USD 4,320 (USD 360 for each of the 12 meta-claims) and is 

allocated proportionally to the points earned in these markets.   

3.3 Pre-registration for the statistical analysis of the meta-

markets and meta-surveys  

In the meta-market and meta-surveys we use prediction markets and surveys to elicit ‘meta-

forecasts’ on the following replication rates: 

● the overall replication rate in the SCORE project;  

● the topic-specific replication rates;  

● the year-specific replication rates. 

The questions are given in Appendix A. In this section, we specify the analyses we plan to 

perform. Unless otherwise specified, we interpret the threshold of 𝑝 < 0.005 as identifying statistical 

significance and the threshold of 𝑝 < 0.05 as identifying suggestive evidence; all the tests in this pre-

analysis plan are two-sided tests. The hypotheses are expressed in directional terms unless the 

direction of the tested effect is not clear ex-ante, in which case they are expressed in non-directional 
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terms. For the market transaction data, no data will be excluded. For the meta-survey data, the 

responses of participants who skipped more than 6 of 12 questions will be excluded.   

3.3.1 Primary Hypothesis 

1. Do forecasters in their meta-survey response on the overall replication rate (MSQ1) 

in SCORE over- or underestimate overall observed replication rates?  

Test: Independent samples t-test between a vector containing the participants’ survey 

responses for the overall replication rate, and a vector containing the outcomes of the (approximately) 

100 direct replications, with 1 denoting a replication outcome consistent with the original effect (for 

definition see “Phase 1 TA1 and TA2 Test and Evaluation (T&E) Plan”, DARPA SCORE Internal 

Documentation, 2019), and 0 denoting a replication outcome not consistent with the original effect. 

The sample variances are treated as being different, i.e. an independent samples t-test not assuming 

equal variances will be used.  

2. Is there evidence for topic-specific replication rates to differ between topics?  

Test: We use a one-way repeated measures ANOVA across the participants’ survey 

responses (MSQ2-MSQ7) as dependent variable, and topic (i.e. question ID) as independent factor. 

If the model indicates that there is a joint significant effect of the topic variables, we compute pairwise 

paired t tests between responses to each topic, and apply the Benjamini-Hochberg procedure to 

control the false discovery rate. 

3. Is there evidence for survey responses on year-specific replication rates to differ 

between the time periods?  
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Test: We use a one-way repeated measures ANOVA across the participants’ survey 

responses (MSQ8-MSQ12) as dependent variable, and year-band (i.e. question ID) as independent 

factor. If the model indicates that there is a joint significant effect of the year-band variables, we 

compute pairwise paired t tests between responses to each year-band, and apply the Benjamini-

Hochberg procedure to control the false discovery rate. 

 4. Do topic-specific forecasts depend on the field of the forecaster?  

Test: Based on survey responses to (MSQ2-MSQ7) we use a paired t-test between the 

participants’ response for the expected replication rate in their own field, and the average of their 

responses for the expected replication rate in the other fields. To determine participants’ fields, we 

use responses to the question “Which field describes best your work and/or interest” in the 

demographic survey. For participants who select multiple options on this question, we use the 

average of the expected replication rates for these fields as the value for their own field. Participants 

that do not respond to this question will be excluded from this analysis. 

5. Does the error of topic-specific forecasts depend on the field of the forecaster?  

Test: Based on survey responses to (MSQ2-MSQ7) we use a paired t-test between the 

participants’ error for the expected replication rate in their own field, and the average of their error 

for the expected replication rate in the other fields. To determine participants’ fields, we use 

responses to the question “Which field describes best your work and/or interest” in the demographic 

survey. For participants who select multiple options on this question, we use the average of the errors 

for these fields as the value for their own field. Participants that do not respond to this question will 

be excluded from this analysis. To determine the error, we use the absolute difference of a 

participant’s response (MSQ2-MSQ7) and the observed replication rate for the claims that fall into 

this topic.  
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3.3.2 Secondary Hypotheses 

6.  Survey-based aggregated forecasts and market-based forecasts are correlated 

Test: The survey-based aggregated forecasts on topics and time periods are merged into a 

single vector. Similarly, the smoothed market-based forecasts on topic and time periods are merged 

into a single vector. We test for a correlation of both vectors, using Pearson’s correlation coefficient. 

7. Observed outcomes are correlated with aggregated survey-based forecasted outcomes 

Test: The survey-based aggregated forecasts on topics and time periods are merged into a 

single vector. A second vector contains the observed replication rates for each time period and topic. 

We test for a correlation of both vectors, using Pearson’s correlation coefficient. 

8. Observed outcomes are correlated with smoothed market-based forecasts 

Test: The market-based aggregated forecasts on topics and time periods are merged into a 

single vector. A second vector contains the observed replication rates for each time period and topic. 

We test for a correlation of both vectors, using Pearson’s correlation coefficient. 

3.4 Pre-registration for the statistical analysis of the regular 

markets and surveys 

Unless stated otherwise, we only use survey responses of participants who responded to at 

least 5 claim-level surveys. Unless otherwise specified, we interpret the threshold of 𝑝 < 0.005 as 

identifying statistical significance and the threshold of 𝑝 < 0.05 as identifying suggestive evidence; 

all the tests in this pre-analysis plan are two-sided tests. 
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3.4.1 Performance of the scores 

3.4.1.1 Primary Hypotheses 

1. Do the CSs (see Section 5; all scores are used) overestimate or underestimate actual 

replication rates? 

Tests: Paired t-test between binary outcome data (1 = replicated, 0 = not replicated) and each 

of the computed CSs. Only the outcomes of the replications and corresponding forecasts will be 

used.  

Priority for reporting will be given to survey means (CS_survey_Q1_mean), the surrogate 

score CS_survey_Q1, and the raw market forecast (CS_market_raw). The results for the other scores 

will be treated as secondary/exploratory hypotheses. 

2. How do the scores differ from each other in terms of forecasting performance. Which CS(s) 

perform best? 

2. a. Evaluation based on replication results.   

Tests: Brier scores are calculated for each of the CSs with observed replication outcome. 

We then use pairwise paired t-tests of the Brier scores to test for differences in the mean. To control 

the false discovery rate, we use the Benjamini – Hochberg correction. 

We expect that the final market prices are improved over the initial market prices, and that 

smoothing and calibration further improves forecasts. For the survey-based forecasts, we expect that 

all surrogate scoring methods are improved over simple survey averages. It is plausible that merging 

market forecasts with survey-based forecasts as outlined in Section 5 leads to further improvement 

over both the calibrated market scores and the calibrated surrogate scoring surveys. Priority for 

reporting will thus be given to comparisons between market based scores (initial score CS_initial 

vs. raw market price CS_market_raw; raw market price CS_market_raw vs smoothed market price 

CS_market_smoothed; smoothed market CS_market_smoothed vs calibrated market 



52 
 

52 

 

CS_market_calibrated; and calibrated market CS_market_calibrated vs merged survey and market 

score CS_survey_market), and between survey based scores (survey mean CS_survey_Q1_mean vs 

surrogate scores CS_survey_Q1, surrogate scores CS_survey_Q1 vs calibrated surrogate scores 

CS_survey_Q1_calibrated, and calibrated surrogate scores CS_survey_Q1_calibrated vs merged 

survey and market score CS_survey_market). All other comparisons will be treated as 

secondary/exploratory hypotheses. 

3.4.1.2 Secondary/Exploratory Hypotheses 

2. b. Evaluation based on reproduction results.   

Tests: Brier scores are calculated for each observed data-analytic reproduction outcome 

and each of the CSs. We then use pairwise paired t-tests of the Brier scores to test for differences in 

the mean. To control the false discovery rate, we use the Benjamini – Hochberg correction. 

2. c. Evaluation based on combined replication and reproduction results.   

Tests: Brier scores are calculated for combined replication and reproduction outcome and 

each of the CSs. We then use pairwise paired t-tests of the Brier scores to test for differences in the 

mean. To control the false discovery rate, we use the Benjamini – Hochberg correction. 

3.4.1.3 Secondary/Confirmatory Hypothesis 

3. Correlation between the 10 CSs which are reported to DARPA (“yes” in Included in 10 CSs 

column in Section 5) 

Tests: We calculate Pearson correlation coefficients between for each pair of CSs. The scores 

for all (approximately 3000) claims are included for these tests. 
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3.4.1.4 Additional descriptive analyses 

We calculate for all scores (including those not reported to DARPA) the mean absolute 

forecasting error, mean Brier score (including decompositions), AUC, and the R2, intercept and 

coefficient of a linear model between CSs and the observed replication outcomes. This work is in 

addition to the evaluation undertaken by T&E (see “Phase 1 TA1 and TA2 Test and Evaluation 

(T&E) Plan”, DARPA SCORE Internal Documentation, 2019). 

3.4.2 Participant characteristics 

3.4.2.1 Primary Hypotheses 

4. Which demographic variables are associated with forecasting accuracy? 

Tests: For each participant, and each claim validated through replication, we calculate the 

Brier score for the response to survey Question Q1. We then conduct individual linear regressions of 

the Brier score and each of the demographic variables listed below. This is followed by single linear 

regression model for the Brier score and all demographic variables. For all models, clustering the 

standard errors of participants is used.  

Demographic variables:  

1) Career stage in University (Undergrad, Grad student, etc., as dummy variables) 

2) Index created as the average of self-reported expertise in mathematics, quantitative 

modeling, statistics, probability, experimental design, risk analysis, forecasting 

3) Actively open-minded index 

4) Berlin numeracy test score 

5) Index based on the % of correct answers about the p-values 

6) Index based on the previous replication quiz (% of correct guesses) 

 

5. Are participants more accurate in their own field as opposed to other fields? 

Tests:  Paired t-test between participants’ mean Brier score of survey forecasts where the 

field of claim matches fields of interests, and participants’ mean Brier score of survey forecasts where 
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field of claim does not match fields of interests. We only include participants who provide at least 5 

survey forecasts to claims that match fields of interest AND 5 survey forecasts to claims that do not 

match fields of interest.  

3.4.2.2 Secondary Hypotheses 

6. Which demographic variables are correlated with market returns? 

Tests: For each participant, we calculate the average market return per round, and use this as 

dependent variable in a linear regression model. As independent variables, we use the demographic 

variables listed for Hypothesis 4. As for Hypothesis 4, we use individual linear regressions for each 

of the demographic variables, and one regression model that includes all demographic variables. 

 

7. Does Surrogate Scoring identify the best forecasters? 

Tests: Pearson's correlation test between the participants’ mean surrogate score and the 

mean Brier scores calculated based on observed replication outcomes.  

 

8. Do more accurate forecasts come from more diverse batches? 

Tests: The Brier score of surrogate score CS_survey_Q1 calculated based on observed 

replication outcomes is correlated with the Gini-Simpson index of the diversity, in terms of fields, of 

the forecasters who contributed to the forecast. We use a Spearman correlation for this test. The test 

is repeated with the mean survey response CS_survey_Q1_mean instead of CS_survey_Q1. 

 

9. Is the average time a participant spends per claim to answer the surveys correlated with 

the participant’s mean Brier score?   
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Tests: Spearman correlation between median time per claim spent completing surveys and 

the participant’s average Brier score calculated using observed replication outcomes and the response 

given to survey question Q1.   

 

10. Is the number of claims a participant provides forecasts for in the surveys correlated with 

their mean Brier Score? 

Tests: Spearman correlation between the number of claims a participant respond to, and the 

participant’s mean Brier scores, calculated using observed replication outcomes and the response 

given to survey question Q1.  

 

11. Is the variation of a participant’s survey responses correlated with their overall forecasting 

accuracy? 

Tests: For each participant, we calculate the variation over all responses given to Q1, and the 

mean Brier score using response to Q 1 and observed replication outcomes. We use Pearson’s 

correlation coefficient to test for a correlation between these two variables. 

3.4.3 Study characteristics 

3.4.3.1 Primary Hypotheses 

12. Is there a relation between the p-value of the original study and the rate of replication?  

Tests: We use a linear model with replication outcome as dependent variable, and original 

study p-value category as independent variable. We use the same categorization as used for the initial 

market prices. 

 

13. Is p-value impact on correlation similar to pooled past replication markets? 
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Tests: Fisher’s exact test between numbers of successful and unsuccessful replications in 

each p-value category found in previous studies (pooled market data from past project RPP, SSRP, 

EERP, and ML2; manuscript in preparation) vs numbers of successful and un-successful replications 

in the SCORE claim database in each p-value category. In total, three tests are conducted, one for 

each p-value category. We exclude claims for which no p-value could be identified in the CVD 

database. 

3.4.3.2 Secondary Hypotheses 

The following tests (hypothesis 14-15) are conditional on whether standardized figures are 

delivered by TA1. 

14. Is original claim effect size (as stated in CVD database) correlated with replication effect 

size? 

Tests: Spearman correlation between original claim effect size and replication outcomes.  

 

15. Is original claim sample size (as stated in the CVD database) correlated with replication 

outcome?  

Tests: Spearman correlation between original claim sample size and replication outcome.  

 

16. Is original claim effect size (as stated in the CVD database) correlated with final market 

price? 

Tests: Spearman correlation between original claim effect size and final market price 

(CS_market_raw). 

 

17. Is the original claim sample size (as stated in the CVD database) correlated with final 

market price? 
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Tests: Spearman correlation between original claim sample size and final market price 

(CS_market_raw) 

 

18. Are effect size and sample size correctly priced into the market 

Tests: We will conduct the following logistic regression models: 

1. Final Market Price against outcome 

2. Final Market Price + standardized effect size against outcome 

3. Final Market Price + standardized effect size + standardized sample size 

against outcome 

We then apply the likelihood ratio test between the above models to understand if the 

difference in model fit between the complex and simple models is statistically significant.   

3.4.4 Comparison with Round 0, market dynamics, and other areas 

3.4.4.1 Secondary Hypotheses 

19. Are aggregated claims-level forecasts in the market/survey are consistent with meta 

markets/surveys?  

Tests: For each forecast from the meta-market (i.e. for 5 year-bands, 6 topics, and the overall 

replication rate in score), we use one-sample t-tests to test for a difference between meta-market 

forecast and the mean of the corresponding claim-level market forecasts CS_market_smoothed. 

These tests are repeated for the meta-survey forecasts, and the corresponding claim-level survey 

forecasts CS_survey_Q1. 

This test will help to determine the effectiveness of calibration. 

 

20. Are number of trades correlated with the Brier score of final market price?  
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Tests: We use Pearson’s correlation coefficient to test for a correlation between the number 

of trades in the market, and the Brier score for forecasts from CS_market_raw calculated based on 

the replication outcomes. 

 

21. Is traded volume (in terms of shares traded) correlated with the Brier score for the 

market forecast 

Tests: We use Spearman’s correlation coefficient to test for a correlation between the number 

of traded shares for a claim, and the Brier score for forecasts from CS_market_raw calculated based 

on the replication outcomes. 

 

22. Do participants correctly anticipate which claims will be replicated or reproduced? 

Tests: Paired t-test between response to survey Question 6 forecasted and a binary value if a 

claim was selected for replication (1 = selected for replication, 0 = not selected for replication). This 

test is repeated for reproduction, where the binary variable reflects selection for reproduction rather 

than replication. 

 

23. Does final volume of holdings differ for validated claims vs.  non-validated claims? 

Tests: Unpaired t-tests of volume holdings (measured in traded shares) for validated claims 

vs unvalidated claims.  

This test is suited to detect if participants can detect which claims are more likely validated. 
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3.4.4.2 Descriptive analyses 

We use descriptive analyses to study at what time does the market reach 95% in error 

reduction; after how many trades does the market reach 95% in error reduction; how many trades 

there are per participant; and to study the distribution of final positions. 

Disclaimer: This is a long-term project resulting in a complex dataset. We reserve the right 

to change experimental approaches to adjust to experimental opportunities and constraints. Changes 

will be documented in amendments to this document.  We also reserve the right to adjust analyses 

and to test additional hypotheses. This will be indicated in the resulting documentation. 

3.5 Scores 

The table below summarizes the scores calculated by Team KeyW, and indicates which ones 

are reported to DARPA. Key variables include: 

● From Meta-markets and meta-surveys, the variables 𝑚𝑒𝑡𝑎_𝑚𝑎𝑟𝑘𝑒𝑡_𝑦 and 

𝑚𝑒𝑡𝑎_𝑚𝑎𝑟𝑘𝑒𝑡_𝑡 denote the replication rate of a claim as expected for the time period of 

publication, and for the topic. Smoothing is applied using the same method as described for 

𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑. The variables 𝑚𝑒𝑡𝑎_𝑠𝑢𝑟𝑣𝑒𝑦_𝑦 and 𝑚𝑒𝑡𝑎_𝑠𝑢𝑟𝑣𝑒𝑦_𝑡 denote the 

corresponding estimates from the meta-surveys, using surrogate scoring aggregation as 

described for 𝐶𝑆_𝑠𝑢𝑟𝑣𝑒𝑦_𝑄1. 

● From the regular (claim-level) markets, variables tj(n) and PRj(n), denote the time of trade 

number n in claim j, and the updated price after this trade. 

● From the claim-level surveys, SQ1i,j, SQ2i,j,  …, denote the response of participant i to 

Question Q1, Q2, …, in the surrogate scoring survey for claim j. 

Table 3-1: Confidence Score Descriptors 

Name Incl

uded in the 

10 CSs 

Short description 
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Market-based scores 

CS_market_raw Yes Closing price of the markets on the binary claims. 

The market platform uses a logarithmic market scoring rule 

(LMSR) to update prices as shares are traded. After trade n in the 

shares of a CVD claim j, the market price for this share is updated 

from price PRj(n-1) to PRj(n). The score CS_market_rawj is the 

updated price after the final trade on claim j. This is analogous to 

what has been used in previous replication markets. 

CS_market_smoothed Yes Smoothed market score. In previous replication 

markets 95% in the reduction of the forecasting errors occurs in 

the first 31 hours (56 trades) of the market. Afterwards there is 

little improvement in accuracy, and trading appears to be more 

noisy than informative. We aim to reduce the effect of noise by 

averaging the prices PRj for a claim j over the second half of the 

trading period. To do so, we find the last trade k in the first half 

of the trading period and the last trade m in the second half of the 

trading period, and calculate  

𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑗 = ∑
𝑃𝑅𝑗(𝑛)(𝑡𝑗(𝑛 + 1) − 𝑡𝑗(𝑛))

𝑡𝑗(𝑚 + 1) − 𝑡𝑗(𝑘)𝑛=𝑘..𝑚
 

 

Here, tj(n) denotes the time of trade n on claim j; tj(m+1) 

denotes the closing time of the market. The time period used for 

averaging will be a subject of round-by-round review and might 

be adjusted depending on the distribution of trades over time. 

CS_market_calibrated  Yes Smoothed and calibrated market score. Previous 

replication markets have shown that a calibration of market prices 

can improve forecasts: p-values are not sufficiently priced in, and 

overall markets tend to be too optimistic. Forecasts from 

smoothed market prices can thus likely be improved by using 

information from the meta-markets, p-value, and past projects. 

We adjust the smoothed market score for each claim based on the 

CVD p-value, a topic-specific correction, and a time-specific 

correction. The correction will be applied in log-odds space to 

ensure the resulting scores remain between zero and one. 

logit(CS_market_calibratedj)  

  = logit(CS_market_smoothedj) + P
j + T

j +Y
j 

The correction terms are calculated as 
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P
j = logit(CS_initialj) – mean_logit_pvalj 

Y
j = logit(meta_market_yj) – mean_logit_yj 

T
j = logit(meta_market_tj) – mean_logit_tj 

Here, meta_market_yj and  meta_market_tj denote the 

estimates from the meta-markets for replication rates from 

publications of the same time period, and same topic, as claim j, 

respectively. Additionally, mean_logit_pvalj, mean_logit_yj, and 

mean_logit_tj, are the averages of the logit-transformed market 

estimates for the replication probabilities for claims that fall into 

the same category in terms of p-value, time period, and topic, as 

claim j, respectively. 

Survey-based scores 

CS_survey_Q1_mean No Average response to survey question Q1 over all 

participants 

CS_survey_Q1 Yes Forecast from survey responses as elicited in survey 

question Q1, using the aggregation method with best track-record 

on similar data, the surrogate-score-aided aggregator. A 

surrogate score, using the Brier Score as the underlying metric, is 

computed and maintained for each survey participant to track 

their performance.  

To compute such score for each response of Q1, we first 

construct a (random) reference answer Yj′ for each claim j. Yj′ is 

a binary random variable following a Bernoulli distribution with 

parameter Meanover_i(SQ1i,j).  

Our estimation algorithms will then compute two hyper-

parameters w1, w0. Then for each response SQ1i,j, the surrogate 

score under our constructed reference Yj′ is 

S′(SQ1i,j, Yj′) = wYj’*Brier(SQ1i,j, Yj′)+ w1-

Yj’*Brier(SQ1i,j, 1-Yj′).   

We compute the expected surrogate score for SQ1i,j as 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′~𝐵𝑒𝑟𝑛(Meanover_𝑖(𝑆𝑄1𝑖,𝑗))[S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

For each participant i, we then take the mean of 𝐸𝑆𝑖,𝑗: 

𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗) 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on the 

methodology see Liu, Y., & Chen, Y. (2018). Surrogate Scoring 
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Rules and a Dominant Truth Serum. arXiv preprint 

arXiv:1802.09158.  

CS_survey_Q1_calibrated Yes 
Calibrated CS_survey_Q1 scores. Forecasts from 

CS_survey_Q1 may also likely be improved by using information 

from the meta-surveys, p-values, and past projects. We have:  

 logit(CS_survey_Q1_calibrated j)  

  = logit(CS_survey_Q1_A1j) + ′P
j +′Y

j +′T
j 

 

′P
j = logit(CS_initialj) – mean_logit_SSR_pvalj 

′Y
j = logit(meta_survey_yj) – mean_logit_SSR_yj 

′T
j = logit(meta_survey_tj) – mean_logit_SSR_tj 

Here, meta_survey_yj, meta_survey_tj denote the 

estimates from the meta-surveys for replication rates from 

publications of the same time period, and same topic, as claim j, 

respectively. Meanwhile, mean_logit_SSR_pvalj, 

mean_logit_SSR_yj and mean_logit_SSR_tj are the averages of 

the logit-transformed CS_survey_Q1 estimates for the replication 

probabilities for claims that fall into the same category in terms 

of p-value, time period and topic, as claim j, respectively. 

CS_survey_Q1_A1 

 

Yes Forecast from survey responses as elicited in survey 

question Q1, using an alternative aggregation method. This 

score is computed similarly as in CS_survey_Q1, but with a rank 

sum score being the underlying metric for our surrogate score 

methods, instead of Brier score. 

The only difference to CS_survey_Q1 is that: 

S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗
′) = 𝑤𝑌𝑗

′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 𝑌𝑗
′) 
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+𝑤1−𝑌𝑗
′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 1 − 𝑌𝑗

′). 

As above, these scores are used to select the top 

performers up to date and perform mean aggregation over their 

forecasts. Rank-sum scoring rule can be found in  Parry, 

Matthew. "Linear scoring rules for probabilistic binary 

classification." Electronic Journal of Statistics 10.1 (2016): 

1596-1607. 

CS_survey_Q1_A2 Yes Forecast from survey responses as elicited in survey 

question Q1, using variance-weighted average survey 

responses. This score exploits that forecasters differ in the 

variance of their responses across the questions, and forecasters 

with a higher variance in their responses tend to provide better 

predictions. 

𝐶𝑆_𝑠𝑢𝑟𝑣𝑒𝑦_𝑄1_𝐴2𝑗 =
∑ 𝑤𝑖𝑆𝑄1𝑖,𝑗  𝑖

∑ 𝑤𝑖   𝑖

 

The weight wi denotes the variance of participant i over 

their responses to survey question Q1 in that batch. All responses 

are included. 

CS_survey_Q3 No Forecast from survey responses as elicited in survey 

question Q3. This score is optimized to forecast reproduction 

rather than replication, and is computed similarly as in 

CS_survey_Q1_A1, but with surrogate scores computed using 

elicited predictions for Q3 instead of Q1.  

CS_survey_merged Yes Merged Q1-based and Q3-based surrogate scores. 

Survey question Q6 elicits if a claim is more or less likely than 

an average claim to be selected for replication. 

CS_survey_mergedj is set to CS_survey_Q1_A1j if the average 

survey response to Q6 for this claim is equal or larger than the 

average response to Q6 across all claims in a round. Otherwise it 

is set to CS_survey_Q3j. 

CS_sp_Q1 Yes This score is based on the ‘surprisingly popular’ score 

from Bayesian Truth Serum (BTS) method, and is calculated 

from survey questions Q1 and Q2. A proxy ground truth outcome 

is firstly identified using the a method similar to the ‘surprisingly 

popular’ method from BTS:  

For each claim j, we draw Yj′ from  

Bernoulli (2* Meanover_i(SQ1i,j)- Meanover_i(SQ2i,j)) 

This random proxy will be used to compute a “proxy 

score” to evaluate each participant’s forecasts: 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′[Brier(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

We then take the mean of 𝐸𝑆𝑖,𝑗 for each participant i that 
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𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗). 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on BTS see 

Palley, A. B., & Soll, J. B. (2019). Extracting the Wisdom of 

Crowds When Information Is Shared. Management 

Science, 65(5), 2291-2309. 

CS_sp_Q3 No Based on the ‘surprisingly popular’ score from BTS, 

and analogous to CS_sp_Q1; but targeting reproduction using 

survey questions Q3 and Q4.  

CS_sp_merged No Merged Q1/Q2-based and Q3/Q4-based 

‘surprisingly popular’ scores. CS_sp_mergedj is set to 

CS_sp_Q1j if the average response to Q6 for this claim is equal 

or larger than the average response to Q6 across all claims in a 

round. Otherwise it is set to CS_sp_Q3j. 

Other Scores 

CS_initial No Replication probability based on p-value, as 

estimated from previous replication projects (2). The p-value 

associated with the original claim is one of the strongest claim-

related predictors of replication. CS_initial is used for initial 

pricing of the markets.  

CS_meta No 
The meta score is the p-value dependent replication rate 

as extrapolated from past replication markets, moderated by 

journal-specific and time-specific predictions from the meta-

markets.  

 

logit(CS_metaj) = logit(CS_initialj) + T
j +Y

j 

 

The correction terms are calculated as 
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Y
j = logit(meta_market_yj) – logit(meta_market_all) 

T
j = logit(meta_market_tj) – logit(meta_market_all) 

 

Here, meta_market_yj and  meta_market_tj denote the 

estimates from the meta-markets for replication rates from 

publications of the same time period, and same topic, as claim j, 

respectively; meta_market_all denotes the overall replication rate 

in SCORE, as estimated with the corresponding question in the 

meta-markets. 

CS_survey_market YE

S 

Weighted average of surrogate score forecast 

(CS_survey_Q1_calibrated) and prediction market forecast 

(CS_market_calibrated). Weights are used to adjust e.g. for 

claims with low number of trades or survey participants. 

CS_survey_marketj = (wS
j CS_survey_Q1_calibrated + 

wM
j CS_market_calibrated) / (wS

j + wM
j) 

with wS
j =max(nS

j/16, 1), and wM
j = max(nT

j/25, 1). 

The variables nS
j, and nT

j, denote the number of survey 

responses to survey question Q1 on claim j, and the number of 

trades on claim j on the claim-specific market. Our choice entails 

that once 25 trades, or 16 survey responses are reached, weights 

do not increase any longer. For claims with more than 25 trades 

and 16 survey responses, the survey estimate and the market 

estimate contribute with equal weights to this score. 

 

3.6 Amendments 

3.6.1 Sep 1, 2019 (before start of data collection of Round 1) 

• Time periods for Round 1 survey-based and market-based forecasting: 
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o Round 1 surveys set to: 2019-09-09, noon UTC – 2019-09-15, 23:59 UTC 

o Round 1 markets set to: 2019-09-16, noon UTC – 2019-29-15, 23:59 UTC 

o Subsequent rounds will follow in a 4 week cycle, with an extra week off for New 

Years’. If no other time off is taken, Round 10 would end on 2020-05-31 

• Addition of two CS’s. These scores will not be reported as part of the 10 reported scores. 

CS_survey_Q5_m

ean 

No Average response to survey question Q5 over all 

participants 

CS_market_QF No Average response to all estimates provided on the 

market platform to the field “Privately, I think the chance is about 

…”. 

• Addition of two CS’s. These scores will not be reported as part of the 10 reported scores. 

3.6.2 Sep 9, 2019 (before start of data collection of Round 1) 

 

• Change to rank sum score instead of Brier score as the underlying metric for  

CS_survey_Q1_calibrated, CS_survey_Q3, CS_survey_merged, CS_survey_market. 

Recent theoretical findings suggest that the score based on rank-sum metrics 

(CS_survey_Q1_A1) can be expected to perform better than the score based on the Brier metric 

(CS_survey_Q1). Both methods are preregistered. A number of additional scores 

(CS_survey_Q1_calibrated, CS_survey_Q3, CS_survey_merged, CS_survey_market) were planned 

to be derived from CS_survey_Q1. Given the theoretical results, these scores will now be derived 

from CS_survey_Q1_A1. For the analysis of the meta-surveys, we will use both methods. Moreover, 

the rank-sum metric is used for payments. 



67 
 

67 

 

3.6.3 Feb 1, 2020 (before start of data collection of Round 6) 

Background: In Dec 2019, the T&E team proposed adjustments to the definition of 

replications as conducted for the SCORE project. Data-analytic replications that use a different, pre-

existing dataset that is similar to the dataset used in the original study are now also part of the scope 

of replications used for validating scores. (The initial definitions distinguished between direct 

replications and data-analytic reproduction, the latter being conducted with the original data.) This 

shift in definition requires updating our forecasting approaches. 

Prediction markets: For the prediction markets, contracts traded in Round 1-5 only pay if a 

claim was subject to direct replications. From round 6 onwards payouts will be made for contracts 

on claims that are evaluated through the broader replication definition (i.e. direct replication or data-

analytic replication). This change affects the set of claims for which payouts will be made, but it does 

not affect the calculation of market-based scores provided to DARPA. Robustness checks will be 

used to detect changes in score characteristics due to this change. 

Surveys: In Rounds 1-5 we used 7 questions as shown in Appendix B. Three of these 

questions (Q3, Q4, and Q6) are designed based on the assumption that participants distinguish 

between different types of replication and reproduction. An analysis of scores from Round 1-5 

suggests that there is little evidence for this. Thus, in order to adjust the survey to the shift in the 

replication definitions, we simplify the survey by using the broader replication definition and 

omitting Q3, Q4, and Q6.  

Scores: A number of scores are based on responses to Q3, Q4, and Q6: CS_survey_Q3, 

CS_survey_merged, CS_sp_Q3, and CS_sp_merged. One of these scores (CS_survey_merged) is 

among the 10 communicated to DARPA. The changes make these scores obsolete. Given the high 

correlation in Q1 and Q3-based scores, and to limit our analysis to scores that can be computed for 
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all the rounds of the project we will drop these scores for the full set of claims (i.e. from Round 1 

onwards). CS_meta will replace CS_survey_merged as 10th score for DARPA. 

The revised survey is shown in Appendix C; the new scores in Appendix D. 

Modified hypothesis tests and additional robustness checks: In the hypothesis tests, tests 

involving variables derived from original Q3,4, and 6 will be dropped from the analysis. For tests 

involving Brier scores, the Brier scores will be calculated based on all (direct and data-analytic) 

replications. Changes are summarised in the Hp_characteristics.xlsx 

Additionally, we test if mean forecasts changed, using a linear model of forecast as dependent 

variable, and Round (linear effect), post Round 5 (binary dummy); and field as independent variable; 

and whether Brier scores changed, using a linear model of Brier as dependent variable, and Round 

(linear effect), post Round 5 (binary dummy), and field as independent variable.  

Other changes: Clarifications and changes to exclusion criteria. 

Previously, our exclusion criteria for responses to the survey was: “Unless stated otherwise, 

we only use survey responses of participants who responded to at least 5 claim-level surveys.” This 

has been adjusted for clarity to: “Unless stated otherwise, survey related: 

• hypotheses exclude participants who provided fewer than 5 claim surveys across all 

rounds; 

• confidence scores including SSR  exclude participants who have completed fewer than 5 

claimsurveys in that round; 

o CS_survey_Q1_A2 also requires 5 completed claim surveys in that batch (due to 

the batch-wise calculation of variance). 

• prizes further exclude participants who completed fewer than 9 claim surveys in that 

batch.” 

 

We have also removed exclusion criteria in score descriptions – see below. 
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3.6.4 April 11, 2020 (before start of data collection for the Round 6 

markets) 

Background: After the Round 6 surveys, the opening of the markets was delayed for 

additional IRB review. We here document changes in the schedule, and updates in the prediction 

market incentives from the new design used in round 6. Additionally, we change three scores 

(CS_market_calibrated, CS_survey_Q1_calibrated and CS_meta) by centring the corrections used 

in the calculations. 

Schedule: Round 6 markets: 2020-04-13, noon UTC – 2019-04-27, 06:00 UTC  

Incentives: The prize pool for the Round 6 markets is $750 x # resolving claims. We expect 

about 125 claims to resolve under the new round 6 replication definitions. 

Scores: The current approach to calculate CS_market_calibrated, CS_survey_Q1_calibrated 

and CS_meta ‘over-corrects’ these scores: The market prices for the individual claims, for instance, 

tend to be approximately 5% higher than what one would expect from the meta-markets (~50% vs. 

45%). Applying the calibration as currently proposed (using three factors), we move the average 

forecast down to 35%, which is not justified. Instead of making small adjustments (~ 5%) based on 

the meta-markets we are calibrating nearly all claims down 15%. 

We mitigate this by centring the correction. The revised scores are then defined as: 

 

logit(CS_market_calibratedj)  
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  = logit(CS_market_smoothedj) + P
j + T

j +
Y

j – 
∑ 𝑗

𝑃𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
−

∑ 𝑗
𝑇𝑛_𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
−  

∑ 𝑗
𝑌𝑛_𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
 

 

logit(CS_survey_Q1_calibrated j)  

  = logit(CS_survey_Q1_A1j) + ′P
j +′Y

j +′T
j– 

∑ 𝑗
′𝑃𝑛_𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
−

∑ 𝑗
′𝑇𝑛_𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
−  

∑ 𝑗
′𝑌𝑛_𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛_𝑐𝑙𝑎𝑖𝑚𝑠
 

 

 

logit(CS_metaj) = logit(CS_initialj) + T
j +Y

j– 
∑ 𝑗

𝑇𝑛𝑐𝑙𝑎𝑖𝑚𝑠
𝑗=1

𝑛𝑐𝑙𝑎𝑖𝑚𝑠
−  

∑ 𝑗
𝑌𝑛𝑐𝑙𝑎𝑖𝑚𝑠

𝑗=1

𝑛𝑐𝑙𝑎𝑖𝑚𝑠
 

3.7 Appendices 

3.7.1 Appendix A – Meta-questions 

MSQ1) What will be the average replication rate in score? 

MSQ2) What will be the average replication rate in economics? 

MSQ3) What will be the average replication rate in political sciences? 

MSQ4) What will be the average replication rate in psychology? 

MSQ5) What will be the average replication rate in education research? 

MSQ6) What will be the average replication rate in sociology and criminology? 

MSQ7) What will be the average replication rate in marketing, management and related areas? 

 MSQ8) What will be the average replication rate for papers published in 2009/10? 
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MSQ9) What will be the average replication rate for papers published in 2011/12? 

MSQ10) What will be the average replication rate for papers published in 2013/14? 

MSQ11) What will be the average replication rate for papers published in 2015/16? 

MSQ12) What will be the average replication rate for papers published in 2017/18? 

3.7.2 Appendix B - Surrogate scoring questions 

SQ1) What is the probability that a high-power direct replication of this study would find a statistically 

significant effect at the .05 level in the same direction as the original claim (0-100%)? 

(Direct replications involve testing the original claim by gathering new data. 0 means that you think that a 

direct replication would never succeed, even by chance. 100 means that you think that a direct replication would never 

fail, even by chance.) 

 [slider 0 -100] 

SQ2) What fraction of participants will give an estimate larger than 50% on Question 1? 

 [slider 0 -100] 

SQ3) What is the probability that a high-power data-analytic replication of this study would find a statistically 

significant effect at the .05 level in the same direction as the original claim (0-100%)? 

(Data-analytic replications involve testing the original claim using a similar, pre-existing dataset, for example 

the same economic indicator, but 5 years later. Again, 0 means that you think that a data-analytic replication would 

never succeed, even by chance. 100 means that you think that a data-analytic replication would never fail, even by 

chance.) 

[slider 0 -100] 

SQ4) What fraction of participants will give an estimate larger than 50% on Question 1?  

[slider 0 -100] 
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SQ5) Considering the claim itself, without considering the specific implementation, how plausible is this claim 

(0-100)? 

 (0 means you think it cannot be true; 100 means you think it must be true.)  

[slider 0 -100] 

SQ6) Overall, the replication team will select about 100 claims for direct replication. Compared to average, 

how likely is this claim to be so chosen? 

 [Selection: Less likely; Average; More likely] 

SQ7) Is there anything else we should know? For example, you may elaborate on your reasoning, report an error 

in the summary, note the claim is hard to understand, etc. 

 [Free text response] 

3.7.3 Appendix C - Surrogate scoring questions Round 6-10 

SQ1) What is the probability that a high-power replication of this study would find a statistically significant 

effect at the .05 level in the same direction as the original claim (0-100%)? 

 [slider 0 -100] 

SQ2) What fraction of participants will give an estimate larger than 50% on Question 1? 

 [slider 0 -100] 

SQ3) Considering the claim itself, without considering the specific implementation, how plausible is this claim 

(0-100)? 

 (0 means you think it cannot be true; 100 means you think it must be true.)  

[slider 0 -100] 
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SQ4) Is there anything else we should know? For example, you may elaborate on your reasoning, report an error 

in the summary, note the claim is hard to understand, etc. 

 [Free text response] 
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3.7.4 Appendix D – New Scores 

Name Incl

uded in the 

10 CSs 

Short description 

Market-based scores 

CS_market_raw Yes Closing price of the markets on the binary claims. 

The market platform uses a logarithmic market scoring rule 

(LMSR) to update prices as shares are traded. After trade n in the 

shares of a CVD claim j, the market price for this share is updated 

from price PRj(n-1) to PRj(n). The score CS_market_rawj is the 

updated price after the final trade on claim j. This is analogous to 

what has been used in previous replication markets. 

CS_market_smoot

hed 

Yes Smoothed market score. In previous replication 

markets 95% in the reduction of the forecasting errors occurs in 

the first 31 hours (56 trades) of the market (2). Afterwards there 

is little improvement in accuracy, and trading appears to be more 

noisy than informative. We aim to reduce the effect of noise by 

averaging the prices PRj for a claim j over the second half of the 

trading period. To do so, we find the last trade k in the first half 

of the trading period and the last trade m in the second half of the 

trading period, and calculate  

𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑗 = ∑
𝑃𝑅𝑗(𝑛)(𝑡𝑗(𝑛 + 1) − 𝑡𝑗(𝑛))

𝑡𝑗(𝑚 + 1) − 𝑡𝑗(𝑘)𝑛=𝑘..𝑚
 

 

Here, tj(n) denotes the time of trade n on claim j; tj(m+1) 

denotes the closing time of the market. The time period used for 

averaging will be a subject of round-by-round review and might 

be adjusted depending on the distribution of trades over time. 

CS_market_calibr

ated  

Yes Smoothed and calibrated market score. Previous 

replication markets have shown that a calibration of market prices 

can improve forecasts: p-values are not sufficiently priced in, and 

overall markets tend to be too optimistic (2). Forecasts from 

smoothed market prices can thus likely be improved by using 

information from the meta-markets, p-value, and past projects. 

We adjust the smoothed market score for each claim based on the 

CVD p-value, a topic-specific correction, and a time-specific 

correction. The correction will be applied in log-odds space to 

ensure the resulting scores remain between zero and one. 
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logit(CS_market_calibratedj)  

  = logit(CS_market_smoothedj) + P
j + T

j +Y
j 

 

The correction terms are calculated as 

 

P
j = logit(CS_initialj) – mean_logit_pvalj 

Y
j = logit(meta_market_yj) – mean_logit_yj 

T
j = logit(meta_market_tj) – mean_logit_tj 

Here, meta_market_yj and  meta_market_tj denote the 

estimates from the meta-markets for replication rates from 

publications of the same time period, and same topic, as claim j, 

respectively. Additionally, mean_logit_pvalj, mean_logit_yj, and 

mean_logit_tj, are the averages of the logit-transformed market 

estimates for the replication probabilities for claims that fall into 

the same category in terms of p-value, time period, and topic, as 

claim j, respectively. 

Survey-based scores 

CS_survey_Q1_m

ean 

No Average response to survey question Q1 over all 

included participants 

CS_survey_Q1 Yes Forecast from survey responses as elicited in survey 

question Q1, using the aggregation method with best track-record 

on similar data, the surrogate-score-aided aggregator (3). A 

surrogate score, using the Brier Score as the underlying metric, is 

computed and maintained for each survey participant to track 

their performance.  

To compute such score for each response of Q1, we first 

construct a (random) reference answer Yj′ for each claim j. Yj′ is 

a binary random variable following a Bernoulli distribution with 

parameter Meanover_i(SQ1i,j).  

Our estimation algorithms will then compute two hyper-

parameters w1, w0. Then for each response SQ1i,j, the surrogate 

score under our constructed reference Yj′ is 



76 
 

76 

 

S′(SQ1i,j, Yj′) = wYj’*Brier(SQ1i,j, Yj′)+ w1-

Yj’*Brier(SQ1i,j, 1-Yj′).   

We compute the expected surrogate score for SQ1i,j as 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′~𝐵𝑒𝑟𝑛(Meanover_𝑖(𝑆𝑄1𝑖,𝑗))[S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

For each participant i, we then take the mean of 𝐸𝑆𝑖,𝑗: 

𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗) 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on the 

methodology see Liu, Y., & Chen, Y. (2018). Surrogate Scoring 

Rules and a Dominant Truth Serum. arXiv preprint 

arXiv:1802.09158.  

CS_survey_Q1_c

alibrated 

Yes 
Calibrated CS_survey_Q1 scores. Forecasts from 

CS_survey_Q1 may also likely be improved by using information 

from the meta-surveys, p-values, and past projects. We have:  

  

logit(CS_survey_Q1_calibrated j)  

  = logit(CS_survey_Q1_A1j) + ′P
j +′Y

j +′T
j 

 

′P
j = logit(CS_initialj) – mean_logit_SSR_pvalj 

′Y
j = logit(meta_survey_yj) – mean_logit_SSR_yj 

′T
j = logit(meta_survey_tj) – mean_logit_SSR_tj 

 

Here, meta_survey_yj, meta_survey_tj denote the 

estimates from the meta-surveys for replication rates from 

publications of the same time period, and same topic, as claim j, 
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respectively. Meanwhile, mean_logit_SSR_pvalj, 

mean_logit_SSR_yj and mean_logit_SSR_tj are the averages of 

the logit-transformed CS_survey_Q1 estimates for the replication 

probabilities for claims that fall into the same category in terms 

of p-value, time period and topic, as claim j, respectively. 

CS_survey_Q1_A

1 

 

Yes Forecast from survey responses as elicited in survey 

question Q1, using an alternative aggregation method. This 

score is computed similarly as in CS_survey_Q1, but with a rank 

sum score being the underlying metric for our surrogate score 

methods, instead of Brier score. 

The only difference to CS_survey_Q1 is that: 

S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗
′) = 𝑤𝑌𝑗

′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 𝑌𝑗
′) 

+𝑤1−𝑌𝑗
′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 1 − 𝑌𝑗

′). 

As above, these scores are used to select the top 

performers up to date and perform mean aggregation over their 

forecasts. Rank-sum scoring rule can be found in  Parry, 

Matthew. "Linear scoring rules for probabilistic binary 

classification." Electronic Journal of Statistics 10.1 (2016): 

1596-1607. 

CS_survey_Q1_A

2 

Yes Forecast from survey responses as elicited in survey 

question Q1, using variance-weighted average survey 

responses. This score exploits that forecasters differ in the 

variance of their responses across the questions, and forecasters 

with a higher variance in their responses tend to provide better 

predictions. 

𝐶𝑆_𝑠𝑢𝑟𝑣𝑒𝑦_𝑄1_𝐴2𝑗 =
∑ 𝑤𝑖𝑆𝑄1𝑖,𝑗  𝑖

∑ 𝑤𝑖   𝑖

 

The weight wi denotes the variance of participant i over 

their responses to survey question Q1 in that batch.  

CS_survey_Q3 dro

pped 

 

CS_survey_merge

d 

dro

pped 

 

CS_sp_Q1 Yes This score is based on the ‘surprisingly popular’ score 

from Bayesian Truth Serum (BTS) method, and is calculated 

from survey questions Q1 and Q2. A proxy ground truth outcome 

is firstly identified using the a method similar to the ‘surprisingly 
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popular’ method from BTS:  

For each claim j, we draw Yj′ from  

Bernoulli (2* Meanover_i(SQ1i,j)- Meanover_i(SQ2i,j)) 

This random proxy will be used to compute a “proxy 

score” to evaluate each participant’s forecasts: 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′[Brier(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

We then take the mean of 𝐸𝑆𝑖,𝑗 for each participant i that 

𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗). 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on BTS see 

Palley, A. B., & Soll, J. B. (2019). Extracting the Wisdom of 

Crowds When Information Is Shared. Management 

Science, 65(5), 2291-2309. 

CS_sp_Q3 dro

pped 

 

CS_sp_merged dro

pped 

 

Other Scores 

CS_initial No Replication probability based on p-value, as 

estimated from previous replication projects (2). The p-value 

associated with the original claim is one of the strongest claim-

related predictors of replication. CS_initial is used for initial 

pricing of the markets.  

CS_meta NE

W: YES 

 

The meta score is the p-value dependent replication rate 

as extrapolated from past replication markets, moderated by 

journal-specific and time-specific predictions from the meta-

markets.  

 

logit(CS_metaj) = logit(CS_initialj) + T
j +Y

j 
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The correction terms are calculated as 

 

Y
j = logit(meta_market_yj) – logit(meta_market_all) 

T
j = logit(meta_market_tj) – logit(meta_market_all) 

 

Here, meta_market_yj and  meta_market_tj denote the 

estimates from the meta-markets for replication rates from 

publications of the same time period, and same topic, as claim j, 

respectively; meta_market_all denotes the overall replication rate 

in SCORE, as estimated with the corresponding question in the 

meta-markets. 

CS_survey_marke

t 

YE

S 

Weighted average of surrogate score forecast 

(CS_survey_Q1_calibrated) and prediction market forecast 

(CS_market_calibrated). Weights are used to adjust e.g. for 

claims with low number of trades or survey participants. 

CS_survey_marketj = (wS
j CS_survey_Q1_calibrated + 

wM
j CS_market_calibrated) / (wS

j + wM
j) 

with wS
j =max(nS

j/16, 1), and wM
j = max(nT

j/25, 1). 

The variables nS
j, and nT

j, denote the number of survey 

responses to survey question Q1 on claim j, and the number of 

trades on claim j on the claim-specific market. Our choice entails 

that once 25 trades, or 16 survey responses are reached, weights 

do not increase any longer. For claims with more than 25 trades 

and 16 survey responses, the survey estimate and the market 

estimate contribute with equal weights to this score. 
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3.8 COVID19 – Claims pre-registration documentation for 

SCORE TA2/Team KeyW 

3.8.1 Context 

With its SCORE programme, the Defense Sciences Office (DSO) at the Defense Advanced 

Research Projects Agency (DARPA) is funding innovative research projects for the development and 

deployment of tools to assign Confidence Scores (CSs) to different kinds of Social and Behavioral 

Science (SBS) research results and claims. CSs are quantitative measures that should enable someone 

to understand the degree to which a particular claim or result is likely to be reproducible and/or 

replicable. In the first phase of the SCORE programme, a total of 3000 claims from a broad range of 

academic disciplines were scored, with only a small fraction of claims being validated through direct 

replication and data-analytic replications conducted by a separate team (TA1).  

In an additional round, conducted in August and September 2020 we score 100 COVID-19 

related claims from the SBS literature, 20-50% of which will be validated (largely through data-

analytic replications) by TA1. Our team will use surrogate scoring and prediction market approaches 

to elicit CSs from participants. We will not receive information about which claims will be selected 

for reproduction or replication and will not receive claim-specific detail on replications. The outcome 

of the TA1 replications will be used to evaluate the scores provided by our team.  

3.8.1.1 Methodology 

Overview. As done for the original 3000 SCORE claims, we use two methodologies to elicit 

forecasts on the replicability of claims: decision markets and surrogate scoring. Decision markets are 

mechanisms related to prediction markets that are modified to provide incentivized forecasts despite 
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the low rate of resolution. Surrogate scoring is a survey-based incentivized elicitation method that 

does not require access to a ‘ground truth’ to determine incentives. Of 9 submitted scores, 2 will be 

based on the decision markets, 5 will be based on the surrogate scoring surveys, 1 will be based on 

p-value, and 1 will use information from both approaches.  A description of these scores is given in 

Section 4. Forecasts on the replicability of the 100 claims are elicited in an additional single round 

within the SCORE project, starting in August 2020. The round will start with surveys for the 

surrogate scoring method. Each participant will be assigned to a batch with survey questions on 10 

of the 100 claims in that round. Once participants complete this first batch they can choose to 

complete a different batch of claims. The surveys will be accessible for one week. Once the survey 

closes, markets on the replicability of the 100 claims will open for four weeks. In addition to the 

participants from the original SCORE project, we will recruit participants through a variety of 

community mailing lists and social media; survey and markets can be accessed through the website 

www.replicationmarkets.com. Once registered, participants new to SCORE are asked to complete 

compulsory and non-compulsory intake surveys.  

Surrogate scoring. Surrogate scoring will be used to elicit forecasts on the outcome of 

replications for the 100 COVID related claims. In addition, the survey questions will address 

predictions on the beliefs of other forecasters, the plausibility of claims, and errors in the claim data 

(see Appendix A). Survey responses will be elicited for batches of 10 claims (see above). Incentives 

will be provided only for forecasts on the outcome of replications (SQ1). The surrogate scoring 

methodology will be used to identify and incentivize the expected top forecasters in each round for 

each batch. The surveys will be open for one week at the beginning of each round. The aggregation 

of survey responses into forecasts is described in Section 4.   

Prediction markets. Once the surrogate scoring survey is closed, the market for the 

replicability of the 100 individual claims in the round will open. The main market-based mechanism 



82 
 

82 

 

to elicit forecasts for the outcome of the individual replications will be through the trading of ‘shares’ 

on binary (yes/no) questions. For each claim there will be ‘Yes’ shares and ‘No’ shares. ‘Yes’ shares 

will pay 1 point if the underlying claim is evaluated through replication, and the replication yields a 

statistically significant finding in the direction of the original claim. ‘No’ shares will pay 1 point if 

the underlying claim is evaluated through replication, and the replication does not yield a statistically 

significant finding in the direction of the original claim. If a claim is not selected for replication, both 

‘Yes’ shares and ‘No’ shares will pay out 0 points. This approach is equivalent to using decision 

markets with simple stochastic decision rules. Trading will be facilitated through a market maker 

implementing a logarithmic market scoring rule (LMSR) with base 2 and a liquidity parameter of 

𝑏 = 100. Initial decision market prices will be informed by p-values and the relation between p-

value and replication rates as observed in previous replication markets. Each claim will be assigned 

into one of the following three categories (“𝑝 <= 0.001”, “0.001 <  𝑝 <= 0.01”, “𝑝 > 0.01”). 

Starting prices for these three categories will be (0.8, 0.4, 0.3). Participants initially receive 100 

points, and can obtain a bonus of up to 30% depending on ongoing contributions to the market and 

survey. Halfway through participants will receive another 40 points (plus up to 30% bonus).  The 

market will be open for 4 weeks. Points that are not invested by the time the market closes will be 

lost. Forecasts will be generated by smoothing the market prices over the last week of the trading 

period (see Section 5, 𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑 for details). 

Prizes. The total prize pool will be split into one part dedicated to the prediction markets, and 

one part dedicated to surrogate scoring. Replication results are expected to be released at the end of 

the project (currently anticipated for 30-NOV-2020). The prize pool for the prediction markets will 

thus be paid out at the end of the project. Prizes for surrogate scoring will be paid out after the markets 

close. This ensures that information on performance in surrogate scoring does not affect investments 

in the market. The prize pool for surrogate scoring will be allocated into prize pools of USD 160 for 
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the individual batches. The top four participants for any given batch (as determined by their average 

score over the round; see Section 5 for details) will receive fixed prizes of USD 80, USD 40, USD 

20, and USD 20. The prize pool for the prediction market will be USD 9,000 This prize pool will be 

allocated proportionally to the points that participants earn from their investments. Participants in the 

prediction markets do not receive any payouts for points that have not been invested into forecasts.   



84 
 

84 

 

3.8.2 Pre-registration for the statistical analysis of the regular markets 

and surveys 

Unless stated otherwise, we only use survey responses of participants who responded to at 

least 5 claim-level surveys. Unless otherwise specified, we interpret the threshold of 𝑝 < 0.005 as 

identifying statistical significance and the threshold of 𝑝 < 0.05 as identifying suggestive evidence; 

all the tests in this pre-analysis plan are two-sided tests. 

3.8.2.1 Primary Questions 

 

1. How well calibrated are the CSs (see Section 5; all scores are used)? Do they 

overestimate or underestimate actual replication rates? 

Tests: Using only claims with attempted replications, we conduct a paired t-test between 

binary outcome data (1 = replicated, 0 = not replicated) and each of the corresponding computed CSs.  

Priority for reporting will be given to survey means CS_survey_Q1_mean, the surrogate score 

CS_survey_Q1, and the raw market forecast CS_market_raw. The results for the other scores will be 

treated as secondary. 

 

2. How do the scores differ from each other in terms of forecasting performance. Which 

CS(s) perform best? 

Tests: Brier scores are calculated for each of the CSs with observed replication outcome. 

We then use pairwise paired t-tests of the Brier scores to test for differences in the mean. To control 

the false discovery rate, we use the Benjamini – Hochberg correction. 
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We expect that the final market prices are improved over the initial market prices, and that 

smoothing improves forecasts. For the survey-based forecasts, we expect that all surrogate scoring 

methods are improved over simple survey averages. It is plausible that merging market forecasts with 

survey-based forecasts as outlined in Section 5 leads to further improvement over both the smoothed 

market scores and the surrogate scores. Priority for reporting will thus be given to comparisons 

between market based scores (initial score CS_initial vs. raw market price CS_market_raw; raw 

market price CS_market_raw vs smoothed market price CS_market_smoothed; smoothed market 

price CS_market_smoothed vs merged survey and market score CS_survey_market), and between 

survey based scores (survey mean CS_survey_Q1_mean vs surrogate scores CS_survey_Q1, 

surrogate scores CS_survey_Q1 vs merged survey and market score CS_survey_market). All other 

comparisons will be treated as secondary/exploratory hypotheses. 

 

3. Is there a relation between the p-value of the original study and the rate of replication?  

Tests: We use a linear model with replication outcome as dependent variable, and original 

study p-value category as independent variable. We use the same categorization as used for the initial 

market prices.  

3.8.2.2 Secondary Hypotheses 

4. Is career stage associated with forecasting accuracy? 

Tests: For each participant, and each claim validated through replication, we calculate the 

Brier score for the response to survey Question Q1. We then conduct a linear regression of the Brier 

score and career stage as obtained in the demographic questionnaire. Clustering the standard errors 

of participants is used.  
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5. Is the variance of a participant’s survey responses correlated with their overall 

forecasting accuracy? 

Tests: For each participant, we calculate the variance over all responses given to Q1, and the 

mean Brier score using response to Q1 and observed replication outcomes. We use Pearson’s 

correlation coefficient to test for a correlation between these two variables. 

 

6. Are number of trades correlated with the Brier score of final market price?  

Tests: We use Spearman’s correlation coefficient to test for a correlation between the number 

of trades in the market, and the Brier score for forecasts from CS_market_raw calculated based on 

the replication outcomes. 

 

7. Is traded volume (in terms of shares traded) correlated with the Brier score for the 

market forecast 

Tests: We use Spearman’s correlation coefficient to test for a correlation between the number 

of traded shares for a claim, and the Brier score for forecasts from CS_market_raw calculated based 

on the replication outcomes. 

 

Disclaimer:. Changes will be documented in amendments to this document.  We reserve 

the right to adjust analyses and to test additional hypotheses. This will be indicated in the resulting 

documentation. 
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3.8.2.3 Additional descriptive analyses 

We calculate Pearson correlation coefficients for each pair of CSs. We calculate for each 

score the mean absolute forecasting error, mean Brier score (including decompositions), AUC, and 

the R2, intercept and coefficient of a linear model between CSs and the observed replication 

outcomes. The scores for all 100 claims are included for these tests.  
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3.8.3 Scores 

The table below summarizes the scores calculated by our team, and indicates which ones are 

reported to DARPA. Key variables include: 

● From the regular (claim-level) markets, variables tj(n) and PRj(n), denote the time of trade 

number n in claim j, and the updated price after this trade. 

● From the claim-level surveys, SQ1i,j, SQ2i,j,  …, denote the response of participant i to 

Question Q1, Q2, …, in the surrogate scoring survey for claim j. 

Table 3-2: COVID19 Confidence Score Descriptions 

● Name Incl

uded in the 

10 CSs 

Short description 

Market-based scores 

CS_market_raw Yes Closing price of the markets on the binary claims. 

The market platform uses a logarithmic market scoring rule 

(LMSR) to update prices as shares are traded. After trade n in the 

shares of a CVD claim j, the market price for this share is updated 

from price PRj(n-1) to PRj(n). The score CS_market_rawj is the 

updated price after the final trade on claim j. This is analogous to 

what has been used in previous replication markets. 

CS_market_smoothed Yes Smoothed market score. In previous replication 

markets 95% in the reduction of the forecasting errors occurs in 

the first 31 hours (56 trades) of the market (2). Afterwards there 

is little improvement in accuracy, and trading appears to be more 

noisy than informative. We aim to reduce the effect of noise by 

averaging the prices PRj for a claim j over the last week of the 

trading period. To do so, we find the last trade k in the first three 

weeks of the trading period and the last trade m in the last week 

of the trading period, and calculate  

𝐶𝑆_𝑚𝑎𝑟𝑘𝑒𝑡_𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑𝑗 = ∑
𝑃𝑅𝑗(𝑛)(𝑡𝑗(𝑛 + 1) − 𝑡𝑗(𝑛))

𝑡𝑗(𝑚 + 1) − 𝑡𝑗(𝑘)𝑛=𝑘..𝑚
 

 

Here, tj(n) denotes the time of trade n on claim j; tj(m+1) 

denotes the closing time of the market.  



89 
 

89 

 

Survey-based scores 

CS_survey_Q1_mean Yes Average response to survey question Q1 over all 

included participants 

CS_survey_Q1 Yes Forecast from survey responses as elicited in survey 

question Q1, using the aggregation method with best track-record 

on similar data, the surrogate-score-aided aggregator (3). A 

surrogate score, using the Brier Score as the underlying metric, is 

computed and maintained for each survey participant to track 

their performance.  

To compute such score for each response of Q1, we first 

construct a (random) reference answer Yj′ for each claim j. Yj′ is 

a binary random variable following a Bernoulli distribution with 

parameter Meanover_i(SQ1i,j).  

Our estimation algorithms will then compute two hyper-

parameters w1, w0. Then for each response SQ1i,j, the surrogate 

score under our constructed reference Yj′ is 

S′(SQ1i,j, Yj′) = wYj’*Brier(SQ1i,j, Yj′)+ w1-

Yj’*Brier(SQ1i,j, 1-Yj′).   

We compute the expected surrogate score for SQ1i,j as 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′~𝐵𝑒𝑟𝑛(Meanover_𝑖(𝑆𝑄1𝑖,𝑗))[S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

For each participant i, we then take the mean of 𝐸𝑆𝑖,𝑗: 

𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗) 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on the 

methodology see Liu, Y., & Chen, Y. (2018). Surrogate Scoring 

Rules and a Dominant Truth Serum. arXiv preprint 

arXiv:1802.09158.  

CS_survey_Q1_A1 

 

Yes Forecast from survey responses as elicited in survey 

question Q1, using an alternative aggregation method. This 

score is computed similarly as in CS_survey_Q1, but with the 

rank sum score being the underlying metric for our surrogate 

score methods, instead of Brier score. 

The only difference to CS_survey_Q1 is that: 

S′(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗
′) = 𝑤𝑌𝑗

′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 𝑌𝑗
′) 

+𝑤1−𝑌𝑗
′ ∗ RankSum(𝑆𝑄1𝑖,𝑗, 1 − 𝑌𝑗

′). 

As above, these scores are used to select the top 

performers up to date and perform mean aggregation over their 

forecasts. Rank-sum scoring rule can be found in  Parry, 

Matthew. "Linear scoring rules for probabilistic binary 
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classification." Electronic Journal of Statistics 10.1 (2016): 

1596-1607. 

CS_survey_Q1_A2 Yes Forecast from survey responses as elicited in survey 

question Q1, using variance-weighted average survey 

responses. This score exploits that forecasters differ in the 

variance of their responses across the questions, and forecasters 

with a higher variance in their responses tend to provide better 

predictions. 

𝐶𝑆_𝑠𝑢𝑟𝑣𝑒𝑦_𝑄1_𝐴2𝑗 =
∑ 𝑤𝑖𝑆𝑄1𝑖,𝑗  𝑖

∑ 𝑤𝑖   𝑖

 

The weight wi denotes the variance of participant i over 

their responses to survey question Q1.  

CS_sp_Q1 Yes This score is based on the ‘surprisingly popular’ score 

from Bayesian Truth Serum (BTS) method, and is calculated 

from survey questions Q1 and Q2. A proxy ground truth outcome 

is firstly identified using the a method similar to the ‘surprisingly 

popular’ method from BTS:  

For each claim j, we draw Yj′ from  

Bernoulli (2* Meanover_i(SQ1i,j)- Meanover_i(SQ2i,j)) 

This random proxy will be used to compute a “proxy 

score” to evaluate each participant’s forecasts: 

𝐸𝑆𝑖,𝑗 = 𝔼𝑌𝑗
′[Brier(𝑆𝑄1𝑖,𝑗 , 𝑌𝑗

′)] 

We then take the mean of 𝐸𝑆𝑖,𝑗 for each participant i that 

𝑀𝐸𝑆𝑖 = Meanover_j(𝐸𝑆𝑖,𝑗). 

On each claim, we select answers from the top (max(5, 

10%*number of forecasts on the forecast question)) participants 

w.r.t. 𝑀𝐸𝑆𝑖 up to date and perform mean aggregation over their 

forecasts on that claim. For further information on BTS see 

Palley, A. B., & Soll, J. B. (2019). Extracting the Wisdom of 

Crowds When Information Is Shared. Management 

Science, 65(5), 2291-2309. 

Other Scores 

CS_initial YE

S 

Replication probability based on p-value, as 

estimated from previous replication projects. The p-value 

associated with the original claim is one of the strongest claim-

related predictors of replication. CS_initial is used for initial 

pricing of the markets.  

CS_survey_market YE

S 

Weighted average of surrogate score forecast 

(CS_survey_Q1) and prediction market forecast 

(CS_market_smoothed). Weights are used to adjust e.g. for 
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claims with low number of trades or survey participants. 

CS_survey_marketj = (wS
j CS_survey_Q1 + wM

j 

CS_market_smoothed) / (wS
j + wM

j) 

with wS
j =max(nS

j/16, 1), and wM
j = max(nT

j/25, 1). 

The variables nS
j, and nT

j, denote the number of survey 

responses to survey question Q1 on claim j, and the number of 

trades on claim j on the claim-specific market. Our choice entails 

that once 25 trades, or 16 survey responses are reached, weights 

do not increase any longer. For claims with more than 25 trades 

and 16 survey responses, the survey estimate and the market 

estimate contribute with equal weights to this score. 

 

3.8.4 Appendices 

3.8.4.1 Appendix A - Surrogate scoring questions 

SQ1) What is the probability that a high-power replication of this study would find a statistically significant 

effect at the .05 level in the same direction as the original claim (0-100%)? 

 [slider 0 -100] 

SQ2) What fraction of participants will give an estimate larger than 50% on Question 1? 

 [slider 0 -100] 

SQ3) Considering the claim itself, without considering the specific implementation, how plausible is this claim 

(0-100)? 

 (0 means you think it cannot be true; 100 means you think it must be true.)  

[slider 0 -100] 

SQ4) Is there anything else we should know? For example, you may elaborate on your reasoning, report an error 

in the summary, note the claim is hard to understand, etc. 

 [Free text response] 
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4 Chapter 4: Are replication rates the 

same across academic fields? 

Community forecasts from the DARPA 

SCORE program 

 

The paper “Are replication rates the same across academic fields? Community forecasts 

from the DARPA SCORE program” published in 2020 in the journal “Royal Society Open 

Science” is found in this chapter. This paper contains the results of the first round of forecasts 

elicited as part of the SCORE project (as described in Appendix 1). The methodology was heavily 

informed by previous research, as outlined in Chapter 2. The “meta-forecasts” presented in this 

paper will also be used to inform Confidence Scores (see Chapter 3 for full details about confidence 

scores). My role in this paper was the experimental and statistical design, conducting the analysis 

and drafting the manuscript (including the visualisations). 

 

The reference for this paper is: Gordon M, Viganola D, Bishop M, Chen Y, Dreber A, 

Goldfedder B, Holzmeister F, Johannesson M, Liu Y, Twardy C, Wang J. Are replication rates the 

same across academic fields? Community forecasts from the DARPA SCORE programme. Royal 

Society open science. 2020 Jul 22. 
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To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the published paper 
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Are replication rates the same across 

academic fields? Community forecasts from 

the DARPA SCORE program 
 

4.1 Abstract 

The DARPA program “Systematizing Confidence in Open Research and Evidence” 

(SCORE) aims to generate confidence scores for a large number of research claims from empirical 

studies in the social and behavioral sciences. The confidence scores will provide a quantitative 

assessment of how likely a claim will hold up in an independent replication. To create the scores, 

we follow earlier approaches and use prediction markets and surveys to forecast replication 

outcomes. Based on an initial set of forecasts for the overall replication rate in SCORE and its 

dependence on the academic discipline and the time of publication, we show that participants 

expect replication rates to increase over time. Moreover, they expect replication rates to differ 

between fields, with the highest replication rate in economics (average survey response 58%), and 

the lowest in Psychology and in Education (average survey response of 42% for both fields). These 

results reveal insights into the academic community’s views of the replication crisis, including for 

research fields for which no large-scale replication studies have been undertaken yet.  

4.2 Introduction 

Replication has long been established as a key practice in scientific research (1,2). It plays a 

critical role in controlling the impact of sampling error, questionable research practices, publication 

bias, and fraud (1,2). An increase in the effort to replicate studies has been argued to help 

establishing credibility within a field (3). Moreover, replications allow to test if results generalize to 
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a different or larger population, and help to verify the underlying theory (2,4,5) and its scope (6). 

Despite the importance of replications, there are practical and resource-related constraints that limit 

the extent to which replications are conducted (7).  

Previous studies have shown that information about replication outcomes can be elicited 

from the research community (8–11). This suggests that forecasting the outcomes of hypothetical 

replications can help assessing replication probabilities without requiring the resources for actually 

conducting replications. The DARPA program “Systematizing Confidence in Open Research and 

Evidence” (SCORE) follows this approach to generate confidence scores for thousands of research 

claims from empirical studies in the social and behavioral sciences. These confidence scores will 

provide a quantitative assessment of how likely a claim will hold up in an independent replication. 

A small subset of the claims (about 5%) will eventually be assessed through replication, and the 

replication outcomes will be used to evaluate the accuracy of the confidence scores. The research 

claims are sampled from studies published during a 10-year period (2009–2018) across 60 journals 

from a number of academic disciplines.  

To generate confidence scores for the DARPA SCORE program (12) we follow the 

template of past forecasting studies (8–11) and use surveys and prediction markets. In the surveys, 

participants recruited from the relevant research communities are asked to provide their estimates 

for the probability that a claim will hold up in a replication. Replication here refers to either direct 

replication (i.e., same data collection process and analysis on a different sample) or data-analytic 

replication (i.e., same analysis on a similar but independent dataset; see (13,14)). Successful 

replication is defined as an effect that is in the same direction as the original effect, and statistically 

significant at p < 0.05. While replication projects such as SCORE typically provide additional and 

non-binary characteristics of the replication results, such a binary definition is well-suited for 

elicitation of forecasts through prediction markets and surveys. In the prediction markets (15–17), 
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participants trade contracts with payoffs tied to the outcome of replications and thereby generate 

prices that provide quantitative forecasts of the replication results (8–11). Because of the large 

number of claims to be assessed, forecasting takes place in monthly rounds from mid-2019 to mid-

2020. In each monthly round, about 300 claims are assessed, resulting in about 3,000 claims 

assessed by mid-2020.  

Before we started collecting claim-specific forecasts, we collected an initial set of surveys 

and market forecasts for the overall replication rate in SCORE and its dependence on the academic 

discipline and the time of publication. These forecasts allow us to test whether participants at the 

beginning of the SCORE project expect field-specific and time-dependent variation of the 

replication rates. In this paper, we present an analysis of the data from this initial round of 

forecasting. Whether and to which extent these meta-forecasts are correct will be explored once the 

replications have actually been conducted. 

4.3 Methods 

The surveys and prediction markets to forecast time- and discipline-specific replication 

rates were open for one week each (August 12–18, 2019 and August 19–25, 2019), with the market 

starting after the survey closed. We asked participants to forecast the overall SCORE replication 

rate, the replication rate in 5 non-overlapping 2-year periods (2009/10, 2011/12, 2013/14, 2015/16, 

and 2017/18), and in 6 discipline clusters (Economics, Political Science, Psychology, Education, 

Sociology and Criminology, and Marketing, Management and Related Areas). The discipline 

clusters are defined through journals (see Supplementary Table 1). Two of these clusters, namely 

Sociology and Criminology, and Marketing, Management and Related Areas, are heterogeneous in 

terms of research fields and are comprised of fields with a small number of journals sampled in 

SCORE. We combined those fields into clusters to meet a minimal number of journals per cluster. 
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To elicit forecasts, we used the same wording in the survey and the prediction market (see 

Supplementary Table 2). Further information, including the definition of what constitutes a 

successful replication, and the targeted power of the replications, were available in the online 

instructional material. 

The surveys were incentivized using a peer assessment method which employs a Surrogate 

Scoring Rule. Surrogate scoring rules (18) provide an unbiased estimate of strictly proper scoring 

rules (19) and are dominantly truthful in eliciting probabilistic predictions. When scoring an agent's 

predictions, surrogate scoring rules first construct a noisy prediction of the event’s outcome from 

other agents' reports (noisy ‘ground truth’). The second step estimates the bias of this noisy 'ground 

truth' using all elicited predictions across all users on all forecasting questions. Then, surrogate 

scoring rules compute a de-biased version of strictly proper scoring rules. Consequently, to 

maximize one's expected surrogate score, it is always a dominant strategy to report truthfully, due 

to the incentive property of the strictly proper scoring rules. The total prize pool of $960 was 

allocated in prizes of $80 for the top 6 participants, $40 for participants ranked 7–12, and $20 for 

participants ranked 13–24.  

In the prediction markets, the participants traded contracts that pay out points proportional 

to the actual replication rate in each time period and discipline cluster. The total prize pool of 

$4,320 will be allocated once the replications are completed in proportion of the points earned from 

the contracts. To facilitate trading we used a market maker implementing a logarithmic market 

scoring rule (16) with base 2 and a liquidity parameter of b = 100. Participants received an initial 

endowment of 100 points to trade with. Findings from previous replication-focused prediction 

markets (8–11) showed that most of the information elicited in these markets gets typically priced 

in soon after the markets opened; after about 2 days of trading, prices tend to fluctuate around 

equilibrium prices. To minimize the impact of noisy price fluctuations on our forecasts, we use a 
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pre-registered time-weighted average of the prices from the second half of the trading period as 

market forecasts. 

Participants were recruited through a number of mailing lists, Twitter, and blog posts. As of 

the start of the initial surveys, 478 forecasters had signed up to participate and expressed informed 

consent, and 226 subsequently completed the initial forecasting survey. Most of these participants 

(80%) were from academia, with smaller groups from the private sector, non-profit organizations, 

and the public sector (11%, 4%, and 4%, respectively). The majority (69%) of participants are in 

early (e.g., undergraduate, graduate student, postdoc, assistant professor) or mid (e.g., senior 

research fellow) career stages. Those at senior career stages (e.g., full or emeritus professor) made 

up 7.5% of the survey takers. Self-reported interests of our participants were dominated by two 

fields: 99 survey respondents (44%) indicated that they were interested in Economics, and 126 

(56%) in Psychology. Marketing, Management and Related Areas, the next largest field, was 

selected by 45 participants (20%), followed by Political Science, Education, and Sociology and 

Criminology with 24 (11%), 23 (10%), and 22 (10%) responses, respectively. About half of all 

participants (122) only gave one field of interest, 65 (29%) respondents indicated two fields of 

interest, and 38 (17%) reported three or more fields of interest. 48% of the survey participants 

indicated that they had pre-registered at least one study before, and 34% have been involved in a 

replication study. 37% of survey takers indicated that they had participated in a prediction market 

prior to SCORE. 217 forecasters made at least one trade in the prediction markets. Given that 64% 

of these market traders also completed the survey, the participants in the market had a demographic 

composition similar to those who completed the survey.  

The experimental design and statistical analyses were pre-registered on OSF, before the 

initial surveys and markets were opened. The data collected in the initial forecasting round allow us 

to analyse four of eight hypotheses provided in the pre-registration: (1) whether forecasted 
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replication rates differ between fields of research; (2) whether forecasted replication rates differ 

between time periods; (3) whether topic-specific forecasts depend on the forecasters’ field of 

research; and (4) whether survey-based aggregated forecasts and market-based forecasts are 

correlated. For all analyses we use survey responses; for analysis 3 we additionally use responses to 

a demographic survey that included a question on academic interests; and for analysis 4 we 

additionally use the prediction market data. All these analyses were conducted as pre-registered. 

The remaining four pre-registered analyses require data that become available once the forecasting 

for the individual research claims and the replications are completed. For statistical tests, we 

interpret the threshold of p < 0.005 as identifying statistical significance, and the threshold of p < 

0.05 as identifying suggestive evidence (20). Pre-registration document, data, codebook and scripts 

are available at the dryad repository (https://doi.org/10.5061/dryad.pg4f4qrk5).  

4.4 Results 

Summary statistics for the surveys and markets are provided in Table 1. The mean of the 

survey responses for the overall replication rate forecasts was 49%, which is close to the replication 

rate across previous replication projects (8,9,21,22). The survey results provide evidence that the 

participants expect the replications rates to differ across the two-year time periods (one-way 

repeated measures ANOVA; F(4,900) = 130.5, p < 0.0001). Replication rates were expected to 

increase over time from 43% in 2009/10 to 55% in 2017/18 (see Figure 1A). Using pairwise paired 

t-tests, with a Benjamini-Hochberg correction to control for the false discovery rate, all year bands 

were forecasted to have different replication rates significant at the 0.0001 level, except for the 

comparison between 2009/10 and 2011/12, where suggestive evidence is found for differences in 

replication rate expectations (p = 0.0066; see Supplementary Table 4 for all p-values and test 

statistics).  



101 
 

101 

 

 

Table 4-1. Descriptive statistics of survey and market forecasts. Final price refers to the price at market closing, whereas 

smoothed price is a weighted average of the market prices, designed to reduce effects of noise near the end of the market. The 

aggregation methods are all highly correlated, with the Pearson’s correlation coefficient between aggregation methods as follows: 

Smoothed Price and SSR Brier 0.963, Smoothed Price and SSR Rank 0.935, Smoothed Price and Survey Mean 0.957, SSR Brier and 

SSR Rank 0.924, SSR Brier and Survey Mean 0.942, SSR Rank and Survey Mean 0.979. All correlations are statistically significant 

at p < 0.0001 (df=10). 

Overall 

Replication Rate in… 

Smoothed 

Price 

Final  

Price 

Distinct 

Traders 

Number of 

Trades 

Survey 

Mean 

SSR Rank SSR Brier 

Economics 0.57  0.58 156 235 0.58 0.65 0.36 

Political Science  0.45  0.46 115 158 0.49 0.55 0.29 

Psychology  0.41  0.45 165 226 0.42 0.39 0.26 

Education  0.39  0.45 126 176 0.42 0.38 0.24 

Sociology & Criminology  0.44  0.43 106 133 0.45 0.45 0.29 

Marketing & Management  0.40  0.36 124 161 0.43 0.41 0.25 

2009/10  0.41  0.40 74 107 0.43 0.41 0.25 

2011/12  0.43  0.42 60 77 0.44 0.44 0.26 

2013/14  0.45  0.44 64 80 0.48 0.49 0.27 

2015/16  0.45  0.46 98 147 0.50 0.53 0.30 

2017/18  0.50  0.49 82 104 0.55 0.58 0.32 

all claims in SCORE  0.47  0.48 83 125 0.49 0.49 0.31 
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The survey responses also show that participants expected replication rates to differ 

between topics. Using responses from the survey, a one-way repeated measures ANOVA finds a 

joint significant effect of topic variables (F(5,1225) = 82.02, p < 0.0001). Using pairwise paired t-

tests, and the Benjamini-Hochberg correction to control for the false discovery rate, 9 of the 15 

topic-topic pairs are found to have a statistically significant difference (p-value < 0.0001) in mean 

expected replication rates. Results including significance groupings are reported in Figure 1B. The 

participants expect the highest replication rate in economics (average response 58%), and the 

lowest in Psychology and in Education (average response of 42% for both fields). The complete 

results are given in Supplementary Table 5.  

 

Figure 4-1. A. Expected replication rate for publications from different 2-year periods. B. Expected replication rate for publications 

from different fields. Points and error bars within the violin plots indicate the mean ± one standard deviation. Letters in panel B 

indicate significance grouping: fields with the same grouping label do not have significantly different means. Groupings are omitted 

for panel A as all time periods have statistically significant or suggestive differences. 

 

We observe that the forecasters’ average responses for topics which match their own fields 

of interest are higher than their average responses for topics not belonging to their fields of interest 

(paired t-test, t(197) = -3.35, p = 0.0010). The average response for ‘in-field’ topics is 48.7%, 
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compared to 45.6% for ‘out-of-field’ topics (see Figure 2A). To identify the mechanisms behind 

this finding, we followed up with two additional analyses that were not pre-registered. To test if 

research fields are more optimistically assessed by participants with interest in this field, as 

compared to participants with no interest in this field, we performed unpaired t-tests, comparing 

‘in-field’ responses with ‘out-of-field’ responses for each topic separately. The only statistically 

significant effect is found in economics. Participants interested in economics were more optimistic 

about the replication rates in economics than those not interested in economics (unpaired t-test, 

t(199.85) = 3.74, p = 0.0002). No evidence was found for such an effect within the other topics (see 

Figure 2B). Moreover, we investigated how the forecast for the overall replication rate depends on 

demographic characteristics. Suggestive evidence is observed for only one of the demographic 

variable included: participants who stated that they have been involved in a replication study before 

on average forecasted a lower overall replication rate (t(217) = -2.75, p = 0.006). Effect sizes and 

test statistics are given in Supplemental Table 6. 

 

Figure 4-2. A. In-field vs. out-of-field responses. Participants predict a higher replication rate for their fields of interest, 

as compared to other fields. B. Difference of evaluation of a field by in-field and out-field participants (in percent points). 

Participants with interest in economics predict a higher replication rate for this field compared to participants with no interest in 

economics. For other fields, such an effect is not observed. Points and error bars indicate the mean ± one standard deviation. 
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A key part of our experimental design for SCORE is the use of two alternative 

methodologies for eliciting and aggregating forecasts. Although there is an overlap of  participants 

involved in survey and markets, the methodologies are independent and differ from each other in 

terms of elicitation and aggregation of information. To test if both methodologies yield similar 

results, we performed a correlation test between our two main aggregators: the smoothed market 

price and the forecasts generated by the survey-based peer assessment method. The Pearson 

correlation coefficient is 0.935 (df = 10, p < 0.0001), supporting that our findings are robust with 

respect to the elicitation and aggregation methodology.  

4.5 Discussion 

Forecasting research outcomes has been argued to benefit science (15,23,24). Hanson (15) 

suggested using prediction markets to forecast research outcomes to more efficiently reach a 

consensus on scientific questions and counteract inaccurate but popular beliefs. He also pointed out 

that funders could use prediction markets to incentivize research on questions they prioritize, 

without having to commit funding to specific research groups. Moreover, ex-ante predictions from 

prediction markets could help set priors for Bayesian statistical inference, prioritize research 

questions for hypotheses testing (23), and help to better capture how novel or surprising a result is 

(24).  

The aim of our previous forecasting projects (8–11) was to test whether within the research 

communities there is information about the replicability of studies, and whether surveys and 

prediction markets can aggregate this information into accurate forecasts. The results of these 

previous studies were encouraging: the forecasted probabilities were informative with respect to the 

observed replication outcomes. For the SCORE project, we go beyond such a proof-of-principle. 
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We elicit information on a large set of research claims with only a small subset being evaluated 

through replication of reproduction. This approach illustrates how the information gained from the 

forecasting can be scaled up without necessarily scaling up cost-intensive replications. 

The forecasts presented in this study focus on field-specific and time-specific replication 

rates, rather than the probability of replication for individual claims. Previous forecasting studies 

have shown that while forecasts for single claims are informative with respect to observed 

replication outcomes, they tend to be too optimistic. Explicit forecasts for overall replication rates 

might be more reliable than what can be inferred from forecasts on individual replications; this is a 

hypothesis we have pre-registered to test once the results from the SCORE replications are 

available. 

Our results show that participants expect replication rates to increase over time, from 43% 

in 2009/10 to 55% in 2017/18. The reasons behind this expectation have not been elicited in our 

study, and are an interesting topic for future research. One plausible explanation might be that 

participants expect recent methodological changes in the social and behavioral sciences to have a 

positive impact on replication rates. This is also in line with an increased creation and use of study 

registries during this time period in the social and behavioral science (3). Further insights into 

longitudinal patterns in the reliability of published research could follow from replication projects 

on studies sampled across an extended period of time.   

Similarly, the observed differences in topic-specific expected replication rates deserve 

further study. For fields that have been covered by replication studies in the past, the expected 

replication rates are likely anchored around past replication projects; the point estimate of the 

replication rate in the Replication Project: Psychology (22), for instance was lower than in the 

Experimental Economics Replication Project (8), although it should be noted that the inclusion 
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criteria, time periods, and sample sizes differed between these projects and thus it is not 

straightforward to compare these numbers. Differences in expected replication rates could further 

reflect that hypotheses and typical effect sizes differ between fields, different fields employ 

different methodologies and policies, and results from different fields might be subjected to 

different biases. 

Because forecasts from previous replication reports were informative with respect to 

replication outcomes, the forecasts presented here might provide some guidance on how credible 

claims in different subjects are. This is particularly the case for fields for which no other 

information is available, i.e. fields with no past large scale replication project such as Education, 

Political Science and Marketing, Management and Related Areas. If our forecasts hold up, it will be 

interesting to investigate if specific factors (such as different methodologies and policies) can be 

identified that influence replication rates.  
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4.7 Supplementary Material 

Table 4-2. List of Journals and Discipline Clusters 

Journal Discipline Cluster 

American Economic Journal: Applied Economics Economics 

American Economic Review Economics 

Econometrica Economics 

Experimental Economics Economics 

Journal of Finance Economics 

Journal of Financial Economics Economics 

Journal of Labor Economics Economics 

Journal of Political Economy Economics 

Quarterly Journal of Economics Economics 

Review of Financial Studies Economics 

American Educational Research Journal Education 

Computers and Education Education 

Contemporary Educational Psychology Education 

Educational Researcher Education 

Exceptional Children Education 

Journal of Educational Psychology Education 

Learning and Instruction Education 

Academy of Management Journal Marketing, Management and Related Areas 
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Journal of Business Research Marketing, Management and Related Areas 

Journal of Consumer Research Marketing, Management and Related Areas 

Journal of Management Marketing, Management and Related Areas 

Journal of Marketing Marketing, Management and Related Areas 

Journal of Marketing Research Marketing, Management and Related Areas 

Journal of Organizational Behavior Marketing, Management and Related Areas 

Journal of Public Administration Research and Theory Marketing, Management and Related Areas 

Journal of the Academy of Marketing Science Marketing, Management and Related Areas 

Leadership Quarterly Marketing, Management and Related Areas 

Management Science Marketing, Management and Related Areas 

Organization Science Marketing, Management and Related Areas 

Organizational Behavior and Human Decision Processes Marketing, Management and Related Areas 

Public Administration Review Marketing, Management and Related Areas 

American Journal of Political Science Political Science 

American Political Science Review Political Science 

British Journal of Political Science Political Science 

Comparative Political Studies Political Science 

Journal of Conflict Resolution Political Science 

Journal of Experimental Political Science Political Science 

World Development Political Science 

World Politics Political Science 

Child Development Psychology 

Clinical Psychological Science Psychology 

Cognition Psychology 

European Journal of Personality Psychology 

Evolution and Human Behavior Psychology 

Health Psychology Psychology 

Journal of Applied Psychology Psychology 

Journal of Consulting and Clinical Psychology Psychology 

Journal of Environmental Psychology Psychology 

Journal of Experimental Psychology: General Psychology 

Journal of Experimental Social Psychology Psychology 
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Journal of Personality and Social Psychology Psychology 

Psychological Medicine Psychology 

Psychological Science Psychology 

American Journal of Sociology Sociology & Criminology 

American Sociological Review Sociology & Criminology 

Criminology Sociology & Criminology 

Demography Sociology & Criminology 

European Sociological Review Sociology & Criminology 

Journal of Marriage and Family Sociology & Criminology 

Law and Human Behavior Sociology & Criminology 

Social Forces Sociology & Criminology 

Social Science and Medicine Sociology & Criminology 

 

Table 4-3. List of questions in the initial survey and market 

Q1) What will be the average replication rate in SCORE?  
Q2) What will be the average replication rate in economics? 

Q3) What will be the average replication rate in political sciences? 

Q4) What will be the average replication rate in psychology? 

Q5) What will be the average replication rate in education research? 

Q6) What will be the average replication rate in sociology and criminology? 

Q7) What will be the average replication rate in marketing, management and related areas?  
Q8) What will be the average replication rate for papers published in 2009/10?  

Q9) What will be the average replication rate for papers published in 2011/12?  

Q10) What will be the average replication rate for papers published in 2013/14?  

Q11) What will be the average replication rate for papers published in 2015/16?  

Q12) What will be the average replication rate for papers published in 2017/18?  

 

Table 4-4. p-values for pairwise t-tests for time-specific responses (df = 225 for all tests) 

 2009/10 2011/12 2013/2014 2015/2016 

2011/2012 
t = 2.741,  

p = 0.00662    

2013/2014 
t = 10.6641,  

p < 0.00001 

t = 6.3453,  

p < 0.00001   

2015/2016 
t = 9.7299, 

p < 0.00001 

t = 13.7561,  

p < 0.00001 

t = 5.0903, 

p < 0.00001  

2017/2018 t = 14.9263,  t = 13.6037,  t =14.6781,  t =8.9061,  
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p < 0.00001 p < 0.00001 p < 0.00001 p < 0.00001 

 

Table 4-5. p-values for pairwise t-tests for topic-specific responses (df = 225 for all tests) 

 Economics Education 
Marketing & 

Management 

Political 

Science 
Psychology 

Education 
t = -14.4446, 

p < 0.00001     

Marketing & Management 
t = -12.866, 

p < 0.00001 

t = 1.8142, 

p = 0.08190    

Political Science 
t = -11.6888, 

p < 0.00001 

t = 6.8161332,  

p < 0.00001 

t = 5.0736,  

p < 0.00001   

Psychology 
t = -16.202, 

p < 0.00001 

t = 0.4283494,  

p = 0.66881 

t = -1.2820, 

p = 0.21552 

t = -7.3937,  

p < 0.00001  

Sociology & criminology 
t = -11.5689, 

p < 0.00001 

t = 4.3917,  

p = 0.00003 

t = 1.8982,  

p = 0.07368 

t = -3.9677,  

p = 0.00015 

t = 3.2547,  

p = 0.00179 

 

Table 4-6. Relation between forecast for the overall replication rate in score and demographic characteristics. The 

reference category for career stage is ‘student’; category ‘other’ includes those who did not provide an answer as well as those who 

chose ‘prefer not to answer’ and ‘other’. ‘Academia’ indicates those participants currently involved in academic activities either as 

a student or an employee. ‘Prediction market’ refers to participants who had been involved in a previous prediction markets. 

‘Replication’ indicates that the participants have been involved in a replication study before. There is suggestive evidence that 

having being involved in a replication reduces the response for the overall SCORE replication rate forecast. An ANOVA indicates 

that  the career stage variable has no statistically significant joined effect on the forecast (F(4) = 0.396, p = 0.8115). 

term estimate SE statistic p value  

Intercept 51.07218 5.569644 9.169739 3.75E-17 

Career stage: early career 0.905805 2.441899 0.370943 0.711042 

Career stage: mid career 2.388422 2.789189 0.856314 0.392769 

Career stage: other -3.54569 5.181558 -0.68429 0.494522 

Career stage: senior career 0.093658 3.669664 0.025522 0.979662 

Academia -1.06542 5.251263 -0.20289 0.839413 

Prediction market 2.101495 1.828185 1.149498 0.251616 

Replication -5.21526 1.894342 -2.75307 0.006404 
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5 Chapter 5: Creative destruction in 

science 

 This chapter contains the components of the paper “Creative destruction in science” that 

was published in 2020 in the journal “Organizational Behavioral and Human Decision Processes”. 

This paper describes a large project with many hypotheses tested and experiments conducted. I was 

involved only in the forecasting of the creative destruction replication results, and therefore only 

the parts relevant to the forecasting have been included in this chapter. My specific role was 

helping to inform the experimental and statistical design of the forecasting, undertaking the 

statistical analyses and report drafting and editing. 

This project represents a clear extension of the forecasting found in chapters 2, 3 and 4. 

Here, we not only investigate the forecasting accuracy of predictions for direct replications, but also 

provide forecasts for multiple competing theories in the same space and test the extent to which 

forecasters can predict simple effects, moderator effects and interactions. In addition, we test if 

forecasters’ values regarding gender impact their ability to evaluate theories regarding gender.  

 

The reference for this paper is: Tierney W, Hardy III JH, Ebersole CR, Leavitt K, Viganola 

D, Clemente EG, Gordon M, Dreber A, Johannesson M, Pfeiffer T, Uhlmann EL. Creative 

destruction in science. Organizational Behavior and Human Decision Processes. 2020 Nov 

1;161:291-309. 

 

To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the published paper  
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5.1 Abstract 

Drawing on the concept of a gale of creative destruction in a capitalistic economy, we argue 

that initiatives to assess the robustness of findings in the organizational literature should aim to 

simultaneously test competing ideas operating in the same theoretical space. In other words, 

replication efforts should seek not just to support or question the original findings, but also to 

replace them with revised, stronger theories with greater explanatory power. 

Achieving this will typically require adding new measures, conditions, and subject 

populations to research designs, in order to carry out conceptual tests of multiple theories in 

addition to directly replicating the original findings. To illustrate the value of the creative 

destruction approach for theory pruning in organizational scholarship, we describe recent 

replication initiatives re-examining culture and work morality, working parents’ reasoning about 

day care options, and gender discrimination in hiring decisions. 

 

5.2 Forecasting Creative Destruction Replication Results 

A complementary forecasting survey examined whether independent scientists were able to 

anticipate these replication results (see https://osf.io/nz48k, and Supplements, 7, 8, and 9 for the 

forecasting survey materials, pre-registered analysis plan, and detailed report). Prior work finds that 

scientists are able to accurately predict simple condition differences by merely reading the study 

abstract or examining the study materials (1–4). We tested, for the first time, whether scientists can 

likewise anticipate complex interactions between variables. In this politically charged context (5), 

https://osf.io/nz48k
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we further examined whether scientists’ beliefs and values regarding gender moderate the accuracy 

of their predictions.  

Consistent with past research, in our primary pre-registered hypothesis test, we found a 

positive association between the observed effect sizes and the individual predictions (beliefs) of the 

forecasters (𝛽 = 0.027, p < 0.001). In a pre-registered robustness test, aggregated predictions, 

computed as mean predicted effect size of each of the 24 effects replicated, were directionally 

positively associated with the observed effect sizes, although this zero-order correlation was no 

longer statistically significant, r = 0.193, p = 0.366. A notable discrepancy between forecasts about 

selection decisions by male evaluators and the actual study outcomes was also apparent. 

Forecasters expected that both male and female evaluators would prefer male job candidates 

(forecasted d = 0.357 for male evaluators; forecasted d = 0.110 for female evaluators, mean of the 

differences = 0.248, p < 0.0001). However, only the aggregate forecasts about selection decisions 

by female evaluators were in the same direction as the realized results (realized d = -0.128 for male 

evaluators; realized d = 0.018 for female evaluators). As a consequence, forecasters were less 

accurate at anticipating gender discrimination by male evaluators relative to female evaluators (p < 

0.0001).  

A non- preregistered follow up analysis revealed that 184 of 194 forecasters predicted that 

male evaluators would discriminate against female job candidates, directionally contrary to the 

replication results reported earlier (mean of the differences = 0.485, p < 0.001). Thus, although the 

expected positive association between forecasts and outcomes emerged for the moderator effects, 

for some simple effects the association is in the wrong direction (negative) and significant. Among 

forecasters, individual differences in beliefs about gender did not moderate accuracy (see 

Supplement 9). Further research should continue to examine whether scientists can predict the 
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results of complex experiments addressing socially sensitive topics, and what factors might 

facilitate (or impede) their accuracy. 

5.3 Supplements for “Creative Destruction in Science” 

5.3.1 Supplement 7: Pre-Registered Analysis Plan for the Forecasting 

Survey 

 

Contributors to analysis plan: Domenico Viganola, Elena Giulia Clemente, Anna Dreber, 

Michael Gordon, Magnus Johannesson, Thomas Pfeiffer, Warren Tierney, Eric Luis Uhlmann. 

Summary: In this survey, we will examine whether researchers can predict the results of a 

set of direct and conceptual replications of experimental research on gender and hiring decisions. 

We are targeting researchers with training in judgment and decision making/social psychology 

research to participate in the forecasting survey, with no exclusion based on seniority or any other 

demographic characteristic. Each participant (also referred to as forecaster in the rest of this pre-

analysis plan) makes a total of 𝑝 = 24 predictions. These will focus on the experimental effect sizes 

of the replications of hypotheses from Uhlmann & Cohen(6,7), as well as several novel effects 

derived from theories of gender discrimination. The predictions are subdivided into three groups: 

i. 2 predictions focusing on the simple effects (separately by evaluator gender) 

ii. predictions focusing on interaction effects (separately by evaluator gender) 

iii. 16 predictions focusing on moderator effects 

In addition to making these predictions, the participants are asked to answer a set of 

questions aimed at eliciting their personal beliefs on gender-related topics as well as assessing their 
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demographics. Prior to data collection, the forecasting survey was piloted with a few colleagues to 

provide feedback on the clarity of the questions and design. The data for these pilot participants (N 

= 8) was not included in the final report as it occurred prior to the final preregistration of the 

methods and analyses. 

In this forecasting study we use both the more conservative significance threshold of p < 

0.005 (8) and the traditional threshold for statistical significance of p < 0.05. All the tests in this 

pre-analysis plan are two-sided tests. 

5.3.1.1 Primary hypotheses  

Hypothesis 1: There is a positive association between the predictions (beliefs) of the 

forecasters and the observed effect size 

Individual-level regression to test whether forecasters’ beliefs are significantly related to the 

realized effect sizes after controlling for individual fixed effects: 

 

(1) 𝑅𝐸𝑆𝑝 = 𝛽0 + 𝛽1𝑃𝐸𝑆𝑖𝑝 + 𝐹𝐸𝑖 + 𝜀𝑖𝑝 

 

where: 

● 𝑅𝐸𝑆𝑝 is a continuous variable indicating the realized effect size of the hypothesis 𝑝 

object of the prediction; 

● 𝑃𝐸𝑆𝑖𝑝 is a continuous variable indicating the predicted effect size of the 

effect of hypothesis 𝑝 of forecaster 𝑖; 

● 𝐹𝐸𝑖 is a set of individual fixed effects. 
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In equation (1) we plan to cluster standard errors at the individual level (number of clusters 

determined by the number of forecasters with 𝑁 = 24 observations per cluster), since doing so 

allows us to take into account the fact that the predictions elicited from the same forecaster might 

be correlated. 

Tests: t-test on coefficient 𝛽1 in regression equation (1); t-test on coefficient 𝛽0 in (1). 

Robustness test of Hypothesis 1: we will estimate regression (1) separately for the three 

sets of predictions - predictions on simple effects, on interaction effects, and on moderator effects. 

Moreover, we will also carry out a robustness test where we estimate the Pearson correlation 

between the two vectors (𝑁 = 24 each) with the mean predicted effect size (𝑃𝐸𝑆𝑝) of each of the 24 

effects replicated and the realized effect sizes 𝑅𝐸𝑆𝑝. 

 

Hypothesis 2 

Can participants predict complex experimental results, such as interaction effects between 

conditions and individual differences moderators? To answer this question, first we compute the 

accuracy achieved in forecast 𝑝 by each survey-taker 𝑖 in terms of squared prediction error (Brier 

score), according to the formula: 

𝐵𝑆𝑖𝑝 = (𝑃𝐸𝑆𝑖𝑝 − 𝑅𝐸𝑆𝑝)2 

where 𝑅𝐸𝑆𝑝 and 𝑃𝐸𝑆𝑖𝑝 should be interpreted as specified above. Then, we regress the 

variable 𝐵𝑆𝑖𝑝 on 2 dummy variables identifying the forecasts regarding interactions (𝐼𝑁𝑇𝐸𝑆𝑖𝑝)and 

the forecasts regarding the effects of the moderators (𝐼𝐷𝑀𝐸𝑆𝑖𝑝) and on the individual fixed effects 

𝐹𝐸𝑖, clustering the standard errors at the individual level in line with model (1): 
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(2) 𝐵𝑆𝑖𝑝 = 𝛽0 + 𝛽1𝐼𝑁𝑇𝐸𝑆𝑖𝑝 + 𝛽2𝐼𝐷𝑀𝐸𝑆𝑖𝑝 + 𝐹𝐸𝑖 + 𝜀𝑖𝑝 

 

Tests: t-test on coefficient 𝛽1 in regression equation (2); t-test on coefficient 𝛽2 in (2); Wald 

test on coefficient 𝛽1 being different from 𝛽2. Under the assumption that the forecasts on the 

interactions and on the moderators effects are more demanding, we expect both 𝛽1 and 𝛽2 to be 

positive. 

 

5.3.1.2 Exploratory hypotheses 

Introducing the ideological piece: how do scientists’ political beliefs and convictions 

about gender relate to the accuracy of their forecasts? We exploit the individual accuracy 

measure introduced in hypothesis (2) and relate it to the forecasters’ beliefs (sexist beliefs measure; 

beliefs about gender in the workplace; feminist media exposure measure; internal motivation to 

respond without sexism; external motivation to respond without sexism; political liberalism-

conservatism on social issues) and to the forecasters’ demographic characteristics (gender, 

academic seniority). The following tests are exploratory. 

Individual-level regression to test whether forecasters’ demographics and their convictions 

about gender relate to their accuracy in predicting the effect sizes. We plan to regress 𝐵𝑆𝑖𝑝 on the 

following variables: 

 

● Sexist beliefs measure (𝑆𝐵𝑀𝑖) 

● Feminist media exposure measure (𝐹𝑀𝐸𝑀𝑖) 

● Beliefs about gender in workplace measure (𝐵𝐺𝑊𝑀𝑖) 
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𝑘
=1 

● Internal motivation to respond without sexism (𝐼𝑀𝑆𝑀𝑖) 

● External motivation to respond without sexism (𝐸𝑀𝑆𝑀𝑖) 

● Political orientation on social issues measure (𝑃𝑂𝐿𝑖) 

● Gender (𝐺𝑖) 

● Years from obtaining doctoral degree (𝑆𝐸𝑁𝑖) 

 

Please refer to the pre-registration document for the overall project (https://osf.io/snbyg/) 

and Supplements 2 and 4 for more details on these measures, most of which were also administered 

to the participants in the experiments whose results are being predicted. 

Note that for these forecasts, we will again cluster the standard errors at the individual level 

to take into account potential correlations across forecasts made by the same forecaster: 

(3) 𝐵𝑆𝑖𝑝 = 𝛽0 + ∑8𝛽𝑘𝐼C𝑖𝑘 + 𝜀𝑖𝑝   for 𝑘 = 1, . . . ,8 

where 𝐼𝐶 = {𝑆𝐵𝑀𝑖; 𝐹𝑀𝐸𝑀𝑖; 𝐵𝐺𝑊𝑀𝑖; 𝐼𝑀𝑆𝑀𝑖; 𝐸𝑀𝑆𝑀𝑖; 𝑃𝑂𝐿𝑖; 𝐺𝑖; 𝑆𝐸𝑁𝑖} 

 

Test: t-tests on coefficients 𝛽1to 𝛽8in regression equation (3). 

As a robustness check for hypothesis 3, we will analyze the accuracy of predictions on 

simple effects, on interaction effects, and on moderators effects separately. Therefore, we will 

estimate the models in equation (3) on mutually exclusive subsets of all the predictions, namely: 

• Predictions on gender discrimination patterns in hiring with 2  × 𝑛 observations, 𝑛 

being the total number of forecasters 

• Predictions on interaction effects of experimental manipulations with 6 × 𝑛 

observations 

• Predictions on the moderators effect sizes with 16  × 𝑛 observations 

https://osf.io/snbyg/
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Do predictions regarding gender discrimination in hiring by male evaluators differ 

from those regarding gender discrimination in hiring by female evaluators?  

Are the predictions regarding the hiring evaluations made by women or men more accurate? 

We plan to answer this question by exploiting the fact that in the forecasting survey we ask exactly 

the same type of question for the two evaluator genders separately (e.g., ‘What do you predict will 

be the effect size for the influence of candidate gender on hiring evaluations among male 

participants?’ and ‘What do you predict will be the effect size for the influence of candidate gender 

on hiring evaluations among female participants?’). In order to test whether the predictions 

regarding discrimination by female and male evaluators differ significantly, we focus on the 

predictions of the simple effects as main test (1 test), and on the predictions of the interaction 

effects as secondary tests (3 tests). In the spirit of avoiding over-testing, we restrict the domain of 

these exploratory tests to the simple and the interaction effects, and to the differences in terms of 

predictions’ levels and predictions’ accuracy only. 

 

Do the predictions about female and male evaluators differ significantly? 

Test: paired t-test comparing the predictions regarding the simple effects about male 

evaluators and about female evaluators. 

Test: paired t-test comparing the predictions regarding the interactions effects for male 

evaluators and for female evaluators, for a total of 3 different tests. 

Do the predictions about female and male evaluators differ in terms of accuracy?  
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Test: paired t-test comparing the Brier score (𝐵𝑆𝑖𝑝 as defined for hypothesis 2) for 

predictions regarding the simple effects for male evaluators and for female evaluators. 

Test: paired t-test comparing the Brier score for the predictions regarding the interactions 

effects for male evaluators and for female evaluators, for a total of 3 different tests. 

 

5.3.1.3 Incentive scheme 

 

The incentive scheme to participate in this study is composed of two parts: the first one is 

co- authorship on the study report and it is granted to all the forecasters; the second one is a 

monetary incentive granted to two forecasters who are randomly selected. 

Co-authorship. Upon completion of the prediction survey in all its parts, the participants 

qualify to be listed as co-authors on the final manuscript reporting the results of this study, which 

will be submitted for publication in a scientific journal. The forecasters may join via a consortium 

credit (e.g., “Hiring Decisions Forecasting Collaboration”). 

Monetary incentives. We will randomly select two of the participants and reward them with 

a bonus payout determined as a function of the accuracy of their forecasts. The bonus payoffs will 

be computed according to the following scoring rule: 

$200 − (𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 × 200) 

where 𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 is the average of the squared errors for all the 24 forecasts of the ‘Gender 

and Hiring Decisions Forecasting Study’ made by the forecasters. 
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5.4 Supplement 9: Detailed Report of the Forecasting Results 

5.4.1 Methodological details 

 

5.4.1.1 Materials.  

We asked the respondents to the forecasting survey to each make a total of 24 predictions 

about effect sizes in terms of Cohen’s d as well as the direction of the effect: two predictions 

focusing on simple effects of target gender (separately by evaluator gender), six predictions 

focusing on interaction effects (separately by evaluator gender), and 16 predictions focusing on 

moderator effects. Effect sizes were bounded between -3 and 3. The forecasters were also asked to 

answer a set of questions capturing their personal beliefs on gender-related topics as well as 

assessing their demographics. 

All the relevant study materials were fully disclosed to the forecasters, including detailed 

information about the sample sizes, sample characteristics, study design and materials (including 

links to complete study materials and pre-analysis plans), and links to the original articles targeted 

for replication. 

5.4.1.2 Recruiting forecasters.  

We targeted researchers with training in judgment and decision making/social psychology 

research to participate in the forecasting survey, with no exclusion based on seniority or any other 

demographic characteristic. We posted the link to a signup page for the forecasting survey on 

various academic websites, and online platforms and Facebook pages aimed at researchers in 

psychology, judgment and decision making and research methodology (e.g., Psych Map, Psych 

Methods Discussion Group, Judgment and Decision Making list). We also asked colleagues on 
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Twitter with many followers to post the link to the signup page. Once signing up, respondents 

received an individualized link to the forecasting survey. This link allowed them to start and 

continue with the survey at multiple occasions. Respondents also received at least two reminders to 

finish the survey. 

Respondents were incentivized to participate in two ways: they were offered coauthorship 

on the study report via a consortium credit, and two randomly selected forecasters were rewarded 

with a bonus payment determined as a function of the accuracy of their forecasts using the 

following scoring rule: “$200 -(Sq.Error 200)” where Sq.Error is the average of the squared errors 

for all the 24 forecasts of the ‘Gender and Hiring Decisions Forecasting Study’ made by the 

forecasters. 

An initial group of 354 individuals signed up for the forecasting survey, out of which 194 

completed the survey, while 111 started but did not complete the survey. 59.8% of the forecasters 

reported that they were men, 37.1% that they were women, and 1.5% chose ´Other´ and 1.5% chose 

´Prefer not to tell.´ The average number of years after the PhD was 4.9 years (SD = 6.4). Note that 

the sample size and composition in an online survey of this kind is not under the control of the 

investigators. One has to accept whatever sample size and statistical power is achieved. Our final 

sample size was comparable to past academic forecasting surveys (e.g., Landy et al., (9)). 

5.4.2 Results 

Hypothesis tests. The planned analyses are outlined in our pre-analysis plan on 

https://osf.io/nz48k/ and in Supplement 7. In the report below, we follow the pre-analysis plan 

unless otherwise specified. 

https://osf.io/nz48k/
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Our primary hypothesis 1 for the forecasting survey was that there would be a positive 

association between the predictions (beliefs) of the forecasters and the observed effect sizes. The 

individual-level regression and the t-test confirm that there is a positive and statistically significant 

association between the predictions of the forecasters and the observed effect sizes, with β1 = 0.027 

and p < 0.0001. See Table S9-1 for the individual-level regression estimates and Figure S9-1 for the 

correlation (r = 0.193, p = 0.366) between the average predicted effect sizes and the realized effect 

size. 

 

Table 5-1: Correlation between forecasted and observed effect sizes. 

 

Dependent variable: Realized effect size 

Forecasted 

effect size 

0.027** 

(0.004) 

Observations 

R2 

4656 

0.009 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 

 

 

Figure 5-1 : Correlation between realized effect sizes and mean predicted effect sizes. 
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Our primary hypothesis 2 was that forecasters could predict complex experimental results, 

such as interaction effects between conditions and individual differences moderators. For this we 

compute the accuracy achieved in each forecast by each forecaster in terms of squared prediction 

error (Brier score). In the regression of the Brier score we find that both coefficients on the 

forecasts regarding interactions and the effects of the moderators are statistically significant but, 

contrary to expectations, negative, relative to predictions for simple effects. The coefficient on the 

variable identifying the forecasts regarding interaction effects is β = -0.079 with p = 0.0002 and 

that of the variable identifying the forecasts regarding the effects of the moderators is β = -0.094 

with p = 0.0036. See Table S9-2. 

Surprisingly, the results suggest that forecasters are able to predict experimental results and 

their accuracy is higher (lower Brier Score) for complex results such as interaction and moderator 

effects compared to simple effects. The Wald test cannot reject the null hypothesis that the two 

coefficients are equal (p =0.395). 
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Table 5-2: Forecasts of interaction effects and moderators in terms of squared prediction error (Brier score). 

 

Dependent variable: 

Brier Score 

Forecasts regarding interactions -0.079** 

(0.017) 

Forecasts regarding the effects of 

the moderators 

-0.094** 

(0.016) 

Observations 

R2 

4656 

0.008 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 

 

5.4.2.1 Additional analyses.  

We preregistered several ancillary exploratory hypotheses, all reported below in addition to 

one test that was not preregistered. As reported in the main text, we explore whether the 

forecasters’ political beliefs and convictions about gender (sexist beliefs measure; beliefs about 

gender in the workplace; feminist media exposure measure; internal motivation to respond without 

sexism; external motivation to respond without sexism; political liberalism-conservatism on social 

issues; see supplements 2, 4, and 8 for more details on the measures) and the forecasters’ 

demographic characteristics (gender where female is coded as 1 and the other three categories as 0, 

academic seniority measured by years since PhD) relate to the accuracy of their forecasts using the 

individual accuracy measure from hypothesis 2 (the Brier Score). Because there are so many of 

these individual- differences measures, we consider these analyses exploratory even though they 

were preregistered. See Table S9-3 for the summary statistics of the individual differences variables 

in the sample of forecasters. 
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Table5-3: Summary statistics of measures in the exploratory hypotheses. 

 

Variable Mean SD 

Sexist beliefs measure 2.90 1.33 

Feminist media exposure 

measure 

5.05 1.13 

Beliefs about gender in the 

workplace measure 

5.52 1.06 

Internal motivation to respond 

without sexism 
5.785 1.11 

External motivation to respond 

without sexism 

3.10 1.67 

Political orientation measure 2.57 1.20 

Years since PhD 4.88 6.36 

 

Further analyses indicate that none of the variables above are statistically significantly 

related to the accuracy of the forecast: sexist beliefs measure β = - 0.035, p = 0.275, feminist media 

exposure β = -0.015, p = 0.415, beliefs about gender in the workplace measure β = -0.014, p= 

0.612, internal motivation to respond without sexism measure β = -0.002, p = 0.813, external 

motivation to respond without sexism measure β = -0.011, p = 0.182, political orientation measure 

β = 0.022, p = 0.095, gender in the workplace measure β = 0.028, p = 0.636, and years since PhD 

measure β = -0.006, p = 0.183. See Table S9-4. 

Table 5-4: Forecaster beliefs and demographics on squared prediction error (Brier Score). 

 

 Dependent variable: 

Brier Score 

Sexist beliefs measure -0.035 

(0.032) 
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Feminist media exposure measure -0.015 

(0.018) 

Beliefs about gender in the workplace 

measure 

-0.014 

(0.028) 

Internal motivation to respond without 

sexism 

-0.002 

(0.010) 

External motivation to respond without 

sexism 

-0.011 

(0.008) 

Political orientation measure 0.022 

(0.013) 

Female forecaster 0.028 

(0.060) 

Years since PhD -0.006 

(0.004) 

Constant 0.412 

(0.396) 

Observations 

R2 

4656 

0.013 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 

 

We also test whether predictions regarding gender discrimination in hiring by male 

evaluators differ from those regarding gender discrimination in hiring by female evaluators, in 

terms of levels and accuracy. This allows us to test whether the predictions about the hiring 

evaluations made by men or women are more accurate. In this analysis we only look at the 

predictions of the simple effect of candidate gender as the main test (one test), and on the 

predictions of the interaction effects as secondary tests (three tests). The results suggest that the 

predictions of simple effects and interactions effects are different for male and female evaluators 

(simple effect of candidate gender mean of the differences = 0.248 and p < 0.0001, affirmation-
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threat mean of the differences = 0.112, p = 0.002, objectivity vs. neutral mindset mean of the 

differences = -0.085, p = 0.007, priming stereotypes vs. neutral concepts mean of the differences = 

0.140, p = 0.0003). In terms of accuracy, respondents have less accurate predictions regarding the 

simple effect of candidate gender for male evaluators vs. female evaluators (p < 0.0001), and 

forecasters are again less accurate for male evaluators relative to female evaluators for two of the 

three interaction effects (affirmation-threat p = 0.191, objectivity vs. neutral mindset p < 0.0001, 

priming stereotypes vs. neutral concepts p = 0.0005). 

5.4.2.2 Robustness tests.  

We estimate hypothesis 1 separately for the three sets of predictions: predictions on simple 

effects, on interaction effects, and on moderator effects. For the predictions of simple effects there 

is a statistically significant negative correlation (β = -0.150 and p = 0.0007) with realized effect 

sizes, as well as for the interaction effects (β = -0.034, p= 0.010), while for the moderator effects 

the correlation remains positive and statistically significant (β = 0.064, p < 0.0001 respectively). 

See Table S9-5. 

 

Table 5-5: Robustness test for hypothesis 1 for predictions on simple effects (1), interaction effects (2), and moderator 

effects (3) separately. 

 

Dependent variable: Realized effect size 

 
(1) (2) (3) 

Forecasted 

effect size 

-0.150** 

(0.019) 

-0.034** 

(0.011) 

0.064** 

(0.004) 

Observations 

R2 

388 

0.253 

1164 

0.010 

3104 

0.005 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 
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For hypothesis 1 we also pre-registered a robustness test where we estimate the Pearson 

correlation between the mean predicted effect size of each of the 24 effects replicated and the 

realized effect sizes. As noted in the main text, this correlation is positive (0.193) but not 

significant (p = 0.366). 

For the exploratory hypothesis on whether forecasters’ demographics and their convictions 

about gender relate to their accuracy in predicting the effect sizes we also estimate it separately for 

the three sets of predictions (predictions on simple effects, on interaction effects, and on moderator 

effects). We again find that none of the forecasters’ characteristics is statistically significantly 

associated with their accuracy. See Table S9-6. 

Table 5-6: Forecaster beliefs and demographics on squared prediction error (Brier Score) for predictions on simple 

effects, interaction effects and moderator effects separately. 

 

Dependent variable: Brier Score 

 
(1) (2) (3) 

Sexist beliefs measure -0.026 -0.041 -0.033 

 (0.024) (0.030) (0.034) 

Feminist media exposure -0.028 -0.014 -0.014 

measure (0.032) (0.022) (0.018) 

Beliefs about gender in the 0.017 -0.002 -0.022 

workplace measure (0.036) (0.028) (0.029) 

Internal motivation to respond -0.006 -0.006 0.000 

without sexism (0.015) (0.014) (0.009) 

External motivation to respond -0.017 -0.009 -0.011 

without sexism (0.016) (0.009) (0.008) 

Political orientation measure 0.042 0.037 0.013 

 (0.041) (0.020) (0.010) 

Female 0.160* 0.081 -0.007 
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 (0.077) (0.064) (0.063) 

Years since PhD -0.002 -0.004 -0.007 

 (0.004) (0.004) (0.005) 

Constant 0.281 0.316 0.464 

 (0.268) (0.366) (0.429) 

Observations 388 1164 3104 

R2 0.032 0.018 0.013 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 

 

We also carried out a regression that was not specified in the pre-analysis plan, where the 

focus is on whether forecasters’ demographics and their convictions about gender relate to their 

accuracy in predicting the effect sizes on the simple effect of candidate gender among male 

evaluators only. Again we find no statistically associations with accuracy. In particular, forecasters’ 

accuracy regarding gender discrimination by male evaluators was not associated with any of the 

following: forecasters’ own sexist beliefs (p = 0.380), the feminist media exposure measure (p = 

0.939), beliefs about gender in the workplace measure (p = 0.897), internal/external motivation to 

respond without sexism (p = 0.478 / p = 0.735), and political orientation (p = 0.566). See Table S9-

7. 

Table 5-7: Forecaster beliefs and demographics on squared prediction error (Brier Score) for main effect of candidate 

gender on male evaluators only. 

 

Dependent variable: 

Brier Score 

Sexist beliefs measure -0.023 

(0.026) 

Feminist media exposure -0.002 

measure (0.023) 

Beliefs about gender in the 0.004 
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workplace measure (0.030) 

Internal motivation to respond -0.015 

without sexism (0.021) 

External motivation to respond -0.005 

without sexism (0.016) 

Political orientation measure 0.016 

(0.027) 

Female forecaster 0.200** 

(0.061) 

Years since PhD -0.005 

(0.004) 

Constant 0.387 

(0.311) 

Observations 194 

R2 0.060 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 
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6 Chapter 6: A creative destruction 

approach to replication: Implicit work 

and sex morality across cultures 

This chapter contains part of the paper “A creative destruction approach to replication: 

Implicit work and sex morality across cultures” that was published in 2021 in the journal ‘Journal 

of Experimental Social Psychology’. As in chapter 5, this paper also describes a large project with a 

large team. My role was limited to the forecasting component. Therefore, only the sections that I 

contributed to are included in this thesis. I contributed to the experimental and statistical design of 

the forecasting, undertaking the statistical analyses, and report drafting and editing. This paper 

seeks to not only forecast direct replications (such as chapter 2 and the SCORE project -as 

described in appendix 1) but also investigates whether forecasters can predict the effect that cultural 

context will have on replication outcomes including effect sizes.  

 

 

The reference for this paper is: Tierney W, Hardy III J, Ebersole CR, Viganola D, Clemente 

EG, Gordon M, Hoogeveen S, Haaf J, Dreber A, Johannesson M, Pfeiffer T. A creative destruction 

approach to replication: Implicit work and sex morality across cultures. Journal of Experimental 

Social Psychology. 2021 Mar 1;93:104060. 

 

 

To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the published paper 
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A creative destruction approach to 

replication: Implicit work and sex morality 

across cultures 

6.1 Abstract 

How can we maximize what is learned from a replication study? In the creative destruction approach 

to replication, the original hypothesis is compared not only to the null hypothesis, but also to 

predictions derived from multiple alternative theoretical accounts of the phenomenon. To this end, 

new populations and measures are included in the design in addition to the original ones, to help 

determine which theory best accounts for the results across multiple key outcomes and contexts. The 

present pre-registered empirical project compared the Implicit Puritanism account of intuitive work 

and sex morality to theories positing regional, religious, and social class differences; explicit rather 

than implicit cultural differences in values; self-expression vs. survival values as a key cultural fault 

line; the general moralization of work; and false positive effects. Contradicting Implicit Puritanism’s 

core theoretical claim of a distinct American work morality, a number of targeted findings replicated 

across multiple comparison cultures, whereas several failed to replicate in all samples and were 

identified as likely false positives. No support emerged for theories predicting regional variability 

and specific individual-differences moderators (religious affiliation, religiosity, and education level). 

Overall, the results provide evidence that work is intuitively moralized across cultures. 

6.2 Forecasting Survey 

 

Given the findings from both Studies 1 and 2 are quite contrary to the original theorizing (1–

3), an interesting question is whether the replication results are predictable by psychologists and other 

scholars. In a forecasting survey accompanying the present project, independent scientists were 

provided with descriptions of the competing theories and asked to try to predict the replication effect 
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sizes associated with each targeted effect. Two hundred and twenty-one colleagues made predictions 

about the target age and needless work effect, needless work main effect (works vs. retires) in the 

same “postal worker” scenario, tacit inference effect, intuitive work morality effect, and salvation 

prime effect, across each online sample for which data was collected (MTurk: USA and India; 

PureProfile: New England U.S. states, non-New-England U.S. states, Australia, and United 

Kingdom). For each targeted effect, we also asked forecasters to predict the aggregated effect size 

across samples for four key theoretical moderators: participant religious affiliation (Protestant or not), 

religiosity (DUREL score), Protestant work ethic endorsement, and education level. 

Prior investigations demonstrate that scientists can anticipate simple condition 

differences based on mere examination of study abstracts or materials (4–7). We examined, for 

the first time, whether they can likewise accurately predict empirical outcomes when the same 

research paradigms are repeated in multiple cultural contexts. See https://osf.io/7uhcg/ and 

Supplements, 4, 5, and 6 for the forecasting survey pre-registered analysis plan, survey 

materials, and a detailed report of the results. Summarizing briefly, in our primary hypothesis 

test, we found a statistically significant positive overall association between realized and 

predicted effect sizes, 𝛽= 0.157, p = 0.0005. The Pearson correlation between the mean 

predicted effect size of each of the 48 effects replicated and the observed effect sizes was 

likewise significant, r = 0.704, p < 0.0001. Thus, even when the pattern of results being 

predicted is quite complex, the accuracy of scientific forecasters remains a robust phenomenon 

(8,9). 

At the same time, comparing the absolute differences between the forecasted and realized 

effect sizes (Cohen’s d) for each original effect underscores that this accuracy was less than perfect. 

Specifically, forecasted effect sizes averaged across populations were significantly different from the 

realized effect sizes, aggregated for each key effect via a random effect meta- analysis, for two of the 

five key effects at the p < .005 level (10) and for a third effect at the traditional p < .05 level. For the 

needless work main effect (works vs. retires), mean forecasts = 0.3233, and meta-analyzed realized 

effect size = 0.6524, with the difference between the two statistically significant, p < 0.0001, such 

https://osf.io/7uhcg/
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that participants underestimated the replication effect size. Forecasters likewise believed the tacit 

inferences effect would be smaller than it turned out to be, mean forecasts = 0.3114, meta-analyzed 

effect size = 0.5053, p = 0.0055. In contrast, for the target age moderating needless work effect, 

participants systematically overestimated the effect size, mean forecasts = 0.2461, meta-analyzed 

realized effect size = 0.032, p < 0.0001, believing the effect would replicate when in fact it did not. 

Forecasters expected a small but significant overall salvation prime effect, mean forecasts = 0.0972, 

which did not emerge, meta-analyzed effect size = 0.0104, but the difference between forecasted and 

realized effect sizes was not statistically significant, p = 0.9181. Finally, for the intuitive work 

morality effect, mean forecasts = 0.2520, were closely aligned with the meta-analyzed realized effect 

size = 0.2568, with no significant difference between them, p = 0.954. 

Overall, forecasters did quite well in anticipating the replication outcomes, although they 

were less accurate in predicting absolute effect sizes than their direction and relative ordering. 

Based on their pattern of forecasted results, these independent scientists appear to have endorsed the 

general moralization of work theoretical perspective, in that they forecasted all the original effects 

would emerge and further would do so across cultures (see Tables S6-3 and S6-7 in Supplement 6). 

For the most part this facilitated successful forecasts, the general moralization of work being the 

most empirically supported theory in this replication initiative. The major exceptions are of course 

the salvation prime effect and target age and needless work effect, which failed to replicate as 

anticipated by the false positives account. Further research should continue to examine the extent to 

which scientists are able to anticipate cross-cultural replication results, ideally using a larger number 

of cultural populations than the relatively small set sampled here, as well as effects that exhibit 

greater heterogeneity across societies. 
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6.3 Supplementary Materials 

6.3.1 CULTURE AND WORK REPLICATION PROJECT: PRE-

ANALYSIS PLAN FOR THE FORECASTING SURVEY 

 

Contributors to analysis plan: Domenico Viganola, Elena Giulia Clemente, Anna Dreber, 

Michael Gordon, Magnus Johannesson, Thomas Pfeiffer, Warren Tierney, Jay Hardy, Charlie 

Ebersole, Eric Luis Uhlmann. 

Summary: In this survey we will examine whether researchers can predict the extent to 

which experimental findings regarding work morality replicate in data collections in different 

cultures and populations around the world. Of particular interest is the tendency to morally praise 

individuals for working in the absence of material need to work (the “needless work” effect), as 

well as linking work to other forms of traditional morality and divine salvation (1,2). The data for 

the replications are collected in the United States (differentiating the New England states from the 

rest of the country), United Kingdom, Australia, and India. 

We are targeting researchers with training in judgment and decision making/social 

psychology research to participate in the forecasting survey, with no exclusion based on seniority 

or any other demographic characteristic. 

Each participant (also referred to as forecaster in the rest of this pre-analysis plan) makes a 

total of 𝑝 = 48 predictions. These will focus on five different work morality effects: 

 
1. Needless work effect - 6 predictions regarding effect sizes in different 

populations and 4 predictions regarding moderator effects 

2. Target age effect - 6 predictions regarding effect sizes in different 
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populations and 4 predictions regarding moderator effects 

3. Intuitive work morality effect - 6 predictions regarding effect sizes in 

different populations and 4 predictions regarding moderator effects 

4. Tacit inferences effect - 6 predictions regarding effect sizes in different 

populations and 4 predictions regarding moderator effects 

5. Salvation primes and work behavior - 4 predictions regarding effect sizes in 

different populations and 4 predictions regarding moderator effects 

 

The data for these direct and conceptual replications are collected in the USA as a whole 

(MTurk sample), USA New England states (PureProfile sample), USA non-New England states 

(PureProfile sample), UK (PureProfile sample), Australia (PureProfile sample), and India (MTurk 

sample) for effects #1-4. For the fifth effect, no MTurk data was collected, hence the predictions 

are for USA New England States, USA non-New-England states, Australia, and UK, all sampled 

via the professional survey firm PureProfile. In addition to making these predictions, the 

participants are asked to answer a set of demographic questions. 

Prior to data collection, the forecasting survey was piloted with a few colleagues to provide 

feedback on the clarity of the questions and design. The data for these pilot participants was not 

included in the final report as it occurred prior to the final preregistration of the methods and 

analyses, and we also revised the survey in light of the pilot feedback. 

In this forecasting study we use both the more conservative significance threshold of p < 

0.005 proposed by Benjamin et al. (2018) and the traditional threshold for statistical significance of 

p <0.05. All the tests in this pre-analysis plan are two-sided tests. 
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6.3.1.1 Primary Hypotheses 

 

Primary Hypothesis 1: There is a positive association between the predictions (beliefs) 

of the forecasters and the observed effect sizes 

 

Individual-level regression to test whether forecasters’ beliefs are significantly related to 

the realized effect sizes: 

(1) 𝑅𝐸𝑆ℎ𝑐 = 𝛽0 + 𝛽1𝑃𝐸𝑆𝑖ℎ𝑐 + 𝜀𝑖ℎ𝑐 

where: 

𝑅𝐸𝑆ℎ𝑐 is a continuous variable indicating the realized effect size of the hypothesis ℎ object 

of the prediction in population 𝑐; 𝑃𝐸𝑆𝑖ℎ𝑐 is a continuous variable indicating the predicted effect size 

of the effect of hypothesis ℎ in population 𝑐 by forecaster 𝑖; 

In equation (1) we plan to cluster standard errors at the individual level (number of clusters 

determined by the number of forecasters with 𝑁 = 48 observations per cluster), since doing so 

allows us to take into account the fact that the predictions elicited from the same forecaster might 

be correlated. 

Tests: t-test on coefficient 𝛽1in regression equation (1). 

Robustness test of Hypothesis 1: we will estimate regression (1) separately for the two sets 

of predictions - predictions regarding simple effects and regarding moderator effects. Moreover, we 

will also carry out a robustness test where we estimate the Pearson correlation between the two 

vectors (𝑁 = 48 each) with the mean predicted effect size (𝑃𝐸𝑆ℎ𝑐) of each of the 48 effects 
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replicated and the realized effect sizes 𝑅𝐸𝑆ℎ𝑐. Finally, we will estimate the Pearson correlation 

separately for the predictions regarding simple effects and the predictions regarding the moderator 

effects. 

 

Primary Hypothesis 2: Forecasts regarding simple effect sizes are more accurate than 

forecasts regarding moderator effect sizes 

 

Can participants predict complex experimental results, such as those associated with each 

candidate moderator, with the same accuracy achieved in predictions of simple effect sizes? To 

answer this question, first we compute the accuracy achieved in forecast ℎ𝑐 by each survey-taker 𝑖 

in terms of squared prediction error (Brier score), according to the formula: 

𝐵𝑆𝑖ℎ𝑐 = (𝑃𝐸𝑆𝑖ℎ𝑐 − 𝑅𝐸𝑆ℎ𝑐)2 

where 𝑅𝐸𝑆ℎ𝑐 and 𝑃𝐸𝑆𝑖ℎ𝑐 should be interpreted as specified above. Then, we regress the 

variable 𝐵𝑆𝑖ℎ𝑐 on a dummy variable identifying the forecasts regarding moderators (𝑀𝐸𝑆𝑖ℎ𝑐)and on 

the individual fixed effects 𝐹𝐸𝑖, clustering the standard errors at the individual level in line with 

model (1). 

(2) 𝐵𝑆𝑖ℎ𝑐 = 𝛽0 + 𝛽1𝑀𝐸𝑆𝑖ℎ𝑐 + 𝐹𝐸𝑖 + 𝜀𝑖ℎ𝑐 

Tests: t-test on coefficient 𝛽1in regression equation (2). Under the assumption that the 

forecasts regarding the moderators effects are more demanding, we expect 𝛽1to be positive. 

6.3.1.2 Secondary Hypothesis 
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Secondary hypothesis: Forecasted effect sizes are not significantly different from the 

realized effect sizes. 

 

Hypothesis 1 tests the correlation between forecasts and realized effect sizes, but is not 

informative about the difference between the realized effects and their forecasted counterparts. To 

investigate whether the forecasted effect sizes are significantly different from the realized ones, we 

plan to apply the following procedure. First, for each of the 5 key effects we estimate the meta-

analytic mean effect size 𝑃𝐸𝑆𝑚ℎ, ℎ ranging between 1 and 5, by pooling the effect sizes across the 

different cultures and populations (namely, across 6 populations for key effects 1 to 4 and across 4 

populations for effect 5, as specified above) in a random effects meta-analysis. Then, we estimate 

the average at the individual level of the effect size of each key effect across the different 

populations for each participant (𝑃𝐸𝑆𝑖ℎ). Finally, for each of the five key effects we implement a z-

test comparing the meta-analyzed effect size 𝑃𝐸𝑆𝑚ℎ to the mean of 𝑃𝐸𝑆𝑖ℎ. 

 

6.3.1.3 Exploratory Hypotheses 

 

Do participants predict experimental results across different populations with different 

degrees of accuracy? To answer this question we plan to estimate equation (3): 

(3) 𝐵𝑆𝑖ℎ𝑐 = 𝛽0 + 𝛽1𝑈𝑆𝑁𝐸𝑐 + 𝛽2𝑈𝑆𝑁𝑁𝐸𝑐 + 𝛽3𝑈𝑆𝑐 + 𝛽4𝐴𝑈𝑆𝑐 + 𝛽5𝐼𝑁𝑐 + 𝐹𝐸𝑖 + 𝜀𝑖ℎ𝑐 

where 𝐵𝑆𝑖ℎ𝑐 and 𝐹𝐸𝑖 should be interpreted as above and 𝑈𝑆𝑁𝐸𝑐, 𝑈𝑆𝑁𝑁𝐸𝑐,𝑈𝑆𝑐, 𝐴𝑈𝑆𝑐 and 

𝐼𝑁𝑐 are dummy variables identifying forecasts on New England states in US (data collected via 

PureProfile), non-New England states in US (PureProfile), US (MTurk), Australia (PureProfile), 
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and India (MTurk) respectively (United Kingdom being the baseline population). In line with 

previous regressions, in equation (3) the standard errors are clustered at the individual level. 

Tests: separate t-test on coefficients 𝛽1to 𝛽5 in regression equation (3); Wald test on 

coefficients 𝛽𝑖 being different from 𝛽𝑗 for 𝑖, 𝑗 ∈ (1,2,3,4,5). 

As a robustness check for the exploratory hypothesis we will analyze the accuracy of 

predictions on simple effects and on moderators effects separately. Therefore, we will estimate the 

model in equation (3) on two mutually exclusive subsets of all the predictions, namely:  

• Predictions regarding the five key work morality effect sizes 

• Predictions regarding the four moderator effects 

Are the forecasters’ years of academic experience related to higher accuracy? To answer 

this question, we plan to regress 𝐵𝑆𝑖ℎ𝑐 on the variable 𝑆𝐸𝑁𝑖 which represents the year from when 

the PhD was awarded (this variable takes value zero if a PhD title is not awarded yet). We will 

again cluster the standard errors at the individual level to take into account potential correlations 

across forecasts made by the same forecaster. 

(4) 𝐵𝑆𝑖ℎ𝑐 = 𝛽0 + 𝛽1𝑆𝐸𝑁𝑖 + 𝜀𝑖ℎ𝑐 

Test: t-tests on coefficient 𝛽1in regression equation (4). 

As a robustness check for hypothesis 3, we will analyze the accuracy of predictions on 

simple effects and on moderators effects separately. We will also use a different proxy of seniority, 

namely, academic job rank. 
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6.3.1.4 Incentives scheme 

The incentive scheme to participate in this study is composed of two parts: the first one is 

co- authorship on the study report and it is granted to all the forecasters; the second one is a 

monetary incentive granted to two forecasters who are randomly selected. 

Co-authorship. Upon completion of the prediction survey in all its parts, the participants 

qualify to be listed as co-authors on the final manuscript reporting the results of this study, which 

will be submitted for publication in a scientific journal. The forecasters may join via a consortium 

credit (e.g., “Work and Culture Forecasting Collaboration”). 

Monetary incentives. We will randomly select two of the participants and reward them with 

a bonus payout determined as a function of the accuracy of their forecasts. The bonus payoffs will 

be computed according to the following scoring rule: 

$200 − (𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 × 200) 

where 𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 is the average of the squared errors for all the 48 forecasts of the ‘Work 

and Culture Forecasting Study’ made by the forecasters. 

 

 

6.3.2 Supplement 6: Detailed Report of the Forecasting Results 

Methodological details 

6.3.2.1 Materials. 

 Respondents (forecasters) to the forecasting survey were asked to each make a total of 48 

predictions regarding five different work morality effects (‘key effects’) in terms of effect sizes 

(Cohen’s d) and the direction of the effect. Twenty-eight predictions were regarding effect sizes in 
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different populations and 20 predictions regarding moderator effects. Effect sizes were bounded 

between -3 and 3. Forecasters were also asked to answer a set of demographic questions including 

their PhD year and job rank. Forecasters could access all the relevant study materials. These 

included detailed information about the sample sizes, sample characteristics, study design and 

materials, including links to the original articles and the complete study materials and pre-analysis 

plans for the replication. 

 

6.3.2.2 Recruiting forecasters.  

As in our other forecasting projects, we targeted researchers with training in judgment and 

decision making and/or social psychology research to participate in the forecasting survey. We 

excluded no respondents based on e.g. seniority or any other demographic characteristic. The link 

to a signup page for the forecasting project was posted on various academic websites, platforms, 

and Facebook pages aimed at researchers in psychology, judgment and decision making, and 

research methodology (e.g. Psych Map, Psych Methods Discussion Group, Judgment and Decision 

Making list). Colleagues with large followings on Twitter were also asked to post the link to the 

signup page. After having signed up, respondents received an individualized link to the forecasting 

survey, which allowed them to complete the survey in multiple sittings if they wished. Respondents 

received at least two reminders to finish the survey. 

We incentivized participation in two ways. First, forecasters were offered coauthorship on 

the manuscript through a consortium credit (‘Culture & Work Forecasting Collaboration’). Second, 

two forecasters were randomly selected and monetarily rewarded based on the accuracy of their 

forecasts using the following scoring rule: 

$200 − (𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 × 200) 
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where 𝑆𝑞. 𝐸𝑟𝑟𝑜𝑟 is the average of the squared errors for all the 48 forecasts of the ‘Culture 

& Work Forecasting Study’ made by the forecasters. 

Initially, 429 individuals signed up for the forecasting survey, out of which 222 completed 

the survey. One hundred and fifty of the individuals who had initially signed up started but did not 

ultimately complete the survey, and 57 signed up but never started their forecasts. One forecaster 

was removed from the sample for a technical issue that rendered her/his data unusable. Therefore, 

the final set of forecasters includes 221 respondents. This final sample size is comparable to past 

academic forecasting surveys (8,9). In terms of gender, 38.9% of the forecasters reported that they 

were women, 59.7% that they were men, 0.005% chose ´other´ and 0.01% chose ´prefer not to tell.´ 

Forecasters reported 48 countries of birth and 38 countries of residence. Out of 221 forecasters, 

72% of them were born in either Europe (100 forecasters) or North America (58 forecasters), and 

80% of them currently reside in Europe (96 forecasters) or North America (80 forecasters). The 

most represented countries of birth were the United States with 50 forecasters, Germany with 20 

and the United Kingdom with 10, while the most represented countries of residence were the 

United States with 72 forecasters, the United Kingdom with 20, and the Netherlands with 13. The 

average number of years since PhD was four (SD = 5.6). Given the nature of the recruitment 

method (social media), sample size (and thus statistical power) as well as the sample composition 

were not under our full control. We simply tried to recruit as many forecasters as we could within 

the pre- registered time frame for data collection. 

 

6.3.2.3 Results 

 

The planned analysis is reported in our pre-analysis plan on https://osf.io/7uhcg/ and in 

Supplement 4. We follow the pre-analysis plan unless otherwise specified. 

https://osf.io/7uhcg/
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Our primary hypothesis 1 was that there would be a positive association between the 

predictions (beliefs) of the forecasters and the observed effect sizes. As expected, the individual-

level regression and t-test show a positive association between the predictions of the forecasters and 

the observed replication effect sizes, β1 = 0.157, p = 0.0008. See Table S6-1 for the individual- 

level regression estimates. 

 

Table 6-1. Association between forecasted and observed effect sizes. 

 

 
Dependent variable: Realized effect size 

Forecasted effect size 0.157** (0.045) 

Observations R2 10608 

0.037 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 

 

As a robustness test, we estimate hypothesis 1 separately for the two sets of predictions 

(simple effects and moderator effects). Focusing on simple effects only, there is a positive 

association (β= 0.164, p = 0.002). For the moderators alone, the association between predictions 

and effect sizes is significant using the traditional p-value cutoff of .05, but not the stricter .005 

significance threshold proposed by Benjamin et al. (10) for which it represents suggestive evidence 

(β = 0.019, p = 0.04). 

 

In another robustness test, we estimate the Pearson correlation between the mean predicted 

effect size of each of the 48 effects replicated and the observed effect sizes. Figure S6-1 displays 

the correlation (r = 0.704, p < 0.0001) between the average predicted effect sizes and the observed 

effect size. We also estimate the Pearson correlation separately for the predictions regarding simple 
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effects (r = 0.688, p < 0.0001) and the predictions regarding the moderator effects (r = 0.375, p = 

0.104). The correlations for all effects combined and the simple effects separately are large and 

significant, but the correlation for moderator effects separately is not found to be statistically 

significant. This suggests that forecasters are for the most part able to anticipate the realized effect 

sizes, but their accuracy is not perfect. Further research is needed to establish whether or not 

forecasters are able to accurately predict the moderators of replication effect sizes. 

Figure 6-1. Actual effect size vs average forecast (Cohen's d). Correlation between forecasted and 

actual effects for both simple and moderator effects (differentiated by the colors blue and red). 

 

 

Our primary hypothesis 2 was that forecasters would be able to predict simple effect sizes 

more accurately than moderator effect sizes. For this we compute the accuracy achieved in each 

prediction by each forecaster in terms of squared prediction error (Brier score). In the regression of 

the Brier score we find no evidence for a relationship between effect type and accuracy (see Table 
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S6-2). The coefficient for the variable identifying the forecasts regarding moderator effects is β = 

0.008, p = 0.5221. Thus, we cannot conclude that forecasters are significantly better at predicting 

simple effects than moderator effects. 

 

Table 6-2: Forecasts of moderator effects relative to simple effects in terms of squared prediction 

error (Brier score). 

 

Dependent variable: Brier Score 

Forecasts for moderator effects 0.008 

(0.013) 

Observations R2 10608 

0.0001 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at the individual level. 

 

While our primary hypothesis 1 tests the correlation between forecasts and realized effect 

sizes, it does not take into account the absolute difference between them. Our secondary hypothesis 

was that forecasted effect sizes would not be statistically significantly different from the realized 

effect sizes. We compare the meta-analyzed effect size for each of the five key effects (by pooling 

the effect sizes across the different cultures and populations) to the mean at the individual level of 

the effect size of each key effect (across the different populations for each participant). We then 

implement a z-test comparing whether these are statistically significantly different. The results are 

summarized in Table S6-3. 

Table 6-3: Summary of the differences between meta-analyzed effect sizes and forecasts (standard 

errors in parenthesis) 

 

 

Effect 
Meta-analyzed 

effect 

Mean of the 

forecasts 

Difference P-value 
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Needless work 

main effect 

(works vs. 

retires) 

0.652 

(0.031) 

0.323 

(0.014) 

0.329 <0.0001 

Target age and 

needless work 

effect 

0.032 

(0.041) 

0.246 

(0.017) 

0.214 <0.0001 

Intuitive work 

morality effect 

0.257 

(0.082) 

0.252 

(0.015) 

0.005 0.954 

Tacit inferences 

effect 

0.505 

(0.068) 

0.311 

(0.017) 

0.1939 0.0055 

Salvation prime 

and work 

behavior 

0.010 

(0.844) 

0.097 

(0.012) 

0.087 0.9181 

 

For two key effect sizes out of five, the main effect of needless work (works vs. retires) and 

target age and needless work effect, the mean of the forecasts and the meta analyzed effects are 

statistically significantly different from each other at the .005 level (10), with forecasts 

underestimating the former effect and overestimating the latter one. For the tacit inferences effect 

forecasters significantly underestimate the effect using the traditional .05 significance criterion, but 

not the more conservative .005 criterion proposed by Benjamin et al. (10). The z-tests for salvation 

prime and work behavior and the intuitive work morality effect fail to reject the null hypothesis that 

the means of the forecasts and the meta-analyzed effects are not statistically different. 

 

We prespecified further analyses we regard as exploratory given the number of statistical 

tests involved and lack of strong theoretical predictions. First, we test whether forecasters can 

predict experimental results across different populations with different degrees of accuracy. In a 

regression we have binary variables for the New England states in the USA (data collected via 
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PureProfile), non-New England states in the USA (PureProfile), USA (MTurk), Australia 

(PureProfile), and India (MTurk) respectively, with United Kingdom being the baseline population. 

We do separate t-tests on the coefficients for these binary variables (β1to β5) and a set of Wald 

tests on whether these coefficients are pairwise statistically significantly different. As Table S6-4 

shows, we find that accuracy varies statistically significantly across some locations compared to the 

United Kingdom baseline population (β1 = -0.008, p =0.351; β2= -0.023, p = 0.188; β3 = 0.083, p 

< 0.0001; β4 = 0.016, p = 0.0003; β5 = 0.042, p < 0.0001). The set of pairwise Wald tests 

summarized in Table S6-5 indicate that we cannot reject the null hypothesis that the coefficients are 

the same for two pairs of populations among these pairwise tests: New England states/non-New 

England states in the US and USA/India. 

 

Table 6-4: Regression estimates of accuracy on country indicators. 

 

Dependent variable: Brier Score 

USA – New England States -0.008 

(PureProfile) 
(0.008) 

USA – Non-New England States -0.023 

(PureProfile) 
(0.017) 

USA (MTurk) 0.083** (0.021) 

Australia (PureProfile) 0.016** (0.004) 

India (MTurk) 0.042* (0.009) 

Observations 6188 

R2 0.009 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 
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Table 6-5: P-values resulting from pairwise Wald tests on country coefficients shown in Table S6-4 

being different from each other. 

 

USA – New 

England States 

(PureProfile) 

USA – Non- 

New England 

States 

(PureProfile) 

USA 

(MTurk) 

Australia 
(PureProfile) 

India 
(MTurk) 

USA – New 

England States 

(PureProfile) 

- 0.1704 <0.0001 0.0016 <0.0001 

USA – Non- 

New England 

States 

(PureProfile) 

- - 0.0007 0.0100 <0.0001 

USA 

(MTurk) 

- - - 0.0026 0.1251 

Australia 
(PureProfile) 

- - - - 0.0075 

India 

(MTurk) 

- - - - - 

 

Finally, in an exploratory vein, we test whether the forecasters’ years of academic 

experience (i.e., years since PhD) are related to higher accuracy. The results from the regression 

and the t-test on the seniority coefficient indicate that years since PhD is not statistically significant 

correlated with accuracy (β1 = 0.00024, p = 0.96). As a robustness check for this exploratory 

hypothesis, we analyze the accuracy of predictions on simple effects and on moderator effects 

separately. We find a similar result for simple effects (β1 = 0.001, p = 0.724) and moderator effects 

(β1 = -0.001, p = 0.843). Also, as a robustness check, we use academic job rank as a different proxy 
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of seniority. We find that none of the academic ranks has a statistically significant correlation with 

accuracy relative to the reference group, i.e. those who selected “other” as job rank (see Table S6-

6). 

Table 6-6: Regression estimating the effects of academic seniority on forecasting accuracy. 

Dependent variable: Brier Score 

 

 

(1) 

Full Sample 

(2) 

Simple effects 

(3) 

Moderators effects 

Full Professor -0.360 -0.308 -0.432 

 (0.234) (0.225) (0.248) 

Associate -0.316 -0.250 -0.409 

Professor (0.234) (0.225) (0.248) 

Assistant Professor -0.313 -0.266 -0.379 

 (0.234) (0.225) (0.248) 

Postdoctoral -0.325 -0.273 -0.398 

researcher (0.234) (0.225) (0.248) 

Graduate student -0.240 -0.218 -0.271 

 (0.242) (0.231) (0.262) 

Research Assistant -0.291 -0.266 -0.327 

 (0.234) (0.225) (0.250) 

Constant 0.408* 0.368* 0.466 

 (0.234) (0.225) (0.248) 

Observations 10680 6188 4420 

R2 0.026 0.021 0.034 

Note: ∗p < 0.05; ∗∗p < 0.005. Standard errors clustered at individual level. 
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6.3.2.4 Deviation from the pre-analysis plan for the forecasting survey 

Below we list three deviations from the pre-registered plan with regard to our forecasting 

analyses and descriptions of these results. 

Testing forecasts about moderators separately by country. As a robustness check for the 

exploratory hypothesis ‘Do participants predict experimental results across different populations 

with different degrees of accuracy?’ (estimates presented in Table S6-4), we pre-specified that we 

would analyze the accuracy of predictions regarding simple effects and regarding moderator effects 

separately. However, we were mistaken in planning this as the test is in fact impossible. Based on 

the design of the forecasting survey, the predictions regarding moderators do not vary across 

countries, since the participants were asked about the effect sizes of the moderators ‘aggregating 

across all the replication sites.’ Since we have no variation in the effect of moderators within 

different populations, we simply could not run this analysis. 

Comparing significance levels of forecasted and replicated effect sizes. We did not pre-

register that we would compare whether the forecasted and realized effect sizes for each original 

effect targeted for replication would respectively differ from zero. However, it can be readily 

inferred from Table S6-3 where we report the effect sizes and their associated standard errors. It is 

clear from Table S6-3 that forecasters predicted that all five key effects would be observed (the 

mean of the forecasts is statistically significantly higher than zero, p < 0.005, for all the five key 

effects). This differs from the realized effect sizes where there was statistically significant support 

for three of the five key effects: the needles work main effect (works vs. retires comparison), the 

intuitive work morality effect, and the tacit inferences effect. In contrast, the null hypothesis of no 

observed effect could not be rejected for the target age and needles work effect and the salvation 
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prime and work behavior effect (see Table S6-3 for the realized effect sizes and their standard 

errors). 

Splitting forecasted and realized effect sizes by sample. In Table S6-7 below, we report the 

forecasted and realized effect sizes separately for each sample. This is done for descriptive 

purposes, without any statistical tests for differences. Note that estimates for “All USA” and 

“India” are based on Amazon Mechanical Turk (MTurk) samples, whereas the subregions of the 

USA (New England U.S. states vs. other U.S. states), Australia, and the UK are PureProfile (PP) 

samples. Data for the salvation prime replication was not collected on MTurk, therefore those 

entries are blank. 

Table 6-7: Forecasted and realized effect sizes separately for each major sample of participants. 

 

 
Needless 

work main 

effect 

(works vs. 

retires) 

 

Target age 

and needless 

work effect 

 

Intuitive 

work 

morality 

effect 

 

Tacit 

inferences 

effect 

 

Salvation 

primes and 

work 

behavior 

New 

England 

U.S. States 
(PP) 

Mean 

Forecast 

 

0.389 

 

0.295 

 

0.292 

 

0.340 

 

0.099 

Actual 

Effect Size 
0.622 0.057 0.313 0.530 0.011 

Non New 
England 

U.S. States 
(PP) 

Mean 

Forecast 

 

0.333 

 

0.248 

 

0.244 

 

0.312 

 

0.098 

Actual 

Effect Size 
0.573 0.109 0.247 0.612 -0.031 

 

All USA 

(MTurk) 

Mean 

Forecast 

 

0.346 

 

0.275 

 

0.259 

 

0.300 

 

- 

Actual 

Effect Size 
0.658 -0.048 0.542 0.641 - 

 

Australia 

(PP) 

Mean 

Forecast 

 

0.293 

 

0.210 

 

0.246 

 

0.261 

 

0.079 

Actual 

Effect Size 
0.771 0.027 0.329 0.465 -0.107 
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India 

(MTurk) 

Mean 

Forecast 

 

0.266 

 

0.200 

 

0.212 

 

0.349 

 

- 

Actual 

Effect Size 
0.666 0.022 -0.067 0.198 - 

 

UK 

(PP) 

Mean 

Forecast 

 

0.313 

 

0.248 

 

0.258 

 

0.305 

 

0.112 

Actual 

Effect Size 
0.630 0.045 0.175 0.590 0.113 
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7 Chapter 7: Forecasting the future of 

Covid-19 preprints 

This chapter consists of the paper “Forecasting the future of Covid-19 preprints” that is 

currently ready for submission at a journal. I am the main contributor to this study. We employed a 

similar methodology as was used in SCORE, using prediction markets and surveys to forecast the 

publication outcomes and future citation counts of 400 preprints. This paper demonstrates that 

human forecasts can be informative to scientific outcomes beyond experimental results. 

 

 

 

  



158 
 

158 

 

Forecasting the future of Covid-19 

preprints 
 

7.1 Abstract 

The scientific community reacted quickly to the Covid-19 pandemic in 2020, generating an 

unprecedented increase in publications. Many of these publications were released on preprint 

servers such as medRxiv and bioRxiv. It is however unknown how reliable these pre-prints are, and 

if they will eventually be published in scientific journals. In this study we use crowdsourced human 

forecasts to predict publication outcomes and future citation counts for a sample of 400 preprints 

with high altmetric score. Most of the preprints in this sample were published within one year of 

upload on a preprint server (69%), and 45% of the published preprints appeared in a high impact 

journal with Journal Impact Factor of at least 10. On average, the preprints received 161 citations 

within the first year. We found that forecasters can predict if preprints will be published after one 

year (r = 0.22). Moreover, for published preprints and they predict whether the publishing journal 

has high impact (r= 0.38). Forecasts are also informative with respective to Google Scholar 

citations within one year of upload on a preprint server (r= 0.75).  Subjective assessments of 

preprints’ ‘agreement’ with other related findings and their helpfulness for mitigating the impacts 

of the Covid-19 pandemic are correlated with forecasts and observed outcomes. These forecasts can 

help to provide a preliminary assessment of preprints at a faster pace than the traditional peer-

review process.  
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7.2 Introduction 

The quick rise of the Covid-19 pandemic was followed by an unprecedented explosion in 

Covid-19 related research(1–5). The largest increase in the volume of academic papers from the 

previous year was in 2020(6) and at the time of writing PubMed contained nearly 170,000 Covid-

19 related publications in its database. The dynamics of the pandemic necessitated research 

findings to be disseminated quickly to other researchers as well as policy and decision markers. 

Preprint servers helped to accelerate this process by making data and research findings accessible 

without delays from traditional publications including peer-review(7–9). The fast turnaround was 

credited to have helped mitigating the potential impacts of the pandemic, including saving 

lives(1,10). It has been estimated that once the pandemic became widespread in early 2020, 40–

50% of all Covid-19 related publications were submitted to preprint servers before entering the 

traditional academic publishing route (2,3). Covid-19 dominated preprint servers, with over half of 

all preprints on medRxiv being Covid-19 related in every month between March 2020 and August 

2021(6). Preprints typically differ from published manuscripts in that they are shorter and contain 

fewer references(3). In addition, the type of research appearing in preprints differs from traditional 

publication, with randomised controlled trials (RCTs), systematic reviews, and observational 

findings appearing more often in preprints, and traditional publications including more case reports 

and letters(2).  

The benefit of a faster dissemination of results comes potentially at the cost of a lower 

reliability of the released findings(1,4,7,11–13). While benefits and risks of preprints are well 

documented, a consensus on whether the benefits outweigh the risks has not been reached(14–19). 

Many preprints are not at ‘publication quality’, and have flaws in data or methods(1). This raises 

concerns when findings from preprints are shared in traditional and social media, even with the 
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proviso by preprint servers that the manuscript has not undergone peer-review(20,21). Due to their 

speed, preprints rather than peer-reviewed publications can be the focus of discourse(4). While 

people of academic and non-academic backgrounds interact with preprints on social media such as 

Twitter, the difference between peer-reviewed and non-peer-reviewed research may not be 

understood and flawed studies may be disseminated through media(12,20–22). This problem can be 

exacerbated by media searching for ‘scoops’ and therefore focusing on exciting and new, but 

potentially unreliable findings in preprints(8).  

It has been estimated that only 5– 14% of Covid-19 related preprints will be 

published(3,23,24) and preprints which are eventually published often undergo significant changes, 

in part due to the peer review process(13). While remaining unpublished for a prolonged time can 

be an indication of the quality of a preprint, some preprints have been so erroneous in their claims 

that they have been retracted. The latter includes one infamous preprint which reported that the 

Covid-19 virus contained HIV ‘insertions’(1,4). It should, however, be noted that even peer-

reviewed published findings cannot be assumed to always be correct or without error(25,26).  

In the Covid-19 preprint forecasting study, we investigate if forecasting can help to fill the 

gap from preprints lacking peer review. It is currently unknown if crowd-based forecasting allows 

to identify which preprints are useful and robust and which preprints have flaws which will prevent 

publication in an academic journal. We asked forecasters to predict publication outcomes and 

future citations of 400 preprints uploaded on preprint servers between 01 Jan 2020 and 31 August 

2020.  

The selection of preprints was based on Altmetric scores. Altmetric scores are an alternate to 

traditional impact measures such as citations, and are calculated based on metrics such as (but not 

limited to) mentions on social media, mainstream media coverage, discussion on research blogs and 
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citations on Wikipedia(27). We split our sample into 10 bins by time and selected the top 40 

preprints in each bin as ranked by Altmetric. This sampling method was designed so we could test 

the most widely disseminated preprints across an extended period, which can be expected to 

include the most relevant findings. We conducted incentivized surveys in November 2020, asking 

forecasters to predict the probabilities of three possible futures of each preprint: (i) remaining 

unpublished within one year of dissemination, (ii) being published in a medium or low impact 

journal, or (iii) being published in a high impact journal. We defined medium or low impact as a 

journal impact factor (JIF) below 10 and high impact as a JIF of at least 10. In addition, we asked 

forecasters to predict how a preprint will rank in terms of citations received after one year, relative 

to the other preprints, with a rank of 0 assigned to the least cited preprint and a rank of 100 to the 

most cited preprint. We also elicited more subjective assessments such as ‘usefulness’ and 

replicability. Previous research has shown that forecasters can predict characteristics of papers 

including their replicability(28–30). While we will not ‘resolve’ the subjective assessments of 

preprints, these forecasts serve as measure of expectation of their usefulness and replicability. 

Our study seeks to understand the extent to which researchers can predict the future impact 

of preprints through forecasting publication and citation outcomes. Our approach can help to 

inform future policy around the use of preprints. In addition, our forecasts can act as measure of the 

quality and usefulness of a manuscript; the nature of preprints provide opportunity for a crowd of 

informal assessments as opposed more formal assessment through a few peer reviewers and an 

editor(8).  

7.3 Methods 

Our sample for contains 400 Covid-19 preprints from the approximately 6,000+ preprints 

available at the time of data collection in the medRxiv and bioRxiv Covid-19 SARS-CoV-2 
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collection (connect.biorxiv.org/relate/content/181). Of the 400 preprints, 92 were found on bioRxiv 

and 308 were found on medRxiv. To focus on preprints that have been recognized by media and 

social media to be of high relevance, we divided the roughly 6,000 preprints into ten bins by time 

and selected the top 40 within each bin as ranked by the Altmetric score. This stratified sampling 

strategy results in an even distribution of preprints across time, and avoids the sample being 

dominated by earlier preprints which had more time to gain a higher Altmetric score. Any preprints 

that had been indicated by medRxiv or bioRxiv to already be published was excluded from the 

sampling process.  

Participants were recruited predominately from forecasters in the Systematizing Confidence 

in Open Research and Evidence (SCORE)(30) project, which focused on forecasting the 

replicability of scientific claims in the social and behavioural sciences. We had 49 participants in 

total. The median preprints forecasted by participants is 30 (M = 93, SD = 133). The participants 

are typically but not necessarily from academia or have academic backgrounds. Since the SCORE 

project focused on claims from the social and behavioral sciences, the participants typically had 

little expertise in biomedical research. Yet, a considerable fraction of researchers had contributed to 

replication studies and related ‘metascience’ projects. Participants were also recruited via social 

media, primarily Twitter and Reddit. Participants were assigned an initial random ‘batch’ of 10 

preprints; once the initial batch was completed, participants had the option to complete additional 

batches. The surveys were open from October 28, 2020, through November 10, 2020. Participants 

had no access to other participants forecasts. The abstract of the preprints was provided within the 

survey along with links to full version of the online preprint. The surveys included four forecasting 

questions (with answers or prompts).  

(Q1) Will this preprint be published in a peer-reviewed scientific journal within a year of 

first preprint posting? Provide a % probability between 0 and 100 for each option. The values must 

https://connect.biorxiv.org/relate/content/181
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sum to 100: (option 1) No, not published, (option 2) Yes, in a journal with impact factor below 10, 

(option 2) Yes, in a journal with impact factor of at least 10. 

(Q2) Rank this preprint’s one-year Google citations count relative to other preprints in this 

study. Select (using slider) a relative rank between 0 for least cited and 100 for most cited). 

(Q3) What is the % probability that the findings presented in the preprint agree with the 

majority of results from similar future studies? Select (using slider) a value between 0 (impossible) 

and 100 (certain). 

(Q4) Are the results presented in the preprint helpful to mitigate the impact of the COVID 

pandemic? Select (using slider) a value between 0 (no) and 100 (yes). 

 

Because experiences from previous projects suggest that participants often provide 

‘conflated’ responses when asked about different aspects of a publication, we asked Q3 and Q4 in 

random order.  

Incentives for the surveys were provided through surrogate scoring (31). This method does 

not require access to a ‘ground truth’ outcome to incentivise truthful reporting and is thus well-

suited to elicit a broader range of judgements. It is also well-suited to generate accuracy estimates 

for paying prizes without delay if resolution is not available immediately, such as in this case. The 

core idea of the surrogate scoring approach is to first identify a surrogate outcome using the 

collected judgement (the mean). Then we develop a statistical estimation procedure to uncover the 

bias in this surrogate and noisy outcome. This knowledge of the bias helps us define unbiased 

estimates of the true scores as if we had access to the ground truth outcome, using only the 

surrogate outcome(31). Prizes for the surveys were given for the best forecasters in each batch. 
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With 40 batches of 10 questions, we paid USD 90 per batch, paid as $30, $25, $20, and $15 to the 

1st, 2nd, 3rd, and 4th place for that batch, as determined by the surrogate scoring method. 

Participants could participate and win prizes in more than one batch. 

The questions Q1 and Q2 have been resolved one year after the preprint was uploaded to a 

preprint server. Publication outcomes were resolved manually using Google Scholar searches for 

any published version of a particular preprint. Resolutions allowed for some differences in preprints 

and publications such as updated sample sizes or edited text. In cases where published articles were 

made available online before the official journal edition publication date, the earliest date was used 

as the publication date. The journal impact factor (JIF) in 2020 was used for resolving published 

preprints. The citation counts were also resolved manually using the total number of citations 

recorded by Google Scholar, summing-up citation counts of multiple instances of the paper 

(including preprints and published version) being index by Google Scholar. Where preprints were 

not resolved after one year, citation counts were backdated using Google Scholar’s citations by 

date function (this was applied to 86 preprints). Q3 and Q4 are not resolved but serve as a gauge of 

the expectations of the forecasters of the robustness and helpfulness (regarding the mitigation of the 

pandemic) of the preprints. We also conducted a prediction market to forecast above outcomes but 

decided not to use the corresponding data due to technical glitches. Problems included that starting 

prices were set incorrectly, and prices on the dashboard did not update correctly. The combination 

of these technical issues, coupled with a low participation of only around 30 traders led us to not 

analyse the prediction markets, although the unused data will be made available. This decision was 

made before any data were analysed.  

The experimental design and statistical analyses were pre-registered on the Open Science 

Framework (OSF) after the surveys were completed, towards the end of the data collection for the 

resolutions. We did not use the surveys or incomplete outcome data for any preliminary analyses. 
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Any deviations from the pre-registered analyses or any added not pre-registered tests will be 

mentioned in the text below. For statistical tests, we interpret the threshold of p < 0.005 as 

identifying statistical significance, and the threshold of p < 0.05 as identifying suggestive 

evidence(32).  

7.4 Results 

Of the 400 preprints in our sample, 276 (69%) were published in an academic journal within 

one year. The median time between the release date on a preprint server and becoming published is 

143 days (M = 152, SD = 81, Min = 14, Max = 362). Note that more preprints in our sample may 

have been published or will be published outside our one-year cutoff. 146 of the 276 (45%) 

published papers were published in a high impact journal (JIF of at least 10). Papers were published 

in 135 different journals with the most common journals being Nature (22 papers), Science (16 

papers) and Nature Communications (14 papers).  

We also collected citation counts for each of the 400 preprints, combining Google Scholar 

citation counts for all versions including preprints and published versions (where relevant). The 

median number of citations after one year (from the release date on a preprint server) was 54 

(M = 161, SD = 307, Min = 14, Max = 3,286). 54 papers had less than 10 citations, 200 papers had 

between 10 and 100 citations, 138 papers between 100 and 1000, and 8 papers had more than 1000 

citations. We transform citation counts into relative ranks between 0 and 100, where a paper with 

rank 0 has the lowest citation count and a paper with rank 100 has the highest citation count. These 

ranks are used in our statistical analyses (instead of the actual citation counts) with the advantage of 

avoiding inferential problems that may arise due to the highly non-normal (right-skewed) 

distribution of citation count data.  
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Publication status (i.e., whether or not the paper has been published) is statistically 

significantly correlated with the paper’s citation rank (r = 0.40, t(398) = 8.64, p < 0.0001), with 

non-published preprints having an average citation rank of 33 compared with published preprints’ 

average rank of 58, a statistically significant difference (un-preregistered Welch’s t-test, 

t(273.12) = 9.15, p < .0001). For the preprints which have been published, citation ranks are 

statistically significantly correlated with the impact factor category (r = 0.50, t(268) = 9.36, 

p < 0.0001) where impact factor category refers to a binary variable indicating publication in a high 

impact or medium to low impact journal. Preprints published in journals with impact factors of at 

least 10 have an average citation rank of 73 compared with an average citation rank of 45 for 

preprints published in journals with a JIF below 10 (un-preregistered Welch’s t-test, 

t(265.65) = 9.42, p < 0.0001). Preprints published in low to medium impact journals (JIF < 10) are 

cited statistically significantly more than non-published preprints (un-preregistered Welch’s t-test, 

t(264.01) = –4.16, p < 0.0001).  

Due to the delay between sampling preprints and conducting the surveys and as publication 

flags on preprint servers are not comprehensive, 148 preprints had already been published by the 

end of the survey period (10 November 2020). Therefore, these papers have been excluded when 

assessing the performance of the forecasters in predicting publication outcome, leaving 128 

published preprints (published after 10 November 2020) and 124 non-published preprints.  

The mean forecasts for publication status (combining forecasts for publication in any 

journal in this instance) are statistically significantly positively correlated with the binary 

publication outcome (where 0 =  not published, 1 =  published) (r = 0.22, t(250) = 3.49, p = 0.0006) 

(see Figure 1). We also regressed individual responses against publication outcomes in a linear 

probability model with standard errors clustered at the forecaster level. This model showed 

suggestive evidence for a positive association between individual forecasts for publication in any 
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journal and the binary publication outcome (β = 0.15, t(47) = 2.36, p = 0.018). Forecasters 

statistically significantly overestimate the overall publication rate when comparing binary 

publication outcomes and average forecasts of probability of publication: forecasters expect 65% of 

preprints to be published compared to the reality of 51% (paired t-test, t(251) = 4.46, p < 0.0001). 

When assessing binary accuracy, where we interpret an average survey forecast of less than 0.5 as 

prediction of a preprint not being published, and an average survey forecast of 0.5 or above as a 

prediction of a preprint being published, forecasters have an accuracy of 58%. There is suggestive 

evidence that this accuracy rate is better than random chance (un-preregistered binomial test, p = 

0.01958) 

Figure 7-1 – Forecasts of publication outcomes. This figure plots the mean forecasted probability of a 

preprint becoming published with one year, ordered by the mean forecast. The color of the markers indicates the 

publication status (irrespective of the impact factor of the journal), with blue markers indicating published preprints 

and red markers indicating preprints not published within one year. Publication outcomes are correlated with mean 

forecasts (r = 0.22, t(250) = 3.49, p < 0.001). Preprints for which the publication status was known during the 

forecasting period are excluded from this figure.  
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We also tested if forecasters could predict the quality of the journal the preprint will be 

published in. We find a statistically significant correlation between the mean survey predictions for 

being published in a high impact journal (given that it is published) and the binary outcome, where 

0 = published in low-medium impact journal and 1 = published in a high impact journal (r = 0.38, 

t(122) = 4.58, p < 0.0001) (see Figure 2). In addition, a linear probability model was used on the 

individual level responses with clustered standard errors at the forecaster level. This model showed 

positive association between forecasts and outcomes (β = 0.27, t(47) = 4.32, p < 0.0001). There was 

suggestive evidence that forecasters tended to underestimate the share of papers which were 

published in high impact journals (forecast average of 27%) compared with 36% in reality (paired 

t-test, t(123) = –2.22, p = 0.029). 

Forecasters can predict which preprints will be have few or many citation counts after one 

year. Citation ranks (from 0 to 100) are statistically significantly correlated with the mean forecasts 

for citation ranks (r = 0.75, t(398) = 22.36, p < 0.0001). The strength of this relation is illustrated in 

Figure 3. As the preprints in our sample were released at different times, we test if papers which 

were released early, and therefore had more time to get indications of citations, have a 

systematically lower absolute error. We correlate days between upload to preprint server and the 

end of the survey period (10 of November 2020) and absolute citation rank error in an un-

preregistered test. We find no evidence that being released earlier correlates with more accurate 

forecasts (r = –0.10, t(398) = –1.95, p = 0.052).  

Figure 7-2 – Forecasts of journals of publication. The figure shows the mean forecasted probability of a 

preprint being published with one year, given that a preprint is published, ordered by mean probability. The color of 

the markers indicates if the preprints have been published in a high impact journal, with blue markers indicating 

publication in a high impact journal and red markers indicating preprints published in a medium or low impact 

journal. Journal publication outcomes are correlated with the mean forecasts (r = 0.38, t(122) = 4.58, p < 0.001). 
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Unpublished preprints and preprints for which the publication status was known during the forecasting period are 

excluded from this figure.  

 

Figure 7-3 – Actual citation ranks vs. forecasted citation ranks. This plot demonstrates the relationship 

between mean forecasted citation ranks and actual citation ranks. The color of the markers indicates the publication 

status (irrespective of the impact factor of the journal), with blue markers indicating published preprints and red 

markers indicating preprints not published within one year. While the mean forecasts are highly correlated with 

realised citation ranks (r = 0.75, t(398) = 22.36, p < 0.001), the aggregated forecasts are not extreme enough with few 

preprints forecasted to be ranked below 25 or above 75.  
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The survey responses were incentivised using SSR which provides estimates of a 

forecasters AUC or Brier score. We tested the accuracy of SSR in identifying the most accurate 

forecasters. Using SSR we estimated the rank of users by AUC and Brier score in each batch (a 

batch is made up of 10 preprints) and compare the estimated ranks with actuals. We find that 

estimated ranks of batchwise AUC and Brier score are correlated with actual ranks (AUC: r = 0.16 

t(471) = 3.55, p = .0004, Brier Score: (r = 0.17, t(471) = 3.66, p = .0003)). We also correlated 

overall users SSR estimated AUC and Brier Scores with actual AUC and Brier Scores. We find that 

overall SSR estimates are not correlated with actual AUC (r = -0.10, t(30) = -0.54, p = 0.5954) or 

Brier Score (r = 0.29, t(30) = 1.67, p = 0.1057). SSR can also be used to aggregate forecasts by 

taking an average of only the forecasters with highest estimated AUC, with the aim to remove 

uninformative forecasts. We find evidence that squared error of SSR aggregated citation rank and is 
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higher than the squared error of the mean aggregated citation rank (paired t-test, t(399) = -10.63, p 

< .0001).  

In addition to the resolvable questions of publication and citation outcomes, we also ask 

forecasters to provide subjective judgements on the replicability and usefulness (with respect to the 

mitigation of the pandemic) of the preprints. While not being able to test for accuracy of these 

forecasts, they serve as a gauge of the expectations of how the findings in our sample sit in the 

wider body of Covid-19 literature. We find that average responses to Q3 (What is the % probability 

that the findings presented in the preprint agree with the majority of results from similar future 

studies?) correlate positively with forecasts for publication (r = 0.65, t(250) = 13.39, p < .0001), 

forecasted citation rank (r = 0.52, t(398) = 12.02, p < .0001) and forecasted usefulness (r = 0.62, 

t(398) = 15.74, p < .0001). In terms of outcomes, forecasts for agreement (Q3) are also positively 

correlated with being published, being published in a high impact journal, and the citation rank (r = 

0.35, t(398) = 7.39, p < .001; r = 0.25, t(268) = 4.23, p < .0001; and r = 0.43, 95% CI [0.34, 0.50], 

t(398) = 9.38, p < .0001; respectively). The assessed usefulness of preprints (as measured by Q4) is 

also correlated with forecasts of being published (r = 0.70, t(250) = 15.68, p < .001). Forecasters 

expect that more useful papers are more likely to be published in high impact journals: responses to 

Q4 are more correlated to forecasts of being published in a high impact journal than being 

published in a low-medium impact journal (r = 0.65, t(250) = 13.65, p < .001 vs. r = 0.35, t(250) = 

5.92, p < .001 and statistically significant difference p < .0001). Forecasts of usefulness is also 

positively related to publication in a high impact journal (r = 0.33, t(268) = 5.81, p < .001) and 

with actual citation ranks (r = 0.50, t(398) = 11.47, p < .001). 

As participants may provide conflated answers for Q3 and Q4, we randomised the order 

these questions with of half the participants being asked Q3 first; the other half Q4 first. To test for 

order effects, we compare responses to Q3 and Q4 between those who answered Q3 or Q4 first 
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using unpaired t-tests. We find that responses are significantly lower when Q3 is asked first as 

opposed to asked second (unpaired t-test, difference = –0.07, t(545.26) = –7.10, p < 0.001). No 

such order effects are found for Q4 (unpaired t-test, difference = –0.01, t(558.70) = –0.90, 

p = 0.370). All correlations including Q3 split by order of asking can be found in Table 1. 

Table 7-1 – Pairwise Pearson correlation coefficients of survey questions and outcomes. The order of 

questions 3 and 4 were randomised so that some participants always saw question 3 first and some always saw 

question 4 first. We found evidence for order effects of for question 3 and so include all answers for question 3 

(labelled “Q3 - Agreement with other papers” in the table) and split by whether it was asked first or second.  

  

Q1 - Not 

published 

Q1 - 

Published 
(IF <10) 

Q1 - 

Published 
(IF > 10) 

Combined 
published 

forecast 

(any IF) 

Q2 - Cite 

Rank 

Q3 - 

Agreemen

t with 
other 

papers 

Q3 - 
Agreemen

t with 

other 
papers 

(asked 

first) 

Q3 - 
Agreemen

t with 

other 
papers 

(asked 

second) 

Q4 - 

Helpful 

Publicatio

n 
Outcome 

Published 

(IF>10) 

Q1 - Published 
(IF <10) 

 -0.7 

 (p <.0001)  

          

Q1 - Published 

(IF > 10) 

 -0.74 ( 

p <.0001)  

 0.03  

(p 

=0.61997)  

         

Combined 

published 

forecast (any 
IF) 

 -1  

(p <.0001)  

 0.7  

(p <.0001)  

 0.74  

(p <.0001)  

        

Q2 - Cite Rank  -0.78  

(p <.0001)  

 0.43  

(p <.0001)  

 0.69  

(p <.0001)  

 0.81  

(p <.0001)  

       

Q3 - Agreement 
with other 

papers 

 -0.65  

(p <.0001)  

 0.5  

(p <.0001)  

 0.43  

(p <.0001)  

 0.64  

(p <.0001)  

 0.52  

(p <.0001)  

      

Q3 - Agreement 
with other 

papers (asked 

first) 

 -0.53  

(p <.0001)  

 0.38  

(p <.0001)  

 0.38  

(p <.0001)  

 0.56  

(p <.0001)  

 0.5  

(p <.0001)  

 0.9  

(p <.0001)  

     

Q3 - Agreement 

with other 

papers (asked 
second) 

 -0.56  

(p <.0001)  

 0.45  

(p <.0001)  

 0.35  

(p <.0001)  

 0.53  

(p <.0001)  

 0.35  

(p <.0001)  

 0.76  

(p <.0001)  

 0.46  

(p <.0001)  

    

Q4 - Helpful  -0.7  

(p <.0001)  

 0.35  

(p <.0001)  

 0.65  

(p <.0001)  

 0.7  

(p <.0001)  

 0.69  

(p <.0001)  

 0.62  

(p <.0001)  

 0.56  

(p <.0001)  

 0.48  

(p <.0001)  

   

Publication 
Outcome 

 -0.21  

(p 

=0.00068)  

 0.2  

(p 

=0.00116)  

 0.1  

(p 

=0.09813)  

 0.34  

(p <.0001)  

 0.24  

(p <.0001)  

 0.35  

(p <.0001)  

 0.31  

(p <.0001)  

 0.32  

(p <.0001)  

 0.23  

(p <.0001)  

  

Published 

(IF>10) 

 -0.22  

(p 

=0.00043)  

 0.01  

(p 

=0.81874)  

 0.29  

(p <.0001)  

 0.34  

(p <.0001)  

 0.4  

(p <.0001)  

 0.3  

(p <.0001)  

 0.29  

(p <.0001)  

 0.23  

(p <.0001)  

 0.33  

(p <.0001)  

 0.45  

(p <.0001)  

 

Actual Cite 

Rank 

 -0.55  

(p <.0001)  

 0.3  

(p <.0001)  

 0.49  

(p <.0001)  

 0.62  

(p <.0001)  

 0.75  

(p <.0001)  

 0.43  

(p <.0001)  

 0.43  

(p <.0001)  

 0.27  

(p <.0001)  

 0.5  

(p <.0001)  

 0.4  

(p <.0001)  

 0.53  

(p <.0001)  

 

7.5 Discussion 

The forecasting of scientific outcomes can help to improve science(28,29,33–36). In 

previous projects it has been shown that forecasters can predict replicability(28) and effect 

sizes(37,38). While earlier studies used forecasting to predict the rating of publications in review 
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exercises such as the REF(39), this is the first project to forecast outcomes pertinent to specific 

preprints. The use and function of preprints has changed over the course of the global Covid-19 

pandemic – providing potentially lifesaving findings and data to policy makers(1,10). The 

undeniable benefits of preprints do come at a cost – the lack of peer-review can result in some 

preprints lacking credibility. We sought to understand the extent to which forecasters can 

differentiate the credibility of preprints by forecasting publication and citation outcomes. We 

elicited through incentivised surveys; forecasted probability of publication in a peer-reviewed 

journal (with 3 outcomes including impact factor of journal), forecasted relative citation rank, and 

two non-verifiable characteristics of the preprint – the agreement with other results (i.e., 

replicability) and the usefulness of mitigating the impact of the pandemic.  

Our results showed that forecasters can predict if preprints will be published within one 

year, despite overestimating the share of preprints in our sample which will be published. 

Forecasters were also able to predict the impact of journal in which the preprints will be published, 

despite underestimating the number of the papers which are published in high impact journals. 

Similarly, our forecasts of relative citation ranks were also highly correlated with actual relative 

citation ranks. We also found that subjective assessments of replicability and usefulness are 

correlated with publication outcomes and citation ranks. Our forecasters were more accurate at 

predicting citation rank than publication outcomes. We excluded a number of preprints from our 

accuracy analysis due them being already published by the time of the forecasting survey. Preprints 

which are published quickly maybe more obviously ‘publishable’ and therefore are easier to 

forecast. Preprints which are delayed in being published and therefore are in our sample may be 

more difficult to forecast. In addition, there is a delay between the prints in our sample being 

uploaded to a preprint server and the forecasting survey. This means that participants had some 

information of citations when forecasting. We found that having more information on citations 
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(from preprint being uploaded earlier from the surveys) was not correlated with more accurate 

predictions of final citation ranks. Finally, it may be that citations are a more fine-grained and 

continuous outcome than publication and therefore easier to forecast. Further study with forecasting 

happening shortly after preprints are released may be used to test these assumptions.  

Our findings provide a promising proof of concept that forecasting can be used to help 

filling the gap left by the lack of peer-review on preprints. Using forecasting can help provide 

initial signals of credibility and usefulness for both other researchers and for a more general 

audience when exposed via social or traditional media.  
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8 Chapter 8: Conclusion 

This final chapter contains a summary of the findings, contributions to knowledge and 

implications of this thesis, followed by potential areas of further study, and finally my final 

thoughts 

8.1 Findings, implications, and contributions to knowledge 

The world needs science to be credible. However many scientists’ trust in science have been 

degraded (1,2). Questions regarding the credibility of scientific claims have been raised in several 

fields across science (3–25). Empirical evidence that not all claims in scientific publications are 

credible has been provided by large scale replication projects in biology (26), psychology (27–32), 

experimental economics (33,34), philosophy (35), and the social sciences more generally (36).  

Four of these replication projects were accompanied by forecasting projects which utilised 

crowdsourcing to predict which claims will be confirmed under direct replication and which ones 

will not. Forecasts that are informative in respect to the replicability of claims can be used to 

allocate replication resources, act as post publication assessments, and serve to inform the public 

and other researchers about the expected credibility. A meta-analysis of data from these four 

forecasting projects, as presented in chapter 2, demonstrates that prediction markets and, to a lesser 

extent, surveys with simple aggregation, can be used to elicit and aggregate forecasts to predict 

replicability. Surveys could correctly predict the replicability 66% of the time, compared to 73% 

for prediction markets. Prediction markets typically provide more extreme forecasts which often 

provide lower errors which may have contributed to the prediction markets outperforming the 

surveys. In addition, prediction markets allow forecasters to update their beliefs based on new 

information including the forecasts of others. The forecasters when filling in the surveys in this 
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project are not rewarded for accuracy and as such, are not incentivised to put effort into forecasts or 

truthfully report beliefs, which may contribute to lower accuracy. While unincentivized surveys are 

cheaper than prediction markets (in terms of incentives only, the other fixed costs for running the 

project remain similar), the greater predictive power of prediction markets mean they provide much 

greater benefit for slightly lower cost. The lack of like-for-like comparison (i.e incentivised surveys 

and incentivised prediction markets) does present a limitation of this study which is addressed in 

SCORE project – where both surveys and prediction markets are incentivised.  This will allow for a 

more effective comparison between the predictive power of surveys and prediction markets. In 

addition, the SCORE project also includes elicitation protocols which incentivise participation as 

opposed accuracy, known as the Delphi protocol. This protocol is implemented by another team at 

the University of Melbourne.  

I demonstrate that the market prices converged such that after an average of 69 trades (or a 

week after the market opens) price changes added only noise and did not further reduce the 

forecasting error. Therefore, any replication forecasting project can use prediction markets to 

provide accurate estimates of replicability. However, there must be sufficient traders and liquidity 

in the prediction markets to ensure that markets will converge.  

The relationship between replication outcomes and p-values of original findings was shown 

to be robust in the combined data, with 74% of original findings with p-values below 0.005 being 

replicated, compared to 28% for findings with p-values above 0.005. A relationship between p-

values and replicability has been discussed previously (32,48), however here I presented empirical 

evidence of the relationship between p-values and replicability across fields of study (psychology, 

economics and general social science) and replication projects. This information confirms the 

recommendations by Benjamin and colleagues (37), that p-values between 0.05 and 0.005 should 

be interpreted as ‘suggestive evidence’. In addition, while an uninformative prior is often set as the 
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starting price in markets (i.e. 0.5) the p-value of the original claim can be used as a prior to set the 

starting price. Note that these contributions to knowledge have already been applied in the SCORE 

project. 

 Finally, my analysis supports previous assertions (38–40) that the mean of individual 

predictions can be a poor aggregator of probabilistic predictions, and I accordingly provide 

alternative aggregation methods which outperformed the mean as an aggregator.  

These findings however are limited to sample size of around 1007, and of extremely similar 

experimental designs. It is not clear how these results will generalize to other projects with 

methodological differences. Each of the projects included in the meta-analysis, were small, highly 

focused forecasting projects with many traders. These findings may not extend to a project like 

SCORE which is much wider in scale (3000 claims) and scope (multiple academic fields). While 

prediction markets were shown here to be the most accurate forecasting tool, they were only 

compared to one other elicitation method – unincentivized surveys. There are however other forms 

of elicitation, such as the delphi group elicitation methods which could also be included for 

comparison.  

The DARPA SCORE project is the successor of previous smaller forecasting studies with 

unique scale and scope (41). While previous studies sought to forecast at a scale of about 25 

findings, SCORE aims to elicit forecasts for the replicability of the 3000 claims in the social and 

behavioural sciences, using both human and machine forecasts. The full description of the SCORE 

project can be found in appendix 1. As part of this large international collaboration, our team used 

 

7 Although this sample sizes represents a 4 times larger sample than other similar projects 
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incentivised prediction markets and surveys to elicit forecasts on the replicability of claims over 12 

monthly rounds.  

The first monthly round focused on eliciting ‘meta’ forecasts consisting of overall 

replication rates in SCORE, average rates of replicability across fields of science and average rates 

of replicability years. The results of this round were presented in chapter 4. We found that 

forecasters expect replication rates to differ by field, with economics being the field with highest 

expected replication rate (58%). Psychology and Education have the lowest expected replication 

rates (42%). While large scale replication projects have been conducted for psychology (32) and 

economics (33), there are however many fields in which no large-scale replication project can be 

used to estimate the field-wide replication rate. I therefore provide a noisy estimate (given the 

accuracy of forecasters in the past (42)) of field wide replication rates in a number of fields where 

no large-scale replication projects exist. These fields include political science (expected replication 

rate of 0.49), education (expected replication rate of 0.42) sociology and criminology (expected 

replication rate of 0.45) and marketing and management (expected replication rate of 0.43). These 

rates can serve as an informative prior until replication rates can be confirmed via empirical 

evidence. I also demonstrated that forecasters expect replication rates to increase year on year 

(2009-2018), showing confidence in the rise of open science practices such as pre-registration (5). 

The findings from the field wide and yearly replication rates forecasts have the obvious limitation 

that there is no ground truth to validate the forecasts. Once the SCORE project is complete, there 

will be the opportunity to assess the accuracy of our forecasts. Validation will also allow for testing 

of new hypotheses and new analyses including how participant’s characteristics effect forecasts and 

accuracies. In particular, we will be able to test if participants are more accurate when assessing 

their own fields, as opposed to out of field forecasts. In addition, this research is limited by the 

number of participants. With a sample size of 226, this sample may not be representative of the 
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academic community in terms of community expectations about replication rates – especially in 

fields outside of economics and psychology which were much less represented in the sample. From 

a forecasting point of view, this sample size may not be sufficient to provide accurate forecasts or 

allow the prediction markets to become efficient.  

Forecasts for specific claims were elicited over 11 monthly rounds following the initial 

‘meta round’ for a total of 12 rounds. Rounds 2-11 assessed 300 social and behavioural claims 

using surveys and prediction markets for a total of 3000 claims. The final round focused on social 

and behavioural claims related to COVID-19 and was an addition to the SCORE programme. With 

replications being conducted by other teams in the SCORE collaboration, and delayed because of 

the COVID-19 pandemic, to date, results are not available to validate the forecasts from rounds 2 to 

12, however the pre-registered analysis plans are shown in chapter 5. This pre-registration includes 

descriptions of experimental design and methodology and detailed explanations of the ‘confidence 

scores’ generated for this project, which are our predictions of replicability for the 3,000 SCORE 

claims. Each confidence score is calculated based on a unique elicitation or aggregation method. 

Many of these confidence scores are informed by previous conclusions about the aggregation of 

probabilistic forecasts (42,43), including those from chapter 2. The confidence scores will be tested 

for their accuracy, with those scores with AUCs above 0.8 being deemed accurate enough to 

provide utility to the funder. The pre-registration also includes a pre-analysis plan which details 

hypotheses and subsequent statistical tests regarding the performance of the scores, the 

characteristics of our participants and original study characteristics amongst others. The pre-

registration is split into 3 sections; pre-analysis plan of the ‘meta’ round (the results of which are 

found in chapter 4), pre-analysis plan of the social and behavioural monthly rounds and the pre-

analysis plan of the COVID-19 based round.  
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Crowdsourced forecasts can also be used to predict scientific outcomes beyond direct 

replications. The creative destruction approach to replication tests multiple competing theories in 

the same theoretical space. In this approach, replication simply does not provide supporting or 

opposing evidence for original findings but rather replaces them with revised theories. I focused on 

whether forecasters could predict the outcomes of multiple findings relating to gender and hiring 

decisions (chapter 5) and culture and work ethics (chapter 6). These were the first projects 

forecasting a creative destruction approach to replication. The findings illustrate that forecasters 

could predict the outcomes of replications including simple effects, moderator effects and 

interactions effects and to a lesser extent could also predict the replication effect sizes. However, 

forecasters were more accurate in predicting the effect sizes relating to culture and work ethics, 

with a correlation coefficient of 0.7 as opposed to effect sizes relating to gender and hiring 

decisions with a correlation coefficient of 0.193.  I also found that no characteristics of forecasters 

were correlated with accuracy8. These projects were limited as surveys were the only method for 

eliciting forecasts, where other projects (chapter 2) showed that prediction markets were more 

accurate.  

While the global pandemic created issues for researchers, including myself, by making in-

person experiments difficult, it also provided new opportunities for metascience research. 

Academic publishing witnessed an explosion in research relating to COVID-19 (44), much of 

which was disseminated on preprint servers (45). I tested whether the future of 400 COVID-19 

related preprints could be predicted (chapter 6). We asked forecasters to provide probabilities on 3 

publication outcomes, namely (i) published in a high impact journal, (ii) published in a low or 

 

8 Correlations here were focused on identifying characteristics of accurate forecasters as opposed to 

establishing a causal links between a participant’s characteristics and their responses.  
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medium impact journal and (iii) not published within a year. We also elicited forecasts on future 

citation counts. The sample of 400 preprints was selected by altmetric9 score – a measure of impact 

beyond traditional citations that relies on visibility on social and traditional media. Therefore, we 

captured a sample with high impact and relevancy. Of the 400 preprints, 69% were published 

within one year, with 45% of the published papers appearing in high impact journals. On average 

the preprints received 161 citations, with published preprints receiving more citations than non-

published preprints. The results show that forecasts can predict the publication outcomes of the 

preprints but systematically overestimate the publication rate. Potentially indicating preprints are 

expected to contain higher quality research than they do. Forecasters additionally proved that the 

citations of a preprint, ranked relative to the other preprints, can be predicted. Citation rankings 

were forecasted more accurately than publication outcomes, potentially due to the more stochastic 

nature of the publication process. Our forecasters were able to predict publication status 58% of the 

time (correlation of 0.22). This degree of accuracy would need to be improved if this method of 

assessing preprints was to be implemented in practical uses. Conversely forecasts for citation 

counts are highly correlated with actual citation counts (correlation of 0.78). While publication and 

citations are not always perfect proxies for quality, or replicable research (this thesis is testament to 

this), however it is not unrealistic to expect that peer-review does filter out low quality research to 

some degree. At the very least, the publication status shows what is deemed to be fit for scientific 

output and what is not.  This research does however have several limitations. Firstly, many of our 

sample of 400 preprints were already published by the time were undertook forecasts, reducing the 

sample size. In addition, the preprints had been in circulation for months before forecasting, with 

many already having citations – providing initial signal to forecasters on final citation ranks. In 

 

9 See https://www.altmetric.com/ for more details 

https://www.altmetric.com/
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addition, our forecasters were primarily recruited from SCORE – a project focusing on the social 

and behavioural sciences. Most of the prints were biology and medicine based, and therefore a 

sample of forecasters who specialised in these areas may have provided more accurate forecasts. 

This is the first study of its kind and assists in providing indicators of expected quality of non-peer 

reviewed preprints.  

8.2 Future area of study 

There are potential avenues for future study that extend the research presented in this thesis.  

Firstly, the majority of the projects in this thesis are focused on the social behavioural 

sciences. There is clear scope to forecast replicability in other fields of science. Issues of 

reproducibility have been raised in fields such as medicine(46), computer science(11,12), 

biology(26) and sports science (13). A replicability forecasting project could be conducted in these 

fields studying the extent to which replicability in these fields can be predicted. Studies selected for 

forecasting should be systematically sampled across the journals or years to provide unbiased 

samples such as previous projects (32,33,36). In order to maximise the information gained from 

such a forecasting project, the number of forecasted claims can be larger than replicated claims – a 

methodology used in SCORE(41). This allows for inferences of a much larger sample of claims 

without the resource intensive processes of replication.  

Secondly, the methodology used in the projects that make up this thesis can be extended to 

forecast characteristics of a scientific claim beyond replicability. The characteristics of a claims are 

multidimensional with aspects such as its direct replicability (as measured in SCORE), how well it 

generalizes to variation in samples (also known as its generalizability, often measured by 

conceptual replications), its data analytics replicability (same data, same analysis), its 
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reproducibility in a multiverse analysis (47,48) where different teams use different analytical 

approaches to test the same hypotheses, its practicality (how often it will be used both within 

academia and outside) and the size of the effect described by the claim. While some of these 

dimensions of a claim may be forecasted in isolation, in the dimensions are all unequivocally 

related. By exploiting the relationships between these dimensions using combinatorial markets or a 

Bayesian network analysis (49,50) a forecasting project could forecast multiple dimensions at once.  

Thirdly, scientific claims are related or overlap, either supporting or opposing each other. 

Using the creative destruction approach to replication, these multiple theories are tested at the 

simultaneously. Current approaches for eliciting assessments of scientific claims treat them in 

isolation. This approach foregoes an important source of information, namely the judgement of 

relations between studies. Forecasters who have little information regarding the reliability of two 

studies may nevertheless be able to make judgements on conditional relations between the studies. 

It can, for instance, be comparably easy to assess that if one claim is proven is correct, then another 

cannot be correct. Such conditional relations can be modelled using Bayesian networks and have 

been shown to improve forecasts on geopolitical events (49,50). 

Lastly, the current system of peer-review clearly does not ensure that all published works 

contain credible findings as 50% of the social and behavioural claims studied in chapter 2 failed to 

replicate. While you would not expect, nor want, a replication rate of 100%, it is clear that some 

improvements can be made. Crowd sourced forecasts, through incentivised predictions markets, 

have been shown to correlate with replicability. There is potential for these forecasts to provide 

supplemental information to an editor when deciding to accept or reject a paper, either as a 4th 

reviewer or assisting desk rejections. While forecasters do not provide infallible assessments of 

credibility, they can provide a valuable assessment as part of the complete peer-review process.  
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8.3 Final thoughts 

The behavioural and social sciences have faced a crisis of trust in the past decade. 

Researchers who rely on building upon the work of previous established findings, often find that 

established does not always constitute correct (7,15,51). Large scale replication projects have 

highlighted shortcomings in both specific findings and field-wide practices. It was not through 

coincidence that credibility has been diminished – p-hacking, publication bias and other 

questionable research practices have contributed (1,25,52). In the same way, the road to more 

credible research will not be shaped by uncoordinated actions. The consequent implementation of 

open science practices (5) and a focus on correcting past errors can help to restore credibility. 

Science is not always self -correcting(53), and those that do attempt to correct can often face 

pushback (54).  

We know scientists – and sometimes laypeople - can assess credibility of claims (42,55). 

This research seeks to develop tools of eliciting information that is widely disseminated amongst 

the scientific community and aggregating it to useable forecasts. Scientific resources can be sparse, 

especially when it comes to replications, requiring the use other forms of assessment. Forecasting 

helps to bridge the gap between highly comprehensive evidence such as that obtained from a many-

labs and multiverse analysis, and the lack of strength of evidence in often underpowered original 

findings. Forecasting can be utilised to assess already published findings to determine expected 

replicability and using this assessment to allocate replication resource. It can also be used to 

provide assessments of unpublished papers for peer review or preprints.  

While forecasting does not solve the replication crisis, or is 100% accurate, it does provide 

a valuable addition to the tool belt of credible science.  
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9.1  Appendix 1: Systematizing Confidence in Open Research 

and Evidence (SCORE) 

This appendix contains the paper “Systematizing Confidence in Open Research and 

Evidence (SCORE)” that is currently under review at “Proceedings of the National Academy of 

Sciences of the United States of America”. This paper has also been released as a preprint. This 

paper describes the SCORE project in its entirety, including the contributions of each team. The 

team I was part of was the ‘Replication Markets’. This paper has a large scope, much of it beyond 

the research I was directly involved in, however it is included in this thesis as an appendix it 

provides a complete and detailed overview of the SCORE project, providing context to interpret 

any research relevant to SCORE. My contribution to this paper is limited to drafting of replication 

markets section  

 

This chapter is currently under review at the journal ‘Proceedings of the National Academy 

of Sciences of the United States of America’. It is also uploaded on the preprint server SocArXiv. 

The reference for the print is: Alipourfard N, Arendt B, Benjamin DJ, Benkler N, Bishop M, Burstein M, 

Bush M, Caverlee J, Chen Y, Clark C, Almenberg AD. Systematizing Confidence in Open Research and 

Evidence (SCORE). 

 

 

To align with the formatting and referencing style of this thesis, there are some changes in 

formatting and referencing style of the preprint 
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Systematizing Confidence in Open 

Research and Evidence (SCORE) 
 
 

9.1.1 Abstract 

Assessing the credibility of research claims is a central, continuous, and laborious part of the 

scientific process. Credibility assessment strategies range from expert judgment to aggregating 

existing evidence to systematic replication efforts. Such assessments can require substantial time 

and effort. Research progress could be accelerated if there were rapid, scalable, accurate 

credibility indicators to guide attention and resource allocation for further assessment. The 

SCORE program is creating and validating algorithms to provide confidence scores for research 

claims at scale. To investigate the viability of scalable tools, teams are creating: a database of 

claims from papers in the social and behavioral sciences; expert and machine generated 

estimates of credibility; and, evidence of reproducibility, robustness, and replicability to validate 

the estimates. Beyond the primary research objective, the data and artifacts generated from this 

program will be openly shared and provide an unprecedented opportunity to examine research 

credibility and evidence. 

 
147 Words 

 
Keywords: Metascience, replicability, reproducibility, social sciences, credibility, algorithms 
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9.1.2 Authors’ note 
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fields represented in this program. Co-authors with an affiliation to the Center for Open Science 

acknowledge a conflict of interest as employees of the nonprofit organization with a mission to 

increase openness, integrity, and reproducibility of research. 
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A primary activity of science is evaluating the credibility of claims--assertions reported as 

findings from the evaluation of evidence. Researchers create evidence and make claims about what 

that evidence means. Others assess those claims to determine their credibility including assessing 

reliability, validity, generalizability, and applicability. Assessment occurs by journal reviewers 

during the peer review process; by readers deciding whether claims should inform their judgment; 

by researchers trying to replicate, extend, confirm, or challenge prior claims; by funders deciding 

what is worth further investment; and by practitioners and policymakers determining whether the 

claims should inform policy or practice. 

Assessing confidence in research claims is important and resource intensive. A reader must 

read and think about a paper to assess confidence in its claims against their expert judgment and 

reasoning. A researcher expends substantial effort planning, conducting, and reporting follow up 
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research to assess the credibility of prior claims. Rarely is a single follow up investigation the end 

of the story. Researchers may go back and forth for multiple years challenging, debating, and 

refining their understanding of claims. And, sometimes it is difficult or impossible to obtain 

additional evidence; A decision needs to be made about credibility with only what is already 

available. 

The “Systematizing Confidence in Open Research and Evidence” (SCORE) program has an 

aspirational objective to develop and validate methods to assess the credibility of research claims at 

scale with much greater speed and much lower cost than is possible at present. Imagine it takes a 

year to achieve 95% accuracy in assessing the credibility of a claim by conducting replication and 

generalizability studies, a month to achieve 85% accuracy by conducting reproduction and 

robustness tests of the same claim, and a few hours to achieve 80% accuracy by consulting a group 

of experts to review the readily available evidence. Could we create automated methods to achieve 

similar accuracy as experts in a few minutes or a few seconds? If that were possible, readers, 

researchers, reviewers, funders, and policymakers could use the rapid assessments to direct their 

attention for more laborious assessment and improve judicious allocation of resources to examine 

claims that are important but relatively uncertain or low in confidence. 

There is accumulating evidence that such a service is needed and possible to achieve. In the 

social and behavioral sciences, replication efforts have indicated that the literature is not as 

replicable as might be expected (1–8). For example, Nosek and colleagues (9)  aggregated 307 

replication attempts of published findings in psychology and observed that 64% reported 

statistically significant evidence in the same direction as the original studies, with effect sizes 68% 

as large as the original studies. Investigations of robustness and reproducibility of claims suggest 

that some published evidence is highly contingent on specific analytic decisions, or even 



201 
 

201 

 

irreproducible(10–12). These investigations indicate that the credibility of published claims is more 

uncertain than expected.  

Multiple studies indicate that people can anticipate which findings are likely to replicate 

after reading the original paper or even just reviewing a subset of information about the finding and 

supporting evidence (1,2,13–15). Human judgments were correlated with successful replication 

using prediction markets (r = 0.52), surveys (r = 0.48), and structured elicitations (r = 0.75; see 

Nosek et al.(9) for a review). This provides initial evidence that relatively accurate credibility 

assessments are achievable with an order (or orders) of magnitude lower resource investment than 

conducting replication or reproduction studies. 

Finally, three studies provide initial evidence that machine learning methods may provide a 

scalable solution that could match, or perhaps even exceed, the capabilities of human judgment(16–

18). Each machine learning investigation used a distinct approach drawing on narrative text of the 

original paper, information about original designs and replication sample sizes, or other contextual 

information about the original finding. These promising findings provide a basis for SCORE’s 

primary goal to investigate scalable methods of assessing credibility of claims in the social-

behavioral sciences. 

SCORE began in February 2019 and the main activities are expected to conclude in May 

2022. This paper introduces the program structure, activities, and expected outcomes of the 

program, including data and artifacts that will be made available to the research community for 

further investigation. 
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9.1.4 Program Scope and Structure 

SCORE is a large-scale collaboration involving eight primary research teams and more than 

a thousand contributing researchers. The teams are organized into three technical areas (TAs) - 

TA1, TA2, and TA3 - and a Testing and Evaluation (T&E) group that evaluates the TAs and 

program effectiveness. The primary research teams have clearly specified roles, distinct areas of 

expertise, and shared objectives organized around a common set of articles constituting the shared 

Common Task Framework (CTF). The research teams work with the shared CTF dataset in a 

coordinated way to advance the SCORE program’s goals (see Figure 1). 

The CTF consists of approximately 30,000 articles from 2009-2018, representing 62 

journals from the following disciplines: Criminology, Economics and Finance, Education, Health, 

Management, Marketing and Organizational Behavior, Political Science, Psychology, Public 

Administration, and Sociology (see Table 1). From the CTF, a stratified random sample of 3,000 

papers was selected for additional investigation and enhancement, called the annotation set. From 

the annotation set, a stratified random sample of 600 papers was then sampled for additional 

investigation such as conducting reproduction or replication studies, called the evidence set. This 

sampling was done without regard to the feasibility of any particular empirical attempt, with the 

understanding that not all claims will receive a completed empirical study result. This design is 

intended to be adaptive to the resource-intensiveness of different activities for assessing credibility 

while also maximizing the generalizability of the findings to the social-behavioral sciences. 

 
Table 9-1. Journals comprising the Common Task Framework (CTF) 

Discipline Journals 

 

Criminology 
Law and Human Behavior 

Criminology 
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Economics and Finance 

Experimental Economics Journal 

of Labor Economics 

The Quarterly Journal of Economics Journal 

of Political Economy Econometrica 

American Economic Review The 

Journal of Finance 

Journal of Financial Economics 

American Economic Journal: Applied Economics 

Review of Financial Studies 

 

 

 
Education 

American Educational Research Journal 

Exceptional Children 

Computers & Education 

Contemporary Educational Psychology 

Educational Researcher 

Journal of Educational Psychology Learning 

and Instruction 

 
Health 

Psychological Medicine 

Health Psychology 

Social Science & Medicine 

 

 

Management 

Journal of Business Research The 

Leadership Quarterly Academy of 

Management Journal Management 

Science 

Journal of Management 

Organization Science 

 

 
Marketing and 

Organizational Behavior 

Journal of Consumer Research 

Journal of the Academy of Marketing Science Journal 

of Organizational Behavior 

Journal of Marketing 

Journal of Marketing Research 

Organizational Behavior and Human Decision Processes 

 

 
Political Science 

Journal of Experimental Political Science 

American Journal of Political Science 

American Political Science Review World 

Politics 

British Journal of Political Science 
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 Journal of Conflict Resolution 

Comparative Political Studies 

World Development 

 

 

 

 

 
Psychology 

Journal of Experimental Social Psychology Journal of 

Applied Psychology 

Journal of Environmental Psychology Journal of 

Personality and Social Psychology Journal of 

Experimental Psychology: General Evolution and 

Human Behavior Psychological Science 

Cognition 

European Journal of Personality 

Child Development 

Journal of Consulting and Clinical Psychology 

Clinical Psychological Science 

 

Public Administration 
Journal of Public Administration Research and Theory Public 

Administration Review 

 

 

Sociology 

Journal of Marriage and Family 

American Sociological Review 

American Journal of Sociology 

Demography 

Social Forces 

European Sociological Review 

 

The purpose of the team structure and shared set of papers is to investigate the 

credibility of claims from the social-behavioral sciences and test methods for efficiently 

assessing that credibility. To do this, the project is organized in modular stages with 

specific responsibilities for each team. 

TA1, the Center for Open Science (COS), is responsible for enhancing the CTF 

database and extracting claims for the annotation set to be evaluated by the other teams. 

In the completed half of the program, this meant extracting 3,000 individual claims, one 

from each paper. TA2 teams from KeyW/Jacobs Corporation and University of 

Melbourne used human evaluators to provide confidence scores predicting the 

reproducibility or replicability of the 3,000 research claims in the annotation set. These 

teams competed with each other to provide the most accurate scores. Three TA3 teams 
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from Pennsylvania State University (PSU), TwoSix Labs, LLC, and University of 

Southern California (USC) used machine learning methods to develop algorithms that 

assign confidence scores just like the human evaluators. 

While TA2 and TA3 teams generated scores for these 3,000 claims, TA1 

privately created a stratified random sample of 600 of those papers to create the 

evidence set. Some claims from the evidence set were subjected to reproduction and 

replication studies. TA2 and TA3 teams were left unaware of which claims were 

selected for the evidence set to avoid any complications of altering strategy to focus on 

specific claims. The reproduction and replication outcomes provide a ground truth 

benchmark for evaluating accuracy of the confidence scores generated by humans, a 

process managed by the Testing and Evaluation (T&E) teams. Algorithms are evaluated 

primarily on their ability to predict the human credibility assessments across all 3,000 

claims, and assessed for explainability of the generated confidence scores. Which 

claims were selected for replication or reproduction studies, and the outcomes of those 

studies are held back from TA2 and TA3 teams until their credibility scores are 

committed and completed. 

Figure 9-1. Relationships between research teams comprising the three technical areas (TAs) of the 

SCORE program. 
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Entering the second half of the program, the breadth and depth of the project is 

expanding with TA1 sampling additional claims from the CTF, extracting a single claim 

per paper for another 900 papers, and systematically extracting a complete “bushel” of 

claims from 200 of the initial 600 papers in the evidence set. The complete set of bushel 

claims is meant to represent all of the claims that could have been selected from the 

paper in the first half of the program, rather than simply the one claim that was selected. 

The Melbourne TA2 team is expanding the task of the human evaluators to evaluate all 

of the bushel claims and to assess those papers on multiple indicators of credibility. 

TA3 teams are extending their strategies for improving algorithm performance. And, 

finally, TA1 is expanding the scope of assessing reproduction, robustness, and 

replicability for the evidence set of 600 papers. 

9.1.5 What Makes SCORE Unique 

 

SCORE draws inspiration from prior research on systematic replications and 

reproductions(1–8,19–22) and replicability predictions by humans (2,13,14) and 
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machines (16–18). SCORE extends these efforts in both its unprecedented scale and its 

disciplinary scope. The sampling strategy is inclusive of a substantial portion of the 

social-behavioral sciences to facilitate generalizability and investigation of 

heterogeneity in credibility and replicability across subdisciplines and methodologies. 

Also, with a standard identification process of discrete claims across papers, the 

SCORE program facilitates broad inclusion of outcome types, comparison of those 

outcomes across papers, and a variety of verification attempts including reproduction, 

robustness, and replication tests. 

Another virtue of the SCORE program is that it includes many distinct efforts on 

the same large dataset, facilitating the opportunity for comparative analysis. For 

example, the most enriched papers from the evidence set will have structured claim 

extraction from the paper, metadata about the paper from external databases (e.g., 

citation rates, presence of open data), human credibility scores from multiple sources, 

machine credibility scores from multiple sources, and evidence on reproducibility, 

robustness, and replicability of one or multiple claims. This accumulated data will 

facilitate many investigations beyond the primary objective of SCORE. 

Finally, like prior large-scale replication projects, at the conclusion of the 

program, SCORE data will be accessible to others for research. Additional users of 

SCORE data may themselves enhance the dataset and other artifacts creating a 

generative, virtuous cycle of data enrichment fostering new investigations that provide 

further enrichment. 
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9.1.6 Defining and Extracting Scientific Claims 

The TA1 team is responsible for annotating the papers randomly sampled into 

the annotation set. In the completed first half of the project, this meant identifying a 

single relevant claim from each paper, by tagging related information from the pdf of an 

article. In SCORE terminology, this claim represents a specific, concrete finding that is 

supported by a statistically significant test result, or at least by evidence that would be 

amenable to a statistical hypothesis test even if the authors did not adopt significance 

testing. This is not the only way to identify a claim, but this working definition provides 

clarity between teams, sufficient flexibility to cover a wide range of research 

applications, and is sufficient constraint to define criteria for evaluating confidence and 

assessing replicability and reproducibility. Table 2 shows a glossary of working 

definitions used in SCORE. 

 
Table 9-2: A glossary of key terms as they are used for the SCORE program 

 

Paper A single academic article that makes quantitative claims based on specific 

social scientific data. SCORE does not address papers that are exclusively 

based on qualitative research, simulations, theory, or commentary. 

Common Task 

Framework (CTF) 

The set of approximately 30,000 papers that constitutes the sampling frame 

for SCORE. It includes papers from 62 social science journals published 

between 2009 and 2018. 

Annotation Set A stratified random sample from the CTF of approximately 3,000 papers that 

are annotated to identify at least one claim trace per paper. 

Evidence Set A stratified random sample of approximately 600 papers from the annotation 

set. These papers could be selected for an empirical attempt to find further 

evidence for or against a claim. 

Claim A specific assertion reported as a finding in a paper. Most papers make more 

than one claim, and claims in a paper can be related or independent of one 

another. 

Claim Trace A claim in a paper is identified by annotating and labeling short excerpts from 

the main text or tables/graphs from the paper. Together these annotations let a 

reader ‘trace’ from a general statement in the abstract to a more specific claim 

to the quantitative information such as a specific inferential test or estimate 

that is given as evidence for that claim. 
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Confidence Score A prediction about the replicability of a claim, expressed as a numerical value 

on a scale from “not confident” to “very confident.” Confidence scores are 

about a single claim which may or may not generalize to confidence in other 

claims from the same paper. 

Inferential Test A statistical calculation that supports an inference about a single effect and 

provides information about both the spread and central tendency of that effect. 

When testing statistical significance, a single inferential test is associated with 

a single p value. Additionally, with regression modeling, inferential tests may 

be associated with a single parameter, or with an entire model if model 

comparison tests are conducted. 

Bushel Claim A set of claim traces from a single paper representing as many of the 

independent claim traces that the authors present as possible. Each claim trace 

must be linked to a finding reported in the abstract, and must be supported by 

quantitative evidence presented in the main text. 

Empirical Study A single empirical attempt conducted by a research team to provide additional 

evidence about a claim. These attempts can include conducting a replication, 

reproduction, or other empirical activity that speaks to the credibility of that 

claim. 

Replication Testing the reliability of a prior finding with new data expected to be 

theoretically equivalent by comparing the outcome of an inferential test as 

reported in a paper with the equivalent inferential test as calculated in the new 

dataset. 

Reproduction Testing the reliability of a prior finding with the same data and same analysis 

strategy by comparing the outcome of an inferential test as reported in a paper 

with a re-calculation of that inferential test from the original data. 

Robustness Testing the reliability of a prior finding with the same data and different 

analysis strategy by conducting alternative tests on the original data. 

Generalizability Testing the reliability of a prior finding in a new dataset in a way that differs 

from the original study but is expected to produce similar results. 

Table 9-3: A single claim trace of a paper is composed of four levels. 

Claim 1 The title of the paper--the most general statement of a topic or finding. 

Claim 2 A statement from the paper’s abstract that reflects an empirical research finding. 

Claim 3 A hypothesis, prediction, or finding statement presented somewhere in the main 

text of the paper, relating to the finding reported in Claim 2. 

Claim 4 A result supported by specific statistical information in the article that supports 

Claim 3, alongside the authors’ interpretation of that information. 

 

The output of the annotation process is a “claim trace” that maps a finding 

reported in the abstract to a specific hypothesis or finding statement from the main text, 

to a particular set of quantitative evidence that supports the reported finding. When only 
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one claim trace is identified in a paper, the process does not guarantee that the claim 

trace selected necessarily includes the paper’s “most important” or “most central” 

claim. This kind of decision is neither objective nor obvious for many papers. Pretesting 

revealed that such a standard is difficult to define. 

Instead, as a proxy for a lower bound on importance, a claim must be directly 

related to a statement made in the paper’s abstract. This criterion avoids selecting 

tangential findings that are not related to the summarized purpose of the paper. The 

claim trace indicates a series of levels leading down to the specific focal result as 

described in Table 3. 

 
Figure 9-2. Model of a bushel claim set for a single paper. Each line represents a distinct bushel claim 

trace. Two examples of single-trace claims that could have been extracted are in blue and red. 

 

 

Selecting a single finding creates a tractable and comparable way for 

independent teams to work with a paper, and it has clear limitations for interpreting the 

results. Papers often include more than one finding in the abstract, and research findings 

are often supported by multiple pieces of evidence. In the current phase of work, we 

have expanded claim extraction for some papers in the evidence set by adding a second 

bushel approach that relaxes these requirements. In the bushel approach, we identify as 

many unique claims as possible by tracing from a finding in the abstract to statistical 
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evidence in the paper. In addition, we relax the definitions of evidence to allow tagging 

of multiple inferential tests and other types of quantitative evidence. Figure 2 illustrates 

a bushel of claims from a paper and two single-trace claims that could be extracted. 

 

9.1.7 Expert Assessment 

The second major technical area (TA2) elicits predictions, called confidence scores, 

from human readers about replicability of extracted claims. TA2 included two 

independent teams, repliCATS and Replication Markets, to examine the viability and 

accuracy of distinct forecasting strategies. 

 

9.1.7.1 repliCATS - Structured elicitations 

 

The repliCATS (Collaborative Assessments for Trustworthy Science) project 

uses a structured elicitation process--the IDEA protocol--to complete group evaluations 

of research claims. IDEA stands for: Investigate, Discuss, Estimate, and Aggregate 

(Figure 3). IDEA is a modified form of the Delphi protocol, with the major differences 

being that the IDEA protocol encourages interaction between participants and does not 

require consensus. Interaction between participants takes the form of either face to face 

discussion or online comments, following evidence that feedback and sharing 

information improves accuracy of experts' judgments (23), and it sets the IDEA 

protocol apart from the surveys and prediction markets that have previously been used 

to predict replicability. In the first half of the program, repliCATS assessments focused 

on the replicability of research claims. In the remainder of the program, the scope of 

assessments is expanding to other judgements such as robustness, validity and 

generalizability. Here we focus on the work from the first half, predicting likely 

replicability. 
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Figure 9-3. Overview of the IDEA protocol, as adopted in the repliCATS project 

 

In repliCATS, experts work in small groups of 4 to 6 people using a custom 

built cloud-based elicitation platform (24,25). Each group is provided with a paper to 

read and a specific claim from the paper to assess. Individual experts within the group 

first make their own estimate of whether or not the claim will replicate and document 

the reasons for their judgement (Investigate). After lodging their initial estimates, 

individuals receive feedback about their group members’ judgements and reasoning, 

and they are encouraged to interrogate these and share information (Discuss). Following 

discussion, each individual provides a second private assessment (Estimate). A 

mathematical aggregation of the individual estimates is taken as the final assessment 

(Aggregate). Mathematical aggregation removes the need for group members to reach a 

consensus. 

Mathematical aggregation can take many forms and the repliCATS project has 

several preregistered aggregation models (https://osf.io/m6gdp/). Described in detail by 

Hanea and colleagues (26), the aggregation models being tested in the repliCATS 

project fall into three broad categories: (1) linear combinations of best estimates, 

transformed best estimates (27) and distributions (28); (2) Bayesian approaches, one of 
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which incorporates characteristics of a claim directly from the paper, such as sample 

size and effect size; and (3) weighted linear combinations of best estimates, mainly by 

potential proxies for good forecasting performance, such as demonstrated breadth of 

reasoning, engagement in the task, openness to changing opinion and informativeness of 

judgments (29,30). The third category of models is the largest. 

The structured elicitation protocol and deliberate inclusion of text responses on 

the repliCATS platform is fostering an unprecedented qualitative database, with experts 

documenting the reasoning behind their predictions and judgements. This typically 

includes justifications for assessments of replicability, and judgements about the papers’ 

importance, clarity and logical structure. The database could increase understanding of 

how experts evaluate a claim’s replicability. 

 

9.1.7.2 Replication markets 

The Replication Markets team’s approach is motivated by evidence that creative 

assembly of experts through markets can accurately estimate the replicability of 

findings in the social and behavioral sciences (1,2,5,6,13,14,31). This approach and 

evidence build on the well-established ability of markets to aggregate information 

efficiently (32–36). In a number of contexts (37,38), markets appear to provide better 

estimates than any one individual can, especially in complex combinatorial prediction 

markets (39) where individuals make systematic errors (40). 

 

SCORE created two unique challenges for the application of markets: scale and 

non-resolution. Instead of forecasting replicability of 18-40 similar claims at a time, all 
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of which would be tested, as has been done in previous replication markets, SCORE 

required forecasting 3,000 highly diverse claims in about a year, with only a small 

fraction to be resolved by conducting a replication. We elicited forecasts in 10 monthly 

rounds of ~300 claims, using a decision market mechanism to preserve proper 

incentives given the low-resolution rate (Figure 4). Each round of forecasting included 

replication markets on a set of ~300 claims open for two weeks and a survey for the 

same set of claims. In replication markets, forecasters traded ‘Yes’ and ‘No’ shares on 

binary replication questions. ‘Yes’ shares pay 1 point if the replication yields a 

statistically significant finding in the direction of the original claim. Otherwise ‘No’ 

shares pay 1 point. The survey directly solicits probabilistic forecasts on replications. A 

total prize pool was split into one part dedicated to the prediction markets (~⅔), and one 

part dedicated to the survey (~⅓). While the market prizes are paid when replication 

outcomes become available, the survey prizes were paid each round after the markets 

closed, using surrogate scores (41) to evaluate each forecaster’s accuracy a month after 

the round closed when replication outcomes were not yet available. The surrogate 

scoring method generates a score for a forecast based solely on reported forecasts across 

claims made by other forecasters. It exploits the unknown statistical correlation of 

forecasts. Under certain conditions and with enough number of claims and forecasts, it 

has been theoretically shown that a forecaster’s expected surrogate score reflects their 

forecast accuracy with respect to the (unavailable) ground truth, and surrogate scoring 

incentivizes truthful forecasting. For instance, if the Brier score is used to evaluate 

forecast accuracy against the ground truth, then the surrogate score of a forecaster 

(without accessing to the ground truth) in expectation equals their Brier score evaluated 

using the ground truth. Thus, surrogate scoring allows us to provide immediate, 

potentially noisy, feedback on forecast accuracy before replication outcomes become 
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available. Once the claim-level replication outcomes are available, we can evaluate 

forecasting performance in greater detail, similar to the analyses in previous projects. 

Preregistered tests (42) include the effects of forecaster traits, study features, and 

aggregation methods on forecast accuracy and outcome. Replication markets and 

surrogate scoring were also used to forecast the overall replication rate in SCORE and 

how it depends on research fields and publication year (43). 

Figure 9-4. Overview of the Replication Markets workflow. 

 

 

 

9.1.8 Machine Assessment 

The third technical area (TA3) uses the same dataset of extracted claims to 

generate confidence scores using machine learning and other algorithmic approaches. 

The three teams -- PSU, TwoSix, USC -- use different approaches for generating 

confidence scores. 

9.1.8.1 PSU 

Researchers at Pennsylvania State University, in collaboration with others at 

Texas A&M University, Old Dominion University, and Rutgers University use 

synthetic prediction markets for scoring the replicability of claims. As with the human 

Replication Market team, a research claim is treated as a binary option in which the 
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price of the option of a claim at market close can be interpreted as an indicator of 

confidence in its replicability. Within this framework, artificial agents, or trader-bots, 

are endowed with initial cash and may choose to purchase options of a given claim, and 

are trained using an evolutionary algorithm and data from existing replication studies 

(e.g. (8)). 

Prediction markets require the coordinated, sustained effort of collections of 

human experts limiting their feasibility to scale. Most prediction markets rely on 

availability of some measurement of ground truth. That is, participants trade on well-

defined and verifiable outcomes which are determined after market close. Synthetic 

prediction markets can overcome these limitations. They can be deployed rapidly and at 

scale. They can be updated continuously as new information becomes available with 

periodic, offline human input. Agents can have comprehensive access to prior 

scholarship far beyond the capacities of an individual researcher. Given the novelty of 

this approach, the group has dedicated effort to developing a comparable baseline (“Red 

Team”) led by Texas A&M University and leveraging state of the art approaches for 

interpretable representation learning developed within DARPA’s XAI program (44–46). 

Any machine learning (ML) system that can support understanding of the complex 

factors that contribute to credibility of research claims in practice must explain its 

outputs. To this end, the complete record of trades, across bots and findings, can offer 

quantitative understanding of success and failure and provide the basis for learning over 

time. 

In the current functional prototype, asset prices for claims are determined by a 

logarithmic scoring market rule. Artificial agents are endowed with purchase logic 

defined using a sigmoid transformation of a convex semi-algebraic set defined in 
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feature space (47). The team’s feature extraction and representation (FEXRep) 

framework extracts bibliometric, bibliographic, statistical and semantic features from 

scientific papers (48–51). So far, 42 distinct features are extracted and provided to bot-

traders. To evaluate the bushel claims, the team is expanding feature extraction 

capabilities, shifting from focusing on paper-level features to incorporate more detailed 

claim-level features and information about the relationships amongst multiple claims in 

a single paper. Motivated by a survey of subject matter experts, these features include 

identifying the theoretical footing of assertions and indicators of rigor in study design. 

9.1.8.2 TwoSix 

The A+ system developed by Two Six Technologies is a method for 

understanding replicability given only a journal article in the form of a PDF while 

encapsulating a wider, more robust set of factors than prior art. The A+ system contains 

three major computational components: semantic parsing, feature extraction, and 

replication prediction. 

Semantic parsing. The first major step in the A+ system after extracting text 

from the PDF using Automator is to represent the overall semantic context of each 

section of text. This is similar to prior annotation work (37,52,53). Here though, we 

modify the annotation scheme to better match the problem of information extraction for 

replication prediction (see Table 4). We infer the discourse class for each sentence and 

perform an averaging of outputs to obtain the final class. 

 

Table 9-4: Discourse classes used in semantic parsing for the A+ method (TwoSix) 

Classification Definition 
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Introduction Problem statement and paper structure 

Methodology Specifics of the study, including participants, materials, and models 

Results Experimental results and statistical tests 

Discussion Author's interpretation of results and implications for the findings 

Research Practice Conflicts of interest, funding sources, and acknowledgements 

Reference Citations 

 

Feature extraction. The unstructured prose of scientific documents includes 

key features for assessing replicability, such as sample sizes, populations, conditions, 

experimental variables, methods, materials, exclusion criteria, and participant 

compensation. Much of this information is available as concise spans of text in the 

document: “twenty-four” may be a sample size; “undergraduates” may be a population 

description; “reaction time” may be a dependent variable; and so on. Consequently, we 

are not interested in extracting and classifying relations at this phase of analyses; rather, 

we optimize our information extractor to classify individual spans within the text with 

context-sensitive labels (e.g., sample count and characteristics, experimental variables, 

methods), to create a dataset of 620 examples that are annotated with these labels. 

Our model next processes the resulting classified spans -- as shown in Figures 5, 

6, and 7-- to opportunistically extract domain-specific numerical and Boolean features. 

For example, the sample count and exclusion count are both expected to be integers, so 

it attempts to coerce “one hundred and ninety - seven” (Figure 5) and “Eight” (Figure 6) 

to integers and populate corresponding integer features. Similarly, the model uses a 

lexicon-based approach over the sample descriptor spans to populate Boolean features 

indicating whether participants' genders, age, race, religion, and community are 

specified, what the recruitment pool is (e.g., AMT, universities, etc.), and how they are 
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compensated (e.g., course credit, monetary, etc.). Because statistical tests are much 

more structured than each of these features, we use specific Python regular expressions 

to identify 25 different statistical tests and values including p, R, R2, d, F-tests, T-tests, 

mean, median, standard deviation, confidence intervals, odds ratios, and non-

significance. 

 

Figure 9-5: Labeling spans for sample size, sample details, and subject compensation 

 

Figure 9-6: Labeling spans for sample elements excluded and the reason they were excluded 

 

 
Figure 9-7: Labeling the sample, experimental methods employed, and factors under study 

 

 

After extracting individual spans and subgraphs from the unstructured prose of a 

paper, we assemble the extracted information into a global graph called the argument 

structure of the paper. As implied by its name, the argument structure expresses the 

premises, evidence, and observations in a scientific article, ultimately in support of its 

conclusions. 

The system generates the argument structure by iterating over the sequence of 

text segments and associated semantic tags to create a structured set of nodes 

representing the article. For instance, upon encountering a transition in semantic tags, 
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such as a new Methodology section after a Discussion section, the system instantiates a 

new Study node and adds the appropriate features. 

Replication prediction. The graph-based layout of the argument structure 

allows the system to assess independent replicability concerns in a context-sensitive, 

explainable fashion. For example, a sample size of 24 for a study node may impact the 

judgment of that study's replicability, but it does not necessarily impact the replicability 

judgment of the study, in the same paper. Each node in the directed argument structure 

graph is connected directly or indirectly to the node representing the scientific article 

itself. The argument structure is a fully-connected graph that supports graph and pattern 

matching, confidence propagation, and feature extraction to judge and explain 

replicability. 

 

9.1.8.3 University of Southern California 

 

The MACROSCORE system developed by the University of Southern 

California is a knowledge fusion system that captures a holistic view of the factors 

important for reproducible and replicable research. The approach mimics the complex 

judgments that human reviewers make when assessing research. Here, we describe the 

complex factors and associated techniques for extracting them, the structure and content 

of the knowledge graph, and the predictive algorithms used in the system. The first 

pipeline relies on "micro"-features: those that are based on information extracted from 

papers pertaining to the parameters of the study (e.g., study type and design, sample 

population as well as indicators of open science, including preregistration, open data, 

open materials, and open code). Potential detractors to scientific validity, such as 

conflicts of interest or funding sources are also extracted. To extract these features from 
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papers, MACROSCORE uses an adaptation of SciBERT, a pre-trained language model 

created using millions of scientific papers, to identify entities such as experimental 

parameters, open science indicators, and claim information. Together, these provide a 

core set of document-specific features. 

The second pipeline in MACROSCORE is the "macro"-feature pipeline that 

captures the broader scientific context of a paper. Determining the impact and 

contributions of a scientific work is a difficult and subjective task. MACROSCORE 

addresses these challenges by applying network science approaches to the bibliometric 

structure of scientific disciplines. Specifically, MACROSCORE collects the citations 

and references within a particular scientific discipline, forming a network connecting 

the scientific articles and their authors. Metrics of network structure, including in-

degree (incoming citations to the work), out-degree (references to other works), 

authority score (citations by important works), and hub score (citing important work) 

provide core features to assess the scientific work. 

The heart of the MACROSCORE system is a knowledge graph that represents 

the features distilled from both micro and macro pipelines. The knowledge graph 

represents the core concepts of the scientific discipline: scholarly works, scientific 

claims, scholars, organizations, and publication venues. MACROSCORE uses an 

ontology derived from the popular, public, and widely-used knowledge graph Wikidata 

to include each scientific article, the journal where it was published, its authors and 

editors, and the affiliations of each, and all citations and references to the article. 

Beyond the classes and properties defined in Wikidata, MACROSCORE has extended 

the ontology on Wikidata to incorporate claim information described earlier, as well as 

derived features from four high-level classes: validity of inference, study design, 
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reporting and transparency, and scientific network. Together, these features create a 

comprehensive profile of the scientific work and its connection to other works. 

The final component of the MACROSCORE system is a suite of predictive 

algorithms that operate on the features from each pipeline and the knowledge graph. 

Among other methods, MACROSCORE uses a probabilistic graphical model using the 

probabilistic soft logic (PSL) framework. This model includes dependencies between 

different features defined in the knowledge graph specified as logical rules, such as 

"Small sample sizes and small effect sizes indicate poor replicability." Using training 

data, the PSL framework can learn the importance of each rule and its associated 

features. For a given judgment made by the MACROSCORE system, the PSL model 

will provide a set of explanatory statements, and an analysis of the top features 

contributing to the assessment. As the system evolves, MACROSCORE will 

incorporate more features from both the article and scientific network, and create an 

increasingly comprehensive knowledge graph. 

 

9.1.9 Empirical evidence for credibility assessment 

Independent empirical assessments provide the basis for evaluating the 

confidence scores generated by humans and algorithms to predict credibility of claims. 

Table 5 presents approaches to empirical assessment of credibility roughly ordered from 

the bottom being the least effortful but providing the least information about credibility 

to the top being the most effortful and providing the most information about credibility. 

“Roughly” is an important qualifier because there are many exceptions based on 

particular cases for which amount of effort and amount of information may not 
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correspond cleanly with this depiction. In general, lower categories in Table 5 

correspond with assessments of the original design and original data for a narrow test of 

whether the original report found what it reported to have found, and higher categories 

correspond with more laborious assessments involving obtaining new designs and data 

for a broader test of whether the original claim is supported by new evidence. These are 

not the only ways to assess credibility. For example, a finding could be reproducible, 

robust, replicable, generalizable, and invalid. Nevertheless, these assessments are 

tractable and verifiable indicators that are related to other aspects of credibility. 

As TA1, COS bears responsibility for coordinating a large network of social-

behavioral researchers to contribute empirical evidence assessing the credibility of 

claims. The team draws on the stratified random sample of 600 claims comprising the 

evidence set and matches their topics and methodologies to researchers with appropriate 

resources and expertise to conduct an empirical assessment. The focus of the first half 

of the SCORE program was on conducting replication and reproduction studies. The 

remainder of the program expands the scope of empirical evidence to include all of the 

forms presented in Table 5. 

 
Table 9-5. Forms of empirical credibility assessment 

 

Generalizable 
Original claim supported across diverse samples, 

treatments, outcomes, and settings 

Replicable Original claim supported with independent evidence 

 
Robust 

Original claim supported with diverse treatments of 

original data 

 

Outcome Reproducible 
Original claim supported with original analysis of 

original data 

 

Process Reproducible 
Possible to assess outcome reproducibility of original 

claim 
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Internally consistent 
Reporting of original claim does not have detectable 

errors 

 

A reproduction refers to applying the original analysis strategy to the original 

data to test whether the same result recurs. A reproduction could fail due to process 

reproducibility because, for example, the original data are not available, making it 

impossible to conduct the analysis again. This does not disconfirm the original finding, 

but it is a credibility risk in that the original finding cannot be confirmed or 

disconfirmed. A reproduction could also fail due to outcome reproducibility because, 

for example, applying the analysis described in the original paper does not produce the 

finding associated with it. This can occur because of errors in reporting, ambiguity in 

description of analyses, or factors in the data analysis pipeline. 

A replication refers to testing the original claim with different data. That data 

could be pre-existing, such as re-testing the relationship between variables in a 

subsequent wave of a panel study, or could be newly generated with a study design to 

test the same research question. Whether based on existing or new data, the 

determination of whether a new test is a replication of a prior claim is a theoretical 

commitment that the inevitable differences between the original and replication study 

are irrelevant for testing the original claim (54). 

To provide evidence that is both appropriate to testing individual claims and 

standard enough to evaluate SCORE teams’ prediction methods across disciplines, we 

designed a process that balances specific requirements that all projects must adhere to 

with ongoing evaluation and feedback by subject area experts. For example, all 

replications are prepared using a standard template that is reviewed by 2-3 independent 
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researchers, and the resolution of design changes suggested by reviewers is managed by 

an editor. Authors of the original finding are invited to participate in the review process 

or to submit a commentary on the design. The review process is intended to improve the 

quality of the replication designs so that they are effective, good-faith tests of the 

original claim. The template and review process also provide an occasion to explicitly 

document differences between original and replication studies and assessments of any 

heterogeneity in beliefs about whether they are consequential for the replication design. 

Following approval, the design and analysis plan is preregistered on the Open 

Science Framework (OSF). Research teams conduct their studies and then report 

outcomes following a standard protocol and provide all research materials, data, and 

code so that the replication studies are themselves reproducible and, eventually, 

accessible to others to the extent ethically possible. The reproduction workflow has a 

similar emphasis on documentation and transparency with a lighter review process 

emphasizing adherence to the standardized protocol for reproducing original findings. 

As singular attempts to reproduce or replicate original claims, these empirical 

efforts do not provide definitive evidence about their credibility (8) -- they add to the 

body of evidence about that claim which includes the original paper and any other 

evidence for the claim in the literature. However, prior evidence that both humans and 

algorithms can predict the outcomes of these reproductions and replications provides a 

basis for treating them as ground truth for the purposes of the program. More 

importantly, the generated dataset of original and novel statistical evidence, 

reproduction and replication outcomes, along with the expanded set of empirical 

credibility indicators from internal consistency (e.g., statcheck), robustness (e.g., 

multiverse or many-analyst investigations), or generalizability tests will provide a rich 
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network of evidence to investigate convergence and heterogeneity of these credibility 

indicators. 

 

9.1.10 Evaluating Expert and Machine Success 

There is no definitive criterion for deciding whether a finding is successfully 

replicated or reproduced (9), but pragmatic, defensible, and widely applicable 

benchmarks are needed to evaluate the outcomes of the SCORE program. The role of 

the MITRE Testing & Evaluation (T&E) team in SCORE is to evaluate the relative 

match between predicted and actual confidence in each claim using the outcomes from 

the TA1 empirical results and the human-generated confidence scores from TA2. T&E 

focuses on evaluating the accuracy of human-generated confidence scores relative to 

replication outcomes and the accuracy of algorithm-generated confidence scores relative 

to the most accurate human-generated scores. 

Evaluation of human confidence score accuracy against binary replication 

outcomes focuses on discrimination or “signal detection”(55) – that is, the ability to 

prospectively distinguish claims with higher and lower chances of successful replication 

on the basis of reliably diagnostic indicators. In addition to a modified version of the 

Wilcoxon Mann-Whitney U statistic (56), we use an area under the curve (AUC) 

interpretation which can be understood as the “meta-probability” that the forecast 

system assigns a higher probability to a “positive” case than to a “negative” case for any 

randomly sampled pairing of two such cases (57,58). 

The analysis of replication p-values are used as a supplementary continuous 

measure of a claim’s degree or amount of replication success, where smaller replication 

p-values indicate higher levels of replication study support for the original study claim. 
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Additional supplementary metrics include: stand-alone reporting of proper scoring rule 

values (59), measures of calibration (60), and various “confusion matrix”-style 

measures of classification performance (e.g., sensitivity, specificity, proportionate 

reduction in error vs. base rate; (57)). Using metrics based on the p-value to assess 

replication outcomes have known limitations (8). However, they also have the virtues of 

easy application, straightforward interpretability, broad applicability across research 

methodologies, and demonstrated validity in prior human and machine prediction 

contexts (1,2,13,14,16,18). 

To evaluate algorithm accuracy in predicting human confidence scores, the root 

mean squared error (RMSE) is used as one of two primary outcome metrics. 

Additionally, Kendall’s tau-b, a nonparametric measure of monotonic association (56) 

is used to assess accuracy in discriminating among claims with greater or lesser 

amounts of replication support. Finally, we use measures of calibration as a 

supplementary metric (e.g., regression of TA2 scores on TA3 scores, where intercept 

and slope deviating from 0 and 1, respectively, would be evidence of miscalibration). 

Finally, toward the end of the SCORE program, RAND researchers will pilot the 

use of TA3 tools to assess their applicability with users in the policy community. While 

few studies have an explicit emphasis on the reproducibility of scientific claims, matters 

of generalization and reliability weigh heavily on the development and assessment of 

policy interventions. Two applications of particular interest include the ability to 

characterize findings from large bodies of literature that form the initial basis of 

information from which further studies are drawn, and in the role of adjudicating load-

bearing claims that may be sources of contention among policy making stakeholders. 
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9.1.11 Potential Outcomes, Findings, and Artifacts 

The primary research objective for SCORE is to create accurate, scalable, 

automated algorithms to signal confidence in research claims. There are a variety of 

potential use cases. Researchers might use scores to identify potential weaknesses in 

their claims and provide more detail or support. Journal editors and conference 

organizers might use the scores to prioritize selection of reviewers with expertise in 

areas that the algorithm flagged as low confidence. 

Funders and researchers designing proposals might use the scores to identify 

potentially important findings that have not yet achieved high confidence. The scores 

could guide policymakers’ information search and allocation of effort to obtain 

additional evidence or expert judgment when the algorithm flags uncertainty. 

Across use cases, such a technology would provide a heuristic “first pass” to 

help direct attention to areas of risk and opportunity. To be clear, even the most 

optimistic assessments of the potential of such scores would not defer reasoning, 

decision-making, judgment, and action to machines. As in other applications, uncritical 

use of algorithms can perpetuate biases in how we evaluate claims, or reflect 

inappropriate generalizations about what signals indicate that a paper is credible (61–

63). 

Effective automated technologies can be a tool to complement these human and 

social processes in the assessment, prioritization, and application of research. They can 

also provide researchers with tools for rapid and iterative assessments of credibility. At 

scale, as an iterative feedback mechanism, they may help foster culture and behavioral 

changes that increase the overall credibility of research. 



 

26 

 

SCORE represents a unique opportunity to explore a challenge that is paramount 

to modern AI--How can we combine the best of both human and machine reasoning? 

The nuance inherent in scientific expression beyond the obvious reporting of statistical 

information makes this program both challenging and exciting. Explainability of results 

in machine learning is always challenging, but made more so by the complex 

environment of human writing. With multiple algorithm strategies using enriched 

extracted information from papers and human judgment and replication outcomes as 

validation measures, SCORE may facilitate significant progress on this problem. 

Beyond the primary objectives, SCORE will advance a variety of research 

questions about the credibility and assessment of scholarly research, and generate 

research artifacts that can support dozens or hundreds of investigations. These artifacts 

include: 

• Annotation Set: A stratified random sample of 3,000 papers with a claim 

trace from the abstract to a statistical inference in the paper from a 

stratified random sample of about 30,000 papers from >60 journals from 

the social-behavioral sciences from 2009 to 2018 with metadata 

enhancements such as open science badges, links to open access versions 

of articles, and code availability statements; 

• Confidence scores: Expert and machine ratings of the confidence in 

Annotation Set claims along with substantial metadata and qualitative 

assessments about the papers and basis for confidence ratings; 

• Evidence set: A stratified random sample of 600 papers from the 

Annotation set that additionally assess statistical errors in the papers, 

process and outcome reproducibility, robustness, and/or replicability; 
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• Enhanced bushel set: After 200 of the 600 papers undergo further 

enhancement by extracting a full bushel of claims tracing from the 

abstract to statistical inferences in the paper, experts and machines will 

provide scores and other assessments of all claims, and some additional 

reproduction, robustness, and replication evidence will be accumulated 

for multiple claims in those papers; 

• Process data and artifacts from project execution: Substantial data and 

documentation about the process of conducting this work and the many 

additional artifacts that are created along the way, sufficient to extend the 

artifacts and make it a living body of research. Cumulatively, SCORE is 

the most in-depth examination of credibility of research claims in the 

social and behavioral sciences ever conducted. 

All of the data and materials from SCORE that can be shared without violating 

publisher intellectual property rights or human participant protections will be made 

publicly accessible after the program is completed. There are many possible research 

questions that will be possible to advance with these data by any interested researchers. 

For example, some of the questions that the SCORE team is already investigating with 

these data include: What is the strength of evidence in original claims? How do experts 

and machines evaluate the credibility of claims and how does this vary by discipline, 

time, topic, and methodology? What are observed reproducibility, robustness, and 

replicability rates in the sample and how do they likewise vary? How well do humans 

and machines predict replicability, robustness, and reproducibility? How are credibility 

indicators related to one another? 
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9.1.12 Conclusion 

SCORE has aspirational objectives to advance scalable tools for credibility 

assessment, and will generate substantial research artifacts to support scholarly research 

on human and machine judgment, replicability and reproducibility, and the nature of 

research claims. This is made possible by SCORE’s greatest asset -- the participation of 

hundreds of researchers across the social and behavioral sciences that are contributing 

to claim extraction, credibility assessment, and reproducibility, robustness, and 

replication studies. This large-scale team science project is generating data that would 

not otherwise be possible (64), and will open doors to many novel investigations to 

assess and enhance research credibility. If nothing else, the program may provide a case 

example of the potential for team science in tackling many of the most important 

challenges in social and behavioral research. 
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