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Abstract

It is known that in the problem of statistical discriminant analysis, the linear discriminant function performs poorly when the dimension of the data, $p$, is large. It has been demonstrated by Marco, Young and Turner (1987) that the much simpler Euclidean distance classifier may out-perform the usual linear discriminant function under certain conditions. Their conclusions were arrived at from a simulation experiment which compared the probabilities of misclassification associated with the Euclidean distance classifier with those of the linear discriminant function, under certain conditions. In this dissertation, the asymptotic expansions of the probabilities of misclassification (the expected actual and expected plug-in error rates) associated with the two discriminant functions are obtained. These error rates are then used to investigate the relative performances of the two methods.

Chapter 1 introduces the problem of discriminant analysis and describes the two competing procedures for discriminant analysis and some associated error rates. Then Chapter 2 reviews previous results, in the literature which show that the Euclidean distance classifier can perform better than the linear discriminant function. Chapter 3 gives the asymptotic expansions of the error rates, i.e. the expected actual error rate, and the expected plug-in error rate. The relative performances of the two methods on the basis of the asymptotic expansions are discussed in Chapter 4. The results show that in general the plug-in error rates for the
Euclidean distance classifier give better estimates of the actual error rates for all dimensions of $p$ which were considered, when compared to the linear discriminant function. Furthermore, the actual error rates for the Euclidean distance classifier also seem to give better estimates of the true error rates at large dimensions of $p$, when compared to the linear discriminant function. Certain situations where the linear discriminant function performs better than the Euclidean distance classifier are also identified. Final conclusions, discussions and recommendations for further work are given in Chapter 5.
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