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Abstract

The interactions between proteins and membranes are key to many aspects of biological function. Molecular dynamics simulations can provide insight into both atomic-level structural details and energetics of protein-membrane interactions. This thesis describes the development of a physiologically accurate brain lipid bilayer, and its use in molecular dynamics simulations to characterise how proteins that are important drug targets interact with the cell membrane. A method for rapidly identifying the orientation of a protein that interacts most favourably with a membrane was also developed and tested.

The first chapter provides an introduction to molecular dynamics and its role in the context of this research.

The second chapter details the development of a cellular membrane with a physiologically representative brain lipid composition. This was done through the testing of simple systems prior to the construction of two more complex lipid bilayers comprising phosphatidylethanolamine (PE), phosphatidylcholine (PC), phosphatidylserine (PS), phosphatidylinositol 4,5 bisphosphate (PIP$_2$), sphingomyelin, and cholesterol.

The third chapter implements the brain lipid bilayer in the development of a rotational interaction energy screening method designed to predict the most favourable orientation of a protein with respect to the cellular membrane. The functionality of the method was validated through application to two membrane proteins commonly implicated in cancer: the phosphatase and tensin homolog (PTEN), and the p110$\alpha$-p85$\alpha$ phosphatidylinositol kinase (PI3K$\alpha$) complex.

The fourth chapter corresponds to the main focus of this research, the behaviour of wild type PI3K$\alpha$ and two of its oncogenic mutants (E545K and H1047R) with regards to membrane and substrate interaction. It was primarily found that H1047R’s increased membrane affinity allowed it to sample a catalytically competent orientation independently of Ras, unlike the wild type. Furthermore, it was also found that the position of the C terminal tail with regards to the substrate binding pocket was crucial in the achievement of a catalytically competent position against the cellular membrane.

The fifth and final chapter describes a cytochrome P450 system embedded in a cellular membrane. It was primarily found that the properties of its ingress and egress tunnels depended on the presence or absence of a substrate in the active site.
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### Dictionary of Common Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td>Adenosine Triphosphate</td>
</tr>
<tr>
<td>APL</td>
<td>Area per Lipid</td>
</tr>
<tr>
<td>ABD</td>
<td>Adaptor Binding Domain</td>
</tr>
<tr>
<td>AKT</td>
<td>Protein Kinase B</td>
</tr>
<tr>
<td>BH</td>
<td>Bcl-2 Homology</td>
</tr>
<tr>
<td>CHOL</td>
<td>Cholesterol</td>
</tr>
<tr>
<td>CYP</td>
<td>Cytochrome P450</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>DSSP</td>
<td>Define Secondary Structure of Proteins</td>
</tr>
<tr>
<td>DP</td>
<td>Dipalmitoyl</td>
</tr>
<tr>
<td>DO</td>
<td>Dioleoyl</td>
</tr>
<tr>
<td>DOP</td>
<td>Deuterium Order Parameter</td>
</tr>
<tr>
<td>E545K</td>
<td>Mutation (E→K) at position 545</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>GPCR</td>
<td>G-Protein Coupled Receptor</td>
</tr>
<tr>
<td>GTPase</td>
<td>Guanosine Triphosphatase</td>
</tr>
<tr>
<td>HDx</td>
<td>Hydrogen Deuterium Exchange</td>
</tr>
<tr>
<td>H1047R</td>
<td>Mutation (H→R) at position 1047</td>
</tr>
<tr>
<td>LINCS</td>
<td>Linear Constraint Solver Algorithm</td>
</tr>
<tr>
<td>LJ</td>
<td>Lennard-Jones</td>
</tr>
<tr>
<td>MBD</td>
<td>Membrane Binding Domain</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>NVT</td>
<td>Number, Volume, Temperature</td>
</tr>
<tr>
<td>NPT</td>
<td>Number, Pressure, Temperature</td>
</tr>
<tr>
<td>PI3K</td>
<td>Phosphatidylinositol 3-Kinase</td>
</tr>
<tr>
<td>PIK3CA</td>
<td>PI3K Catalytic Subunit Alpha</td>
</tr>
<tr>
<td>PC</td>
<td>Phosphatidylcholine</td>
</tr>
<tr>
<td>PE</td>
<td>Phosphatidylethanolamine</td>
</tr>
<tr>
<td>PS</td>
<td>Phosphatidylerine</td>
</tr>
<tr>
<td>PIP₂</td>
<td>Phosphatidylinositol 4,5 Bisphosphate</td>
</tr>
<tr>
<td>PO</td>
<td>Palmitoyl Oleoyl</td>
</tr>
<tr>
<td>PMF</td>
<td>Potential of Mean Force</td>
</tr>
<tr>
<td>PME</td>
<td>Particle Mesh Ewald</td>
</tr>
<tr>
<td>RMSD</td>
<td>Root-Mean-Square Deviation</td>
</tr>
<tr>
<td>RMSF</td>
<td>Root-Mean-Square Fluctuation</td>
</tr>
<tr>
<td>RBD</td>
<td>Ras Binding Domain</td>
</tr>
<tr>
<td>SH2</td>
<td>Src Homology 2</td>
</tr>
<tr>
<td>SO</td>
<td>Stearoyl Oleoyl</td>
</tr>
<tr>
<td>SA</td>
<td>Stearoyl Arachidonoyl</td>
</tr>
<tr>
<td>SPC</td>
<td>Simple Point Charge</td>
</tr>
<tr>
<td>SASA</td>
<td>Solvent Accessible Surface Area</td>
</tr>
<tr>
<td>SGML</td>
<td>Sphingomyelin</td>
</tr>
<tr>
<td>SRS</td>
<td>Substrate Recognition Site</td>
</tr>
<tr>
<td>VDW</td>
<td>Van der Waals</td>
</tr>
<tr>
<td>VPL</td>
<td>Volume per Lipid</td>
</tr>
</tbody>
</table>
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1.1 - Literature Review

1.1.1 - Characterisation of Proteins

Proteins are molecules that carry out many of the functions required for life, including but not limited to: maintenance of cell structure, transport of molecules, signal transduction and catalysis. Proteins are constructed from amino acid building blocks, the sequence of which is determined by the genes which encode them. Their shapes and functions are intrinsically linked to their amino acid sequences, which determine their three-dimensional structure. The function of a protein is generally highly dependent on its structure and dynamics, and disease often results from protein malfunction.

One way of classifying proteins is on the basis of their cellular function. Structural proteins such as keratin and elastin maintain the shape and size of specific cells around the body which require rigidity. They tend to be fibrous and insoluble in nature. Transport proteins, such as haemoglobin, move materials around the body, whether they are small ions or larger macromolecules. Defence proteins, commonly referred to as antibodies, belong to the immune system which identifies and neutralises foreign pathogens in the body.

When studying the link between protein malfunction and disease, the two most heavily implicated classes are enzymes and signalling proteins. Enzymes are highly specific proteins which catalyse various chemical reactions around the cell, ranging from metabolism to deoxyribonucleic acid (DNA) transcription. Signalling proteins generally collaborate with hormones and regulate physiological behaviour and biological pathways around the body. Both enzymes and signalling proteins commonly interact with cell membranes. In fact, as much as 30% of the human genome encodes membrane proteins [1], many of which act as drug targets [2]. As both enzymes and signalling proteins regulate cellular function and behaviour, any alteration in their structure will more often than not negatively impact a cascade of activities, resulting in disease.

There exist several experimental methods to characterise protein structure, such as x-ray and neutron diffraction from crystals or fibres, mass spectrometry, solid- and solution-state nuclear magnetic resonance (NMR), transmission electron microscopy, atomic-force microscopy, and most recently x-ray free electron lasers. All of these methods, with the exception of NMR, deal with characterising and visualising single structures at specific points in time. While NMR does take into account structural changes in that the measured observables are time- and ensemble-averages,
molecular modelling must be used to interpret these in terms of structural properties and their dynamics. Computational techniques such as molecular dynamics allow study of molecular structure in atomistic detail throughout simulations spanning hundreds of nanoseconds or more. This not only allows visualisation of the structure, but also gives insight on the dynamics that give way to the protein’s function. While not a novel phenomenon, the use of molecular dynamics to explore biomolecular interactions has only recently increased in significance due to improved computer processing speeds, which now enables simulations of experimentally or physiologically relevant timescales to be run.

1.1.2 - Molecular Dynamics

Molecular dynamics (MD) involves the study of a system of interacting particles through time using computer simulation, according to the rules laid out in a force field. In the case of large biological molecules such as proteins, each particle typically represents an atom but coarse-grained representations also exist whereby multi-atom clusters are modelled as a single bead.

![Flow chart](image)

**Figure 1i** - Highly simplified flow chart depicting the order of operations that take place during a molecular dynamics simulation. Final conditions could refer to system convergence or a point in the simulation at which the process of interest has been completed.

Each step of a MD simulation depicted in Figure 1i will be described below along with the typical decisions and choices a user faces when applying the technique.
Initialise Atomic Positions and Velocities

Initial coordinates for a molecule of interest are typically obtained from the protein data bank [3]. In atomistic models, each atom of each molecule is assigned Cartesian coordinates describing its position in three-dimensional space, and initial velocities are drawn from a Maxwell-Boltzmann distribution. The system is typically energy minimised, solvated, and the charges optionally balanced through the introduction of counter-ions prior to the beginning of a MD simulation. Generally, MD simulations can either be run in an NVT (constant number of atoms, volume, and temperature) or more commonly, an NPT (constant number of atoms, pressure, and temperature) ensemble. Temperature and pressure are regulated via a user-defined thermostat and barostat, respectively.

Calculate Atomic Forces from Potential

The atoms comprising the molecules interact with each other in the simulation according to rules laid out in a force field. This contains parameters that define each atom type, in terms of their size, mass and charge. Additionally, it contains potential functions describing any pre-defined interactions between pairs (bond lengths - Eq. 1), triplets (bond angles - Eq. 2) or quartets (dihedral angles - Eq. 3, Eq. 4) of atoms joined by one or multiple bonds, and the so-called “van der Waals” (VDW) (Eq. 5) and electrostatic interactions (Eq. 6) between pairs of non-bonded atoms which are described in more detail in Section 3.2. The sum of all these terms gives rise to the potential energy of a system (Eq. 7), and is the derivative of the potential energy with respect to the atomic positions (Eq. 8).

Bonded Terms (Eq. 1 to Eq. 4)

$$V(b) = k_b (b - b_0)^2$$

(Eq. 1)

Where the potential energy ($V$) of a bond length ($b$) is a function of its deviation from the equilibrium bond length ($b_0$) regulated by a force constant ($k_b$).

$$V(\theta) = k_\theta (\theta - \theta_0)^2$$

(Eq. 2)

Where the potential energy ($V$) of a bond angle ($\theta$) is a function of its deviation from the equilibrium bond angle ($\theta_0$) regulated by a force constant ($k_\theta$).

$$V(\phi) = k_\phi (1 + \cos(n\phi - \phi_0))$$

(Eq. 3)

Where the potential energy ($V$) of a dihedral ($\phi$) is a cosine expansion of its deviation from the equilibrium dihedral ($\phi_0$) regulated by a force constant ($k_\phi$); the multiplicity ($n$) determines the symmetry of the rotor.

$$V(\psi) = k_\psi (\psi - \psi_0)^2$$

(Eq. 4)

Where the potential energy ($V$) of an improper dihedral ($\psi$) is a function of its deviation from the equilibrium dihedral ($\psi_0$) regulated by a force constant ($k_\psi$).
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Non-Bonded Terms (Eq. 5 and Eq. 6)

\[ V(LJ) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] \]  
(Eq. 5)

Where the potential energy \( (V) \) of a VDW interaction is described by the Lennard-Jones (LJ) potential measured at all distances \( (r) \) less than a user-specified cut-off; the potential is attractive at all distances greater than \( \sigma \), with a minimum (most attractive) energy \( (\varepsilon) \) at an optimal distance.

\[ V(C) = \frac{1}{4\pi\varepsilon_0} \frac{q_1 q_2}{r} \]  
(Eq. 6)

Where the potential energy \( (V) \) of an electrostatic interaction is described by the Coulombic (C) potential between two charged atoms \( (q) \) at a distance \( (r) \) regulated by Coulomb’s constant \( \left( \frac{1}{4\pi\varepsilon_0} \right) \).

\[ \sum_{\text{total}} = \sum_{\text{bonded}} + \sum_{\text{non-bonded}} \]  
(Eq. 7)

Where the total potential energy of a system is the sum of the bonded and non-bonded potentials described in Eq. 1 through Eq. 6.

\[ F_i = \frac{\delta V}{\delta r_i} \]  
(Eq. 8)

Where the force \( (F) \) on an atom \( (i) \) is the derivative of its potential interactions \( (V) \) at a position \( (r) \).

Move Time Forward by a Short Step Integrating Newton’s Equations of Motion

A suitable timestep is chosen (typically 1 to 2 fs) which allows for the conservation of energy and the integration of the equations of motion at each step using for example, the leap-frog algorithm [4].

The movement of the atoms is simulated by numerically integrating Newton’s equations of motion (Eq. 9) for all atoms of the system, giving rise to new positions.

\[ \frac{dr_i}{dt} = v_i \quad \frac{dv_i}{dt} = \frac{F_i}{m_i} \]  
(Eq. 9)

Where the rate of change \( (dt) \) of an atom position \( (r) \) is its velocity \( (v) \), and the rate of change of its velocity is a function of the force \( (F) \) exerted on its mass \( (m) \).

Recalculate Atomic Forces Using Updated Positions

Atomic forces are recalculated as outlined above, with the previous two steps looped until final conditions defined by the user have been met.

Analyse Atomic Coordinates from Each Time Step

The atomic coordinates of the system are written to an output file as a function of time in the form of a trajectory. The behaviour of the system can then be analysed through characterisation of the atomic motions and dynamics, as well as the change in their energies.
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1.1.3 - History of Molecular Dynamics

The application of MD methods was conceived several decades ago in the 1950s [5], with the earliest MD simulation involving atoms interacting only through perfect collisions. This model was then improved through the application of a smooth, continuous potential more representative of atomic interactions [6]. As the mathematical formulation describing atom interactions and the availability of computers improved, so did the complexity of the systems being simulated.

The first MD simulation of a biological macromolecule was published 40 years ago, involving the bovine pancreatic trypsin inhibitor [7]. This simulation lasted all of 9.2 ps with a very basic molecular mechanics potential, but achieved the goal in the field of establishing proteins as dynamic structures. This opened the door for a series of MD simulations exploring the motion of protein and nucleic acid structures over the upcoming years [8-16].

The trend has continued with the complexity of systems simulated increasing gradually over time, taking us to a point where the simulation of biological systems comprising several macromolecules or molecular aggregates such as portions of the cell membrane is now possible [17, 18]. This is thanks largely to the ever increasing processing power of the computers used to carry out MD simulations, but also the development of the theoretical and methodological aspects resulting in the simplification of the algorithm describing the behaviour of molecules. Another major improvement in the field is the accessibility and availability of a large number of macromolecule structures, with the protein data bank housing over 100,000 entries of protein and nucleic acid structures [3].

1.1.4 - Advantages of Molecular Dynamics

As explained in section 1.1.1, the cause of diseases is often protein malfunction which is borne of an alteration in its structure and dynamics. Fundamentally, the development of methods for preventing and treating these diseases depends upon characterising protein structure and motion.

MD simulations are invaluable in this aspect, as they are capable of not only characterising structural properties and motion but also doing so on a highly detailed atomistic level as a function of time [19]. As such, MD is applied in a wide range of fields from pharmaceutical chemistry to biophysics [20]. The important aspects of any given system are user-defined, allowing for variety in force field and system representation. Various MD simulation programs with their own force fields exist such as CHARMM [21], AMBER [22], and GROMOS [23], all of which are fine tuned for the behaviour of particular molecules. Other programs exist that are able to apply a range of different force fields. Whilst atomic representations generally lead to the most accurate reproduction of system behaviour, coarse-grained representations can be used where time scales and/or system sizes
exceed the reach of current computing capabilities when describing atomistic systems [24]. Other
time-saving or resource-saving alterations include solvent representation, where solvent can be
represented either implicitly [25, 26] or explicitly [27, 28] depending on the importance of the role it
plays in the system [29]. The current generation of computers allow simulation codes such as
AMBER [30], CHARMM [31], GROMACS [32], and NAMD [33], to utilise messaging passing interface
(MPI) resulting in the use of several (anywhere from 2 to 1000) computer cores in parallel, thereby
reducing computational time even more when used with high performance computing (HPC)
clusters.

It is important to note that MD simulations in isolation provide limited insight unless properly
evaluated in tandem with experimental data as a means of validating behaviour and predictions
drawn from the motion of molecules through a trajectory. Improvement of analytical methods is
equally as important as the improvement in speed and accuracy of the MD simulations. To do this,
more and more methods for analysing simulations [34-37] are being developed which focus on the
common ground between experimental and computational methods, many of which will be used in
this research.

1.1.5 - Difficulties Facing Molecular Dynamics
Utilisation of these computing resources to explore biomolecular phenomena relies upon the
development of force fields and algorithms which give an accurate representation and
characterisation of the thermodynamic and kinetic properties of the simulated system. In principle,
any system comprising many different molecules can be simulated, but only once they have been
parameterised. The interaction functions and their parameters for common biomolecules have been
carefully calibrated over the years by comparing quantities calculated from MD simulations and
quantities measured experimentally or computed from quantum mechanics calculations. Parameters
are seldom available for novel molecules such as drugs, however, or even for many of the myriad
lipids found in the cell membrane. While automated parameterisation methods exist [38], these do
not guarantee that the parameters will be compatible with existing force fields used to represent the
remainder of the system.

However, the most glaring limitation of MD remains its inability to access timescales representative
of biological processes which typically take place over milliseconds to seconds. The accessibility of
even microsecond timescales in MD is heavily dictated by system size which is further limited due to
computer memory and the time it would take to compute all the interactions.
When characterising the behaviour of molecules within a system, it is essential to determine the important aspects of the system, and where focusing on the accuracy of parameters and representation will yield the most biologically relevant outcome. In this research, protein-membrane interaction is the key process being evaluated by MD. As such, systems were built to be as biologically accurate as possible in terms of components present, and extra care was applied to the development and/or application of protein and membrane parameters.

The question which needs to be asked when performing molecular dynamics simulations is: is additional insight into the behaviour of the system being gained through simulation and subsequent analysis? Ideally, the simulation will both reproduce any available experimental data, thus confirming its relevance, but also provide new insight in terms of e.g. atomic-level detail of the conformational changes underlying a biochemical process, or the effect of changes that could not be made experimentally. Therefore, the choice of force field and program are of utmost importance. Will the force field accurately represent the system components, and, is the program able to generate MD simulations of the system on a time scale where the observations of the system components become relevant?

1.1.6 - Scope of This Research

GROMACS 4 [39] will primarily be used as it represented one of the fastest MD simulation packages at the time this research was undertaken, and was therefore used throughout for the sake of consistency. The GROMOS 54A7 force field [40] will be used with modifications and adaptations where stated as it represented a force field which has been calibrated against thermodynamic, as well as structural, data and thus makes a good choice for observing inter-molecular interactions.

Chapter 2 details the development of a biologically representative cellular membrane following the parameterisation and testing of its lipid components. Chapter 3 employs the technique of molecular dynamics in the development of a predictive rotational screening method to shed light on optimal protein-membrane interactions. Chapter 4 focuses on the similarities and differences in behaviour of phosphatidylinositol 3-kinase (PI3K) and its oncogenic mutants, particularly how the changes relate to its membrane and substrate interactions. Finally, Chapter 5 will describe the properties of a cytochrome P450 system embedded in a cellular membrane, and how it is affected by the presence or absence of a substrate in the active site.
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2.1 - Literature Review

2.1.1 - Overview

Biological membranes are lipid bilayers that coat cells and their organelles, establishing a physical boundary and thus a micro-environment in which the cell or organelle can carry out its necessary biological processes [1]. The formation of organelles leads to compartmentalisation of the cell, where each compartment is associated with a specific function [2]. Cell membranes consist primarily of lipids, which are made up of hydrophobic fatty acid tails and a polar headgroup which differs from lipid to lipid. The types of lipids present in a membrane and their relative abundance are linked with bilayer function and properties [3]. For instance, membrane properties such as permeability and fluidity [4] are vital to bilayer functionality. It is also increasingly being realised that membrane-associated proteins are sensitive to the particular types of lipids present in the membrane [5-7].

In 1972, Singer and Nicolson proposed the fluid mosaic model for the substructure of cell membranes [8], in which the various components are scattered randomly in the lateral dimension of the membrane to form a “mosaic”, with lateral diffusion of these components lending the membrane fluidity. Considerably more is now known about the substructure of cell membranes and the non-lipid components, such as proteins, that reside in and interact with membranes, as is explored in later chapters. Lipids commonly act as cellular targets for signalling proteins and are a vital part of the processes these proteins regulate [9]. As such, the focus of this chapter will be the development of bilayers of physiologically relevant lipid compositions for their use in molecular dynamics simulations with signalling proteins.

2.1.2 - Advantages of Computational Representation

Understanding the myriad biological functions associated with cellular and organellar membranes and the factors governing the localisation and function of membrane-associated proteins is a necessity. This can be achieved through thorough characterisation of the molecular composition of membranes, how this varies in space and between different cell types and biological states, and the effect that this has on cellular processes. The site of interaction with membrane-associated proteins is determined by the location and function of the membrane, which is defined by its lipid composition [10, 11].
While it is possible to obtain low-resolution images of intact cell membranes with techniques such as fluorescence microscopy [12], the nanometre scale of membrane domains - such as clusters of particular lipids such as PIP$_2$ - renders them too small for such studies to shed light on their molecular level composition and structure. Additionally, these techniques cannot report on the molecular-level details of membrane dynamics and how this translates to protein interaction. Therefore, to gain increased insight into the structure and behaviour of membranes, alternative methods such as computer simulations are required [13].

2.1.3 - Molecular Dynamics Studies of Membranes

Molecular dynamics is a tool that can be used to shed light on the dynamic nature of lipid membranes and how that relates to their function. However, most experimental and computational studies of membranes to date have been of simplified model systems comprising only one (usually dipalmitoylphosphatidylcholine, DPPC) [14-16] or two different types [17, 18] of phospholipids or other membrane-associated molecules such as cholesterol [19, 20]. Increasingly over time, research is reflecting the increased value placed on mixed membranes and the link between lipid composition and membrane function [21, 22]. Real biological membranes, however, are much more complex, comprising typically at least five to ten different types of lipids [23]. To gain a full understanding of the behaviour of cell membranes, it is necessary to simulate similarly complex systems. This understanding is limited not only by the requirement that each lipid be parameterised in a manner that is consistent with the remainder of the simulated system, but also the computing power required to simulate bilayers of a significant size for physiologically relevant timescales. To date, this has often been done using coarse-grained models [24, 25], which are useful for studying processes occurring over large spatial and temporal scales, but lack the detail accessible with atomic-level simulations. In recent times, Khalid et al. have advanced the field of atomistic lipid simulations, focusing on the development of bacterial membranes [26, 27]; however, little simulation work is available on mammalian membranes with eukaryotic membrane studies typically being for yeast [28, 29]. Advances in the development of supercomputers Anton and Anton2 [30, 31] have allowed for molecular dynamics simulations on millisecond timescales; however, for most researchers, access to hundreds of nanoseconds to microsecond timescales remains the limit on high performance computing clusters.

2.1.4 - Scope of This Research

Developing the capability for simulating membranes of realistic biological composition at an atomic level represents a crucial first step towards characterising their interactions with proteins and their
involvement in signal transduction, transport of drugs and other molecules through the bilayer, as well as the fundamental biophysics of cell membranes. As such, the goal was to develop parameters for lipid components most commonly found in eukaryotic cell membranes, ensuring they were functional in tandem, so as to allow for the construction of more realistic biological membranes through the variation in their composition. In particular, the focus was on the replication of a lipid bilayer typical of a brain membrane, so as to study its interaction with PI3K, as explored in Chapter 4. The lipids of choice were phosphatidylethanolamine (PE), phosphatidylcholine (PC), phosphatidylserine (PS), phosphatidylinositol 4,5 bisphosphate (PIP2), sphingomyelin (SGML), and cholesterol (CHOL), which contained fatty acid tails varying in length and saturation, as these are the key components of mammalian brain cell membranes, as implemented in experimental studies involving PI3K [32]. Parameters were first tested by simulating single- and dual-lipid bilayers prior to the construction of two brain lipid bilayers, the second of which was simulated using both GROMOS and CHARMM parameters (Section 2.2). The first brain lipid bilayer only took headgroup variation into consideration whilst the second brain lipid bilayer also introduced tail variation.

2.1.5 - Parameter Validation

Typically, force field parameters are validated through their ability to reproduce experimental measurements. In the case of lipids, this manifests itself in the characteristics of the membrane the lipids aggregate to form. The most common and easily measurable characteristic of a membrane is the area per lipid across its lateral plane, despite its shortcomings as a benchmark for membrane properties [33]. Various other experimentally measurable characteristics include the volume per lipid, bilayer thickness, electron density profiles, and order parameters describing the phase of the bilayer [34-37]. These values are used in the majority of parameter set validations when it comes to the construction of lipid bilayers [38-41], and will therefore be used as a benchmark when evaluating the performance of lipid parameters used in this chapter.
2.2 - Methods

All simulations were prepared, performed, and analysed using the GROMACS 4.6 molecular dynamics package and its associated tools [42]. The lipid parameters were based on the GROMOS 54A7 and CHARMM36 force fields [43, 44], with minor additions as described below.

2.2.1 - Coordinates

Prior to the construction of single- and dual-lipid bilayers, all initial coordinates for individual phospholipids were taken with palmitoyl and oleoyl tails (PO). These coordinates were also later implemented in the first brain lipid bilayer.

Initial coordinates for POPE, POPC and CHOL were taken from the final coordinates of a 200 ns simulation of a bilayer of those components [45].

Initial coordinates for POPS were manually generated by combining the coordinates of a molecule of POPE with those of a molecule of (dioleoyl-) DOPS taken from a DOPS bilayer equilibrated for 40 ns at 303 K [46]. The coordinates of the common atoms of the POPE and the DOPS were superimposed and the third hydrogen on the second carbon of POPE replaced with the carboxyl group of DOPS.

Initial coordinates for SGML were taken from a bilayer of 1600 SGML molecules equilibrated for 3.8 ns at 300 K using the GROMOS 43A1-S3 force field [47].

Initial coordinates for PIP$_2$ were manually generated using a combination of the coordinates of a POPC molecule for the tails, and those of a (dipalmitoyl-) DPP$_2$ molecule [48] for the headgroup.

The coordinates for the second brain lipid bilayer introduced tail variation and included stearoyl (S) and arachidonoyl (A) tails. New coordinates for SOPE, POPC, SOPS, SAPIP$_2$, CHOL, and neuronal SGML as implemented in the second brain lipid bilayer were generated via the CHARMM GUI membrane builder [28] from which coordinates are available for a wide range of lipids.

2.2.2 - Parameters

The GROMOS 54A7 force field has only one lipid building block, DPPC. Parameters for POPC, which differs from DPPC only in terms of one of the acyl chains, were previously derived and tested by Poger et al. [38] and were used without adjustment here. For the remainder of the molecules, existing parameters from the GROMOS 54A7 force field were used wherever possible. Lists of the new interaction types introduced are given in Appendix A.
Molecular building blocks for POPE and POPS were mostly identical to that for POPC other than the parameters for interactions involving their differing head group atoms. For both POPE and POPS, the united-atom methyl groups of the PC head group moiety (atoms C1, C2, C3, Figure 2i-A) were replaced by hydrogen atoms, with all bonded (bond lengths, bond angles, dihedral angles and improper angles) and non-bonded methyl-nitrogen interactions replaced by standard 54A7 hydrogen-nitrogen interaction terms. Parameters for the additional carboxyl group in the POPS head group (atoms CF, OI, OJ, Figure 2i-C) were taken from existing bonded and non-bonded carbon-oxygen interactions included within the 54A7 force field.

The head group of SGML is identical to that of PC; thus, the same parameters were used. Beyond that, SGML differs in that a sphingosine group replaces the glycerol moiety that links the head group and fatty acid tails of the phospholipids (atoms N14, C13, C35, OA36, Figure 2i-D). All parameters for this region of SGML were taken from 43A1-S3 force field [49], an earlier GROMOS force field that has been specifically modified for simulating lipids. One SGML fatty acid chain is palmitate, for which parameters already existed. The other 16 carbon long tail features a double bond which was parameterised using the acyl chain double bond parameters from the oleate tail of POPC [38].

For PIP2, head group parameters for the inositol ring (atoms C1-C6, Figure 2i-F) with the inclusion of phosphate groups (atoms O4x, P4 and O5x, P5, Figure 2i-F) were chosen on the basis of similarity to existing interactions included within the 54A7 force field.

For CHOL, new interaction types needed to be added to the 54A7 force field from the 43A1-S3 force field to describe the bonded and non-bonded interactions between carbon atoms in a non-aromatic ring. The ring carbons were assigned the existing CH2r (CH2 in a ring) or CH0 (bare sp3 carbon with 4 bound heavy atoms) atom types with zero partial charge other than atom C2 (Figure 2i-E), which has a partial charge of +0.270 due to the attached hydroxyl group. Parameters for interaction terms describing the ideal length of a single carbon-carbon bond adjacent to a double carbon-carbon bond in a six-membered hydrocarbon ring and a single carbon-carbon bond in a five-membered hydrocarbon ring, bond angles at either end of a double bond in a six-membered hydrocarbon ring and in a five-membered hydrocarbon ring, and a weaker “improper” term describing the planarity of the five-membered hydrocarbon ring were also taken from the modified GROMOS 43A1-S3 force field [49]. For all other interactions, existing 54A7 parameters were used.

These parameters were repeated with the exception of those describing the tails when the second brain lipid bilayer was built, with double bond parameters (taken from the Poger et al. [38] oleoyl
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CHARMM36 [44] parameters for the second brain lipid bilayer were obtained via the CHARMM GUI membrane builder [28].

Figure 2i - Chemical structures of the components of the brain lipid bilayer. A) phosphatidylcholine (PC); B) phosphatidylethanolamine (PE); C) phosphatidylserine (PS); D) sphingomyelin; E) cholesterol; F) phosphatidylinositol 4,5 bisphosphate (PIP2); G) palmitoyl-oleoyl (PO) tails. The atom names referred to in the text and used in the parameter files are shown in purple.

2.2.3 - Bilayer Building Methods

Prior to incorporation into a bilayer, each individual lipid molecule was first subjected to 1000 steps of energy minimisation using the steepest descent algorithm in vacuum with the 54A7 force field modified as described above. The newly synthesised parameters were tested by simulating a series of single- and dual-lipid bilayer systems in solution: pure POPC, POPE, and POPS bilayers; as well as POPC/CHOL bilayers in varying cholesterol concentrations, ranging from 0% to 30%. In the case of POPS, positive counter-ions were also included to neutralise the negative charge from the carboxylate in the headgroup.
Each binary system was built by first randomly distributing lipids in their correct proportions into an ordered leaflet; the leaflet was then reflected and translated to form the other half of the bilayer. The POPC/CHOL bilayers all consisted of 128 lipids in total, with ratios of phospholipid to cholesterol of 16:0, 15:1, 14:2, 13:3, 12:4 and 11:5; whilst the pure bilayers also consisted of 128 lipids in total.

The first brain lipid bilayer system was constructed by first building a small leaflet with composition matching that of a neuronal cell membrane (45% POPE, 15% POPC, 20% POPS, 5% PIP$_2$, 10% CHOL, 5% SGML). This leaflet was mirrored to form a bilayer before being multiplied to form a final system with 480 lipids and dimensions of 13.73 nm by 12.06 nm by 6.93 nm. The second brain lipid bilayer system was constructed in the same way, altering only the tails to SOPE, POPC, SOPS, SAPIP$_2$, CHOL and neuronal SGML but maintaining the same relative composition giving a final system with 800 lipids and dimensions of 16.36 nm by 16.36 nm by 7.36 nm.

Each complete bilayer was subjected to 1000 steps of energy minimisation using the steepest descent algorithm in vacuum with the modified 54A7 force field, then solvated in a rectangular box using the simple point charge (SPC) [50] water model. In the case of the first brain lipid bilayer, the system was neutralised by addition of 216 cations ($\text{Na}^+$) to give a final composition of 216 POPE, 72 POPC, 96 POPS, 24 PIP$_2$, 48 CHOL, 24 SGML, 19639 SPC water and 216 $\text{Na}^+$ ions. In the case of the second brain lipid bilayer, the system was neutralised by the addition of 360 cations ($\text{Na}^+$) to give a final composition of 360 SOPE, 120 POPC, 160 SOPS, 40 SAPIP$_2$, 80 CHOL, 40 SGML, 33232 SPC water and 360 $\text{Na}^+$ ions.

The second brain lipid bilayer system was constructed to be directly comparable to the system constructed through the CHARMM membrane builder [28], which allowed coordinates for new lipids with the remodelled tails to be generated, as well as providing an opportunity to simulate an identical system using an alternative force field. A heterogenous symmetric bilayer of identical lipid composition was specified in the input, which generated an output with an identical number of lipids but instead used 23231 TIP3P water molecules [51] and 320 potassium ions.

2.2.4 - Simulation Methods

The MD simulations of each system using the modified GROMOS 54A7 force field were initiated with the following equilibration scheme. First, the initial velocities were randomly generated from a Maxwell-Boltzmann distribution at 50 K. The system was then heated to the ideal temperature (300 K for POPC, 308 K for POPE, 300 K for POPS, 300 K for the Brain Lipid Bilayer) over the course of 100 ps in the NVT ensemble, with temperature controlled using the Berendsen thermostat [52], with a temperature coupling constant ($\tau_t$) of 0.1 ps, and periodic boundary conditions. This ideal
temperature was representative of a physiologically relevant temperature of at least 10 K above the phase transition point of each lipid [53]. The LINCS algorithm [54] was used with an order of 4 to constrain bond lengths and water bond angles, allowing for an integration time step of 2 fs. The centre of mass motion was removed every 100 ps. Non-bonded interactions were calculated using a grid cut-off scheme. The non-bonded Lennard-Jones interactions within a cut-off distance of 0.9 nm were calculated at every step from a pair list that was updated every fifth time step. At this point, interactions between atoms within 1.4 nm were also calculated and were kept constant between updates. Electrostatic interactions were calculated using particle mesh Ewald (PME) summation [55], with a cut-off distance of 0.9 nm. The system was then further equilibrated for 400 ps at the ideal temperatures outlined above in the NPT ensemble, with pressure controlled using the Berendsen barostat in a semi-isotropic environment, with two pressure coupling constants ($\tau_p$) of 0.5 ps and two isothermal compressibilities of $4.5 \times 10^{-5}$ bar$^{-1}$.

The final equilibrated coordinates were used as the starting configuration for 100 ns MD simulations at the ideal temperatures, with coordinates saved every 200 ps.

The MD simulation of the system built using the CHARMM GUI membrane builder, and therefore the CHARMM36 force field [44], was initiated with the equilibration scheme provided by the builder. The differences with the GROMOS 54A7 equilibration scheme are as follows. A Verlet cut-off scheme [56] was used to describe neighbouring atoms, with non-bonded interactions cut off at 1.2 nm and force-switched between 1.0 and 1.2 nm. Electrostatic interactions were also calculated using PME summation, instead with a cut-off distance of 1.2 nm. When simulating in the NPT ensemble, the temperature of 303.15 K was controlled using the Nose-Hoover [57, 58] thermostat, with $\tau_T = 1$ ps. The pressure was instead controlled using the Parrinello-Rahman [59] barostat in a semi-isotropic environment, with two pressure coupling constants of 5.0 ps and two isothermal compressibilities of $4.5 \times 10^{-5}$ bar$^{-1}$.

### 2.2.5 - Analysis Methods

Area per molecule for single lipid systems was calculated as a function of the box area divided by the number of lipids in each leaflet, averaged across the two leaflets.

Area per molecule for the binary systems was calculated using the following relationships [19]:

$$A_{\text{lipid}} = \frac{2A_{\text{box}}}{(1-x)N_{\text{lipids}}} \left[ 1 - \frac{xN_{\text{lipids}}V_{\text{chol}}}{V_{\text{box}} - N_{\text{water}}V_{\text{water}}} \right], \quad (\text{Eq. 1})$$

$$A_{\text{chol}} = \frac{2A_{\text{box}}V_{\text{chol}}}{V_{\text{box}} - N_{\text{water}}V_{\text{water}}} \quad (\text{Eq. 2})$$
where $A$ is the area of the bilayer or of a single molecule in the plane of the bilayer ($A_{\text{box}}$ is the area of the solvent-facing surface of the bilayer assuming it is planar), $V$ is the volume of the complete, solvated system ($V_{\text{box}}$) or of an individual molecule, $N$ is the total number of lipids of all types in both sides of the bilayer, $x$ is the mole fraction of cholesterol. The value of $V_{\text{water}}$ (0.030 nm$^3$) was obtained from a box of equilibrated SPC water, while the value of $V_{\text{CHOL}}$ (0.593 nm$^3$) was derived from crystal structures by Hofsaß et al. [19].

For a system of more than two components, such as the brain lipid bilayers, relationships of the type given in Eq. 1 and Eq. 2 are no longer applicable, thus an alternative method of calculating the area of each component that utilises Voronoi tessellation as implemented in the program APL@voro [60] was also used. This method involves projecting the centre of mass of each molecule onto a plane and tessellating the area of the plane into individual molecule sections by bisecting the lines that join the centres of mass [61].

The thickness of the bilayer was computed from the electron density profile calculated using the Gromacs program $g_{\text{density}}$ as the distance between the highest points of the peaks corresponding to high electron density that occur at either side of the bilayer. In this way, the average length of specific lipid types as well as that of the entire bilayer could be obtained.

The average volume per lipid was calculated by multiplying the average area per lipid by half the average thickness of the membrane. More specific values for each lipid type were calculated from the average area per lipid type and the thickness calculated for the section of the bilayer where that lipid type was found as detailed above.

The deuterium order parameters of only the saturated lipid tails within each bilayer were calculated using the Gromacs program $g_{\text{order}}$, which calculates how ordered the carbon atoms within each acyl chain of the fatty acid tails are over the course of the simulation. Deuterium order parameters of unsaturated lipid tails were avoided due to known issues with their calculation by $g_{\text{order}}$ [62].
2.3 - Results and Discussion

In order to validate the parameters newly introduced to the GROMOS 54A7 force field, simple bilayers containing one or two components were first constructed so as to test key physical properties previously outlined. These were compared, where possible, to experimental and/or computational values calculated from similar systems.

2.3.1 - Overview of Physical Properties

Area per Lipid

Area per lipid (APL) is one of the key parameters used to assess the accuracy of simulations of lipid bilayers. While calculation of the average area per lipid molecule for single component bilayers is simply the total area of the leaflet divided by the number of lipids, assuming negligible curvature, it is less trivial for more complex mixtures. One possibility is to use relationships of the type given in Eq. 1 and 2. However, these rely on having reasonable estimates for the volume of an individual molecule of all but one of the system components. Even if these are accurate within their own system, they may not necessarily reflect the actual average volume of that type of molecule at each time point in the simulation of every other system. Moreover, this method of calculating the average area per lipid masks the variation in area between different molecules of the same type of lipid at a given time point: i.e. only the variation in the average area of each type of lipid over the course of the simulation is accessible.

An alternative means of calculating area per lipid that does not suffer from these drawbacks is Voronoi tessellation. The centre of mass of each molecule is projected onto a plane parallel to the surface of the bilayer, which is then tessellated into sections corresponding to each molecule by bisecting the lines that join the molecular centres of mass [61]. Voronoi tessellation has, however, been shown to sometimes overestimate the degree of variation in area between different lipids [63].

Bilayer Thickness

Another key physical property is the bilayer thickness. This was estimated as the distance between the peaks in the electron density profile of each lipid, i.e. assuming that the greatest electron density lies at, or close to, the solvent-facing end of each molecule. The appropriateness of this assumption will depend on the nature of the lipid head group. In particular, CHOL sits much lower in the bilayer than the phospholipids, so that its most electron-dense moiety, the hydroxyl group, lies some way from the surface of the bilayer. In comparison, the phosphate group in phospholipids is highly electron dense, and lies close to the bilayer surface. Thus the effective thickness of the bilayer as a whole was estimated from the combined electron density profile for all lipid types.
Volume per Lipid

Volume per lipid (VPL) was simply a function of the area per lipid calculated as outlined above, and half the average thickness of the lipid(s) across the bilayer taken from the electron density profiles.

Deuterium Order Parameters

The deuterium order parameters (DOP) describe how ordered the acyl chains of the fatty acid tails are within each lipid, which describes the membrane fluidity and in which phase it resides.

2.3.2 - Single Lipid Systems

For the three single lipid systems consisting of POPC, POPE, and POPS, the area per lipid (Table 2A, Figure 2ii-B) was calculated using Eq. 1 from section 2.2.5 for every time point during the simulation, and then averaged over all time points following initial equilibration which occurred at approximately 25 ns (Figure 2ii-B). Any variation in the timeseries plot therefore represents a variation in average area per phospholipid over the course of the simulation, as opposed to variation across all lipids at any given time point.

The average area per lipid of POPC was determined to be approximately 0.63 nm² in a relatively thin bilayer (3.25 nm) (Figure 2ii-C) giving an average volume per lipid of approximately 1.03 nm³ (Table 2A). This is in good agreement with experiments [64-66] and previous simulations of PC [38, 67, 68] which gave an area per lipid in the range of 0.60 to 0.65 nm². The volume is lower than reported, but this is undoubtedly due to the method of volume calculation which does not incorporate areas of the lipid beyond the phosphate in the headgroup (Figure 2ii-C). When calculated as a difference between the box volume and the volume occupied by water using 0.03 nm³ as in Eq. 1, the volume per lipid of the POPC system is instead 1.24 nm³ which is in good agreement with the aforementioned experimental data.

The average area per lipid of POPE was determined to be approximately 0.50 nm² in a relatively thick bilayer (3.98 nm) (Figure 2ii-C) giving a volume of 1.00 nm³, or 1.17 nm³ when calculated as a function of the box volume not occupied by water (Table 2A). The area per lipid is lower than the 0.56 nm² measured experimentally and in previous simulations [69, 70]; however, the volume is in better agreement with the 1.15 nm³ measured. With the volume being representative but the area being lower than expected, one possible explanation is due to the POPE lipids being more rigid and therefore not the optimal representation of the fluid phase, as explained in the order parameter discussion below. As outlined in section 2.2.4, simulations of POPE in this research were conducted at 308 K, in parallel with other simulations being at least 10 K higher than the phase transition point.
of each lipid. The phase transition point of POPE (298 K) is closer to its simulation temperature than that of POPS (287 K) and POPC (271 K) [53] and is therefore expected to form a more viscous bilayer.

The average area per lipid of POPS was determined to be approximately 0.55 nm$^2$ in a moderately thick bilayer (3.82 nm) (Figure 2ii-C) giving a volume of 1.06 nm$^3$, or 1.20 nm$^3$ when calculated as a function of the box volume not occupied by water (Table 2A), allowing for any error due to the presence of unmeasured sodium counter-ions. This is in good agreement with previous simulation work [71, 72] which yielded area per lipid at 0.55 nm$^2$ and volume per lipid at 1.19 nm$^3$.

At any given temperature, a lipid bilayer can either exist in a liquid or a solid gel phase [73]. Lipids will be free to diffuse when in a liquid phase, but are less free to do so when in a gel phase due to a lack of kinetic energy. In vivo, cellular membranes exist in the liquid phase, where the temperature of their environment is in excess of their phase transition point. The temperature of the simulation will therefore control the phase of a bilayer, and as such was varied across each single lipid system. The POPE system had a temperature of 308 K, whilst the other two had a temperature of 300 K. Deuterium order parameters are a good indication of the fluidity of the membrane; if the acyl chain of the fatty acid has low order parameters, it is therefore more mobile and “disordered”, describing a system in the liquid phase. The deuterium order parameters were calculated for the palmitoyl (P) fatty acid tail, as it allowed for calculation on a fully saturated tail negating any complications which may arise from the double bond in the oleoyl (O) fatty acid tail. As the deuterium order parameter gets further from zero, the more ordered the acyl chain would be. In all three cases of single lipid systems analysed, the P tail of POPC, POPE, and POPS all reflected deuterium order parameters expected from a fluid phase bilayer [14, 74, 75], with the magnitude of the parameters ranging from approximately 0.25 to 0.12 for POPC and POPS, and a slightly higher, more ordered, 0.34 to 0.18 for POPE which explains the thicker though not yet gel like nature of the bilayer (Table 2A, Figure 2ii).

<table>
<thead>
<tr>
<th>Physical Properties</th>
<th>Single Lipid Systems</th>
<th>POPC + CHOL %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POPC</td>
<td>POPE</td>
</tr>
<tr>
<td>APL (nm$^2$)</td>
<td>0.631</td>
<td>0.501</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td>3.25</td>
<td>3.98</td>
</tr>
<tr>
<td>VPL (nm$^3$)</td>
<td>1.03</td>
<td>1.00</td>
</tr>
<tr>
<td>DOP Range</td>
<td>0.23 - 0.13</td>
<td>0.34 - 0.18</td>
</tr>
</tbody>
</table>
2.3.3 - Effect of Cholesterol

As the properties of cholesterol are not best observed in pure bilayers, an ideal way of observing their behaviour is through their effect on phospholipid bilayers as cholesterol concentration is increased. A cholesterol molecule is too short in length to span the leaflet of a typical lipid bilayer, that is where the tails comprise of 16 or more carbon atoms, and as such, it sits buried amongst the phospholipid molecules, with the hydrophobic majority of cholesterol packed around the phospholipid tails (Figure 2iii-A). Its hydroxyl group instead nestles in amongst the carbonyl groups in the POPC (in this case) molecules allowing the POPC head groups to act as a molecular umbrella. The
area per cholesterol remains relatively stable in comparison to that of POPC, ranging from 0.284 nm$^2$ at 6.25% to 0.257 nm$^2$ at 31.25% (Figure 2iii-B), whilst the overall box area of the system decreases. This ultimately means that with a reduction in the number of phospholipids as the concentration of cholesterol increases, the larger relative decrease in area per lipid of POPC (0.631 nm$^2$ at 0% cholesterol to 0.532 nm$^2$ at 31.25% cholesterol) is primarily responsible for this change (Table 2A, Figure 2iii-C). This decrease occurs at a greater rate than expected when compared with ideal mixing [76] where the area per molecule is simply a weighted average of the area of the pure components. This is known as the condensation effect and was first observed almost 100 years ago [77].

**Figure 2iii** - **A)** Snapshot of the POPC/25% cholesterol system following 100 ns of simulation time, highlighting the relative position of the cholesterol molecule with the atoms coloured by name - C (cyan), N (blue), O (red), H (white). **B)** Area per cholesterol molecule in each of the binary POPC/cholesterol systems coloured from cold (6.25%) to hot (31.25%) as the concentration increases. **C)** Change in the average area per POPC molecule in each of the binary POPC/cholesterol systems as cholesterol concentration increases. **D)** Deuterium order parameters for the palmitoyl tail of the POPC lipids in each of the binary POPC/cholesterol systems.
Cholesterol is seen to also thicken the bilayer (Table 2A), suggesting that the POPC tails are increasing in length and therefore becoming more ordered. This is also reflected in the deuterium order parameter ranges (Table 2A, Figure 2iii-D), which become more and more ordered particularly towards the glycerol end of the acyl chain as cholesterol concentration increases. This is to be expected due to cholesterol packing itself in between neighbouring POPC fatty acid tails, and therefore results in a less fluid membrane.

The overall effects of cholesterol as outlined above on a lipid bilayer are in good agreement with previous studies done exploring various cholesterol concentrations [19, 78].

2.3.4 - Brain Lipid Bilayer

As the aim was to create a lipid bilayer representative of a brain cellular membrane, the properties of all combined lipid components also needed to be tested. Due to the complex nature of the brain lipid bilayer, comprising six different components, area per lipid was calculated using APL@vor (Section 2.2.5). Average area per lipid was calculated over the course of the 100 ns simulation with a tessellation being drawn every 0.5 ns. The average areas of each component were taken from the 200 tessellations and are estimated as follows: POPE 0.610 nm$^2$, POPC 0.595 nm$^2$, POPS 0.615 nm$^2$, PIP$_2$ 0.645 nm$^2$, SGML 0.633 nm$^2$, and CHOL 0.283 nm$^2$ (Table 2B, Figure 2iv-A). The primary phospholipids tested in the single component systems (POPC, POPE, and POPS) all had similar areas in the brain lipid bilayer, approximately 0.6 nm$^2$, which is not reflective of their variance when tested in isolation – ranging from 0.50 nm$^2$ (POPE) to 0.63 nm$^2$ (POPC) (Table 2A). CHOL’s area is effectively identical to that observed in the binary POPC/CHOL when cholesterol had a low concentration (Figure 2iii-B), whilst SGML’s area of 0.633 nm$^2$ is considerably higher than the 0.55 nm$^2$ reported in the literature [47, 79, 80]. Little data exist in the way of area per lipid for PIP$_2$ but considering the nature of its headgroup, it can be expected to be larger than its phospholipid counterparts.
The area per lipid values for individual lipids included in the APL@voro calculations were averaged across each time point and plotted as histograms showing their variation within each lipid type (Figure 2v). This allowed not only an observation of the area per lipid variance, but also the potential error range in the Voronoi tessellation’s estimation of the areas. Considering the composition of the brain lipid bilayer, these errors will have the most effect on the area per lipid estimations of the most sparse lipid components, whilst the area per lipid estimation of POPE (the dominant component) will, and did, exhibit the most normal distribution. Despite the normality of most distributions, it is evident that the lipid areas, or APL@voro’s estimate of those areas, fluctuate greatly. The smallest and largest lipids within each distribution were approximately 50% smaller and larger than the calculated means respectively.
In the case of all components but SGML, APL@voro overestimated the area of at least one molecule displayed as a clear outlier on each histogram. The mean was not always representative of the mode which provides two possibilities for the accepted areas of each component. This is particularly the case of SGML, which exhibited a bimodal distribution, suggesting its area may be calculated differently on the basis of its neighbouring lipids.

**Figure 2v** - Distributions of the individual area per lipid values for each component chosen for calculation by APL@voro - POPE (black), POPC (red), POPS (blue), PIP<sub>2</sub> (pink), SGML (orange), and CHOL (green). In each case, the mean is indicated by a cyan line.
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A few things need to be taken into consideration when evaluating Voronoi tessellation areas. Firstly, it is known to overestimate the area of larger components in the system \[63\]. Secondly, it is dependent on the user’s choice of key atom(s) around which to tessellate the plane. In the case of the area reported, the phosphate group was used for all lipids, whilst the hydroxyl group was used in the case of cholesterol. For the sake of comparison, when all atoms are selected across all lipids, the areas per lipid are estimated as follows: POPE 0.609 nm\(^2\), POPC 0.612 nm\(^2\), POPS 0.610 nm\(^2\), PIP\(_2\) 0.680 nm\(^2\), SGML 0.591 nm\(^2\), and CHOL 0.269 nm\(^2\). These values are closer to their experimentally determined areas, but are not so substantially different than the values obtained when a few key atoms are selected; with the latter method providing a considerable boost in calculation speed.

Finally, the estimated areas depend on the location or “slice” of the membrane plane to be tessellated, with key atoms selected at the hydrophobic/hydrophilic interface of the bilayer doing the best job of not skewing the calculated areas of larger and smaller components of the membrane \[17, 61, 63, 81\].

With such a large system, areas per lipid need to be considered with a grain of salt as they are not the best indication of the lipid parameters reproducing experimental behaviour, due to their high sensitivity to simulation input parameters, especially those governing electrostatics \[33\]. It is also unknown how area per lipid might vary for such a complex mixture, as area properties varied even with the addition of cholesterol (Figure 2iii-C).

Volume per lipid is a more useful benchmark and also converges far more quickly than area per lipid \[38\]. While volume per lipid can be calculated in the same way as previously (as a function of area and half the thickness), the bilayer thickness of a mixed component membrane proves a trickier task than simply calculating its electron density. Due to each component having a different thickness, and therefore a different density profile, the overall membrane thickness is heavily biased towards whichever the most dominant component of the bilayer happens to be – in this case POPE. Membrane thickness as a whole was instead calculated as the difference between the two points on either side at which the electron density of the solvent exceeded that of the lipids.

The overall membrane thickness was found to be approximately 4.5 nm (Figure 2iv-C). Volume per lipid for each component was calculated using the thicknesses of the lipids from their individual electron density maps (Table 2B, Figure 2iv-D), which were found to be as follows: POPE 3.75 nm, POPC 3.59 nm, POPS 3.73 nm, PIP\(_2\) 4.63 nm, SGML 3.93 nm, and CHOL 2.13 nm. This, in turn, gives a volume per lipid for each component as follows: POPE 1.14 nm\(^3\), POPC 1.07 nm\(^3\), POPS 1.15 nm\(^3\), PIP\(_2\) 1.50 nm\(^3\), SGML 1.24 nm\(^3\), and CHOL 0.30 nm\(^3\). When looking back at the single lipid systems, it can now be seen that the exaggeration in phospholipid area has led to a larger than expected volume,
while the underestimation of the cholesterol area has led to a volume smaller than the 0.593 nm$^3$ calculated from the crystal structure.

While all calculations stemming from APL@voro must be considered cautiously, interpretation of the deuterium order parameters can be done with more confidence. It can be seen that all the palmitoyl tails of the phospholipid components exhibit disorder parameters in line with a bilayer in the liquid phase (Table 2B, Figure 2iv). The SGML tail is even more disordered, which is interesting considering suggestions it is expected to be found in lipid rafts along with cholesterol [12, 20, 82] - a molecule which was observed to increase order and is linked to the regulation of membrane fluidity [83, 84].

### Table 2B

*Physical properties (Section 2.3.1) of the lipids in the brain lipid bilayer systems*

<table>
<thead>
<tr>
<th>Physical Properties</th>
<th>PC</th>
<th>PE</th>
<th>PS</th>
<th>PIP$_2$</th>
<th>SGML</th>
<th>CHOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>APL (nm$^2$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a$^1$</td>
<td>0.595</td>
<td>0.610</td>
<td>0.615</td>
<td>0.645</td>
<td>0.633</td>
<td>0.283</td>
</tr>
<tr>
<td>b$^2$</td>
<td>0.586</td>
<td>0.543</td>
<td>0.558</td>
<td>0.577</td>
<td>0.558</td>
<td>0.260</td>
</tr>
<tr>
<td>c$^3$</td>
<td>0.498</td>
<td>0.494</td>
<td>0.530</td>
<td>0.630</td>
<td>0.631</td>
<td>0.258</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>3.59</td>
<td>3.75</td>
<td>3.73</td>
<td>4.63</td>
<td>3.93</td>
<td>2.13</td>
</tr>
<tr>
<td>b</td>
<td>4.35</td>
<td>4.03</td>
<td>4.51</td>
<td>4.97</td>
<td>4.37</td>
<td>1.72</td>
</tr>
<tr>
<td>c</td>
<td>3.93</td>
<td>4.25</td>
<td>4.27</td>
<td>5.33</td>
<td>4.55</td>
<td>2.31</td>
</tr>
<tr>
<td>VPL (nm$^3$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>1.07</td>
<td>1.14</td>
<td>1.15</td>
<td>1.50</td>
<td>1.24</td>
<td>0.30</td>
</tr>
<tr>
<td>b</td>
<td>1.27</td>
<td>1.09</td>
<td>1.26</td>
<td>1.43</td>
<td>1.22</td>
<td>0.22</td>
</tr>
<tr>
<td>c</td>
<td>0.98</td>
<td>1.05</td>
<td>1.13</td>
<td>1.68</td>
<td>1.44</td>
<td>0.30</td>
</tr>
<tr>
<td>DOP Range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>0.24 - 0.11</td>
<td>0.23 - 0.10</td>
<td>0.25 - 0.12</td>
<td>0.25 - 0.11</td>
<td>0.20 - 0.08</td>
<td>nc$^4$</td>
</tr>
<tr>
<td>b</td>
<td>0.31 - 0.15</td>
<td>0.30 - 0.11</td>
<td>0.30 - 0.12</td>
<td>0.30 - 0.12</td>
<td>nc</td>
<td>nc</td>
</tr>
<tr>
<td>c</td>
<td>0.34 - 0.20</td>
<td>0.34 - 0.15</td>
<td>0.34 - 0.15</td>
<td>0.34 - 0.16</td>
<td>nc</td>
<td>nc</td>
</tr>
</tbody>
</table>

1. The first brain lipid bilayer system is denoted by ‘a’.
2. The CHARMM brain lipid bilayer system is denoted by ‘b’.
3. The second brain lipid bilayer system is denoted by ‘c’.
4. Uncalculated values (for lipids without saturated tails) are denoted by ‘nc’.

### 2.3.5 - CHARMM Lipid Bilayer

The same calculations were carried out within APL@voro for the CHARMM membrane builder bilayer, using the same key atoms for all components. The areas per lipid appear to have converged better in this simulation (Figure 2vi-A), with average estimates found to be as follows: SOPE 0.543 nm$^2$, POPC 0.586 nm$^2$, SOPS 0.558 nm$^2$, SAPIP$_2$ 0.577 nm$^2$, Neuronal SGML (NSGML) 0.558 nm$^2$, and
CHOL $0.260 \text{ nm}^2$ (Table 2B). These areas are in good agreement with previously reported experimental values across the board, with the exception of POPC which was roughly 6% smaller here.

With an overall thickness of $4.86 \text{ nm}$ and more ordered saturated tails (stearoyl and palmitoyl), it appeared to be less fluid than the first brain lipid bilayer, but remained within the range of DOP values expected for a fluid phase (Table 2B, Figure 2vi-B). Individual thicknesses for the components of SOPE $4.03 \text{ nm}$, POPC $4.35 \text{ nm}$, SOPS $4.51 \text{ nm}$, SAPIP$_2$ $4.97 \text{ nm}$, NSGML $4.37 \text{ nm}$, and CHOL $1.72 \text{ nm}$, gave rise to volumes of $1.09 \text{ nm}^3$, $1.27 \text{ nm}^3$, $1.26 \text{ nm}^3$, $1.43 \text{ nm}^3$, $1.22 \text{ nm}^3$, and $0.22 \text{ nm}^3$ respectively (Table 2B, Figure 2vi-D). The calculated volume for cholesterol is strikingly low which may once again be a function of APL@voro underestimating its area. As no part was taken in the parameterisation of these lipids, no conclusions will be made beyond acknowledging its good...
agreement with experimental data, which makes this system ideal as a benchmark for comparison with the second brain lipid bilayer which incorporated the same tail configurations for each lipid component.

### 2.3.6 - Second Brain Lipid Bilayer

As the second brain lipid bilayer was also simulated using GROMOS style parameters, the analysis procedure was repeated allowing comparison with the CHARMM parameters. Areas per lipid were calculated as: SOPE 0.494 nm², POPC 0.498 nm², SOPS 0.530 nm², SAPIP₂ 0.630 nm², NSGML 0.631 nm², and CHOL 0.258 nm² (Table 2B, Figure 2vii-A). The values for SOPE and POPC were smaller than seen in the CHARMM lipid bilayer, while the values for SAPIP₂ and NSGML were larger.

**Figure 2vii** - A) Area per lipid for each component of the second brain lipid bilayer - SOPE (black), POPC (red), SOPS (blue), SAPIP₂ (pink), NSGML (orange), and CHOL (green). B) Deuterium order parameters of the saturated tails for the relevant components of the second brain lipid bilayer. C) Electron density map for the complete second brain lipid bilayer system including solvent. D) Electron density map for each component of the second brain lipid bilayer. The z axis represents the length of the normal to the bilayer in both cases.
A larger membrane thickness of 5.11 nm and the slightly more ordered nature of the tails would suggest that this new brain lipid bilayer is once again less fluid than the CHARMM lipid bilayer (Table 2B, Figure 2vii-B). Individual thicknesses of: SOPE 4.25 nm, POPC 3.93 nm, SOPS 4.27 nm, SAPIP$_2$ 5.33, NSGML 4.55 nm, and CHOL 2.31 nm, gave rise to volumes per lipid of: SOPE $1.05 \text{ nm}^3$, POPC $0.98 \text{ nm}^3$, SOPS $1.13 \text{ nm}^3$, SAPIP$_2$ $1.68 \text{ nm}^3$, NSGML $1.44 \text{ nm}^3$, and CHOL $0.30 \text{ nm}^3$ (Table 2B, Figure 2vii-D).

Once again, values for SOPE and POPC were smaller than seen in the CHARMM bilayer, considerably in the case of POPC, and values for SAPIP$_2$ and NSGML were larger. However, considerably different simulation input parameters (Section 2.2.4) were used in the generation of both systems to reflect the force fields with which the lipids were parameterised. Along with the nature of the assembled parameters (Section 2.2.2) from different iterations of the GROMOS force fields, this could have had a significant effect on bilayer properties dependent on the version of Gromacs in which they were modelled [85]. Also, considering the parameters for POPC were untouched between the first brain lipid bilayer and this one, the contrast in results specific to this lipid are stark and underline how evaluation of single lipid properties within mixed lipid bilayers can affect results.
2.4 - Conclusion

The focus of this research was to construct a biologically realistic membrane, in this case a lipid bilayer representative of a brain membrane with a physiologically relevant lipid composition. This required the assimilation of coordinates and parameters for the various components - PC, PE, PS, PIP$_2$, SGML, and CHOL - compatible with the GROMOS 54A7 force field. The parameters were tested through simulation and analysis of small single lipid and binary systems, and they were validated through their ability to reproduce the structural and dynamic properties of previously analysed lipid systems, both computationally and experimentally.

Simulations of single lipid and binary systems showed the assimilated GROMOS 54A7 parameters to result in good reproduction of bilayer properties, lending confidence to their suitability for building a brain lipid bilayer. The construction of the first brain lipid bilayer was followed by the testing of its behaviour to observe that the lipid components could also reproduce structural and dynamic properties when simulated in a large mixed composition. Using the CHARMM GUI membrane builder, the realistic nature of the membrane was further improved in the construction of a second brain lipid bilayer, following modification of the lipid tails to those expected in such a composition.

Simulations of the mixed lipid systems also showed the assimilated GROMOS 54A7 parameters to result in good reproduction of bilayer properties. This allows for the use of this brain lipid bilayer in any molecular dynamics simulation where the system being observed occurs in neuronal cells at the membrane interface. Furthermore, these parameters can also be extended to the construction of lipid bilayers found in a range of cells through variation of their composition.

The importance of lipid composition has long been highlighted in membrane behaviour and plays a role in cellular signalling and lipid recognition in enzymatic studies. This ensures that any molecular dynamics study on a human system in which a cellular membrane plays a part can be as accurately represented as possible so as to derive new insight into the behaviour of the membrane itself and the proteins which interact with it.
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Chapter 3 - Protein-Membrane Interactions

3.1 - Literature Review

3.1.1 - Overview

As outlined in Chapter 1, a protein’s function is linked to its structure, which in turn is determined by its sequence. Mutation of this sequence that leads to a structural change can cause an alteration in the protein’s function. Enzymes and signalling proteins are of utmost importance in the body when it comes to regulation of physiological behaviour through various biological pathways. As such, when a mutation in these proteins alters their function, this will more often than not negatively impact a cascade of activities, resulting in disease. Both enzymes and signalling proteins commonly interact with cell membranes, with this sub group appropriately being named membrane proteins. Simply put, membrane proteins are proteins which interact with cell lipid bilayers found in the body. These interactions can either be integral, involving membrane proteins which are permanently anchored within the bilayer, or peripheral, involving membrane proteins which are only temporarily bound to the bilayer or even to an integral membrane protein. This chapter focuses on the development of a rotational interaction energy screening method able to rapidly predict the orientation in which peripheral membrane proteins will exhibit transient complexes with cell lipid bilayers. The method incorporates non-bonded interactions described in molecular dynamics (Section 3.2) to determine the most favourable interface between a membrane protein and a bilayer of physiologically relevant lipid composition developed in Chapter 2.

3.1.2 - Peripheral Membrane Proteins

Peripheral membrane proteins commonly fall under two classes of proteins – enzymes and signalling proteins, but play a part in many other biological processes such as vesicle formation. Enzymes are highly specific proteins which catalyse various chemical reactions around the cell, ranging from metabolism to deoxyribonucleic acid (DNA) transcription. Signalling proteins generally collaborate with hormones and regulate physiological behaviour and biological pathways around the body. Considering the role of peripheral membrane proteins in the human body, it should come as no surprise that a large number of them are drug targets [1, 2], with half of all known small molecule drugs binding to membrane proteins [3]. It is important therefore to characterise how they interact with the membrane, in terms of orientation, a mode of action and relative location of drug binding sites, as well as how these factors differ in wild type functional proteins compared to any disease-linked mutated variants.
Peripheral membrane proteins bind to the cell lipid bilayer in different ways. There can be loops or helices, short, long or bent, embedded at various depths into the membrane or even lying flat on its surface [4, 5]. The residues which interact with the cell lipid bilayer can be characterised as membrane binding or targeting domains, and these differ across families of membrane proteins [6, 7]. Some examples of membrane binding or targeting domains include C1 (conserved region 1) domains [8], C2 (conserved region 2) domains [9], PX (phox homology) domains [10] and PH (pleckstrin homology) domains [11].

Transient protein membrane interactions can broadly be broken down into VDW interactions and electrostatic interactions, with the former describing membrane anchors embedded into the hydrophobic region of the membrane, and the latter describing surface to surface interactions involving the hydrophilic region of the membrane [12]. Electrostatic interactions can either be described as non-specific, generally long range, or specific, generally short range; where the favourability of these interactions determine the likelihood of membrane binding occurring at a particular site [13, 14].

For these interactions to lead to protein function there are two groups which must work in tandem - amino acids from the protein and lipids from the membrane. Just as the protein sequence defines its structure and function, so will the lipid composition of the membrane correlate with its location in the body and thus its function [15, 16]. Most signalling proteins bind site specifically to cellular membrane regions which are the points of recognition to initiate the pathways these proteins regulate. The acidic phospholipids introduced in Chapter 2, phosphatidylserine (PS) and phosphatidylinositol (PI) are in almost all cases the binding targets of signalling proteins; however, the domains and mechanisms which bind them vary greatly [17].

PIs are one of the least common phospholipids found in human cell membranes, but are one of the major cell signalling recognition sites [18]. They have a further level of differentiation on the basis of phosphorylation at the 3-, 4-, and 5- positions of the inositol ring, and ratios between these phosphorylated lipids within a cellular compartment act as another control mechanism for signalling pathways [19]. PIP₂ in particular serves as an important target in processes such as exocytosis, endocytosis, membrane trafficking, and enzyme activation [20]. Despite the low level of PIP₂ in cellular membranes, approximately 0.05% [17], these phosphoinositides are localised in clusters within the cellular membranes around the cell, allowing for the proteins which target them to carry out their functions at specific sites [21].
Due to the small percentage of PIs within the cell, it can be expected that signalling proteins which target them have a high specificity, while signalling proteins which target PS and other anionic lipids have a rather low specificity due to the more abundant nature of the lipid (8.5%) [17]. Other mechanisms are involved in the regulation of PS targeting proteins, such as those which include C2 domains. These domains commonly rely on calcium levels to determine when membrane binding occurs [22-24]; however, not all proteins that include C2 domains rely on calcium ions to regulate their binding [9].

3.1.4 - Protein-Membrane Association

There are two parts to membrane protein interaction - membrane association, and membrane binding. Membrane association is usually achieved through non-specific long range interactions [25], whereas membrane binding is achieved through specific short range interactions, for instance, through signalling targets in the membrane bound by motifs within the protein sequence [26]. Research suggests that electrostatic interactions guide the protein towards its initial membrane docking configuration, at which point hydrophobic embedding stabilises the membrane interaction [17, 24, 27]. The membrane association is a key part of not only translocation of the protein to the correct region of the cellular membrane, but also allowing for membrane binding in the correct orientation to achieve the protein’s function. Even proteins within the same family often use different methods for membrane binding [28, 29], further increasing specificity.

When considering the behaviour of disease-linked malfunctioning membrane proteins, inhibition of their function can therefore be achieved in a multitude of ways - disrupting the favourable electrostatic protein-membrane interface, removing or altering the target molecule found within the membrane, or disrupting the specific sequence motifs or recognition sites within the protein which allow it to bind. In drug design, the first two methods could have dire implications on a multitude of protein functions beyond the target, and as such, the third option stands out as the most target-specific and logistically feasible method of inhibition.

3.1.5 - Importance of Lipid Composition

Considering the targets that signalling proteins rely on for their function, the lipid composition of cellular membranes is of high importance, and can influence the local structure, dynamics and activity of membrane proteins [30-32]. As outlined in Chapter 2, in times past, computational studies commonly profiled membranes as monolipid bilayers involving only DPPC, for example, evolving to bilayers with two kinds of lipid [33-35]. However, if the aim is to observe the membrane targeting of a protein which binds to a particular phospholipid, then it’s only logical that the phospholipid be
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included in the system. Studies with simplified membranes will be unable to follow the membrane targeting of signalling proteins which rely on specific lipid compositions to be functional.

Another shortcoming of many existing computational studies is the use of coarse-grained simulations to characterise system components [36-38]. These simulations eliminate the atomistic detail of the components within the system; most importantly, those interactions with each other and with the protein residue side chains and membrane lipid headgroups.

As explained in Chapter 1, there are two major limitations to molecular dynamics, namely a lack of parameters and a lack of computing power, both of which restrict the potential for longer time scale simulations of complex systems. For a biologically representative cellular membrane to be simulated, not only do the individual lipids need to be parameterised within a force field, but they also need to be compatible with each other. While there will always be limitations, this study seeks to exploit novel lipid parameters previously assembled [39] and tested in Chapter 2, and the advent of more powerful computing resources to partially overcome these limitations.

3.1.6 - Limitations of Experimental Assays

In vivo studies have shown the importance of both hydrophobic embedment into the bilayer and basic residues binding to the lipid headgroups as crucial to the function of membrane proteins [24, 27, 40]. Equally important is the lipid composition, with fluctuations in acidic phospholipid levels resulting in drastic differences in membrane binding due to the electrostatic favourability of the interactions with basic residue clusters on the protein surface [41]. Disruption of this protein-membrane interaction is essentially a complete neutralisation of its function, and therefore it is important to be able to accurately measure any effect on protein-membrane interaction pre- and post-disruption. To do this experimentally, a membrane binding assay has to be developed with a means of detecting interaction, which incorporates the native protein capable of its function as well as a realistic composition of the membrane it is expected to bind to, the site of its target [42].

A range of assays exists including cosedimentation and coflotation assays, surface plasmon resonance, and various fluorescence spectroscopy methods.

In cosedimentation assays, the concentration of one of the components needs to be varied to excess in an effort to calculate the dissociation constant between the protein and the membrane [43]. It makes more sense to vary the lipid concentration due to the cost-efficiency of obtaining it in abundance in comparison to a purified protein. However, only an approximate value for the dissociation constant can be obtained due to the multivalent nature of protein-membrane binding [42].
Surface plasmon resonance can be used to measure lipid specificity of protein-membrane interactions through the alteration of lipid composition [44]; however, signals are approximate and cannot always be pinpointed to the protein’s interaction with a specific type of lipid.

Fluorescence resonance energy transfer assays are commonly used to look at protein-membrane binding as they provide additional insight into the dynamic nature of the interactions. Tryptophan fluorescence, in the case of the protein, can be used to determine the region of the protein undergoing binding due to the fluorescence of the tryptophan changing as it moves into a more hydrophobic environment in the membrane than in the solvent [45]. Additionally, lipid labelling in either the headgroup or the tails [46, 47] can be used to determine the extent and the depth to which the protein inserts itself into the membrane [48]. However, these fluorescence assays are heavily reliant on the tagged amino acid and lipid being close enough for fluorescence transfer to take place, and on their emission and excitation spectra overlapping [49]. As such, they are not always guaranteed to work, and fail to give an accurate distance or quenching measurement for more than one specific pair of sites per assay.

3.1.7 - Computational Evaluation of Protein-Membrane Interactions

To achieve maximum insight into the behaviour of membrane proteins as it relates to their function, protein-membrane interactions need to be characterised on a residue level and lipid level. As outlined above, experimental methods to test these interactions not only require successful purification of the protein in question, but also development of a sensitive and specific lipid binding assay. Alterations in the protein sequence or lipid composition are money and time consuming, and are more easily achieved computationally, with the only limitation being initial parameterisation. Due to the atomistic level of detail in computational representation, the characterisation of membrane-protein affinity on a residue and lipid specific level becomes a realistic goal.

In the past, membrane and solvent properties in protein-membrane screening methods have been described in very basic and broad terms due to the restraints of computing power and parameterisation of single components within them. Membranes have evolved from smeared-charge models which permeate a negative charge through a slab representative of a bilayer in an attempt to describe the effect of the distribution of acidic phospholipids across the membrane [50]. In combination with a smeared-charge model of a peptide with a distribution of a positive charge across the surface due to the effect of the distribution of basic residues, this gives a computationally cheap method of evaluating protein membrane interactions. However, this fails to describe clustering of lipids and/or structural motifs within membranes and proteins, allowing for specific recognition and binding sites.
Computational studies have further evolved to pinpoint the necessity for observation of proteins on a molecular (residue) level to determine their effect on a charged membrane [22]. Methods such as the Poisson-Boltzmann equation [51] were developed to describe the electrostatic properties of biological macromolecules using a finite difference approximation for a static structure [52, 53]. Compromises for computational efficiency are also made elsewhere, describing water as a dielectric constant allowing for the description of long-range electrostatics but sacrificing molecular detail and protein dynamics in the process. Whilst able to determine a putative protein-membrane interface, this method negates the possibility for any short-range specific interactions between residues and lipids to be characterised. Lipid composition was not given nearly as much focus as the protein, choosing instead to describe membranes using atomistic models of one or two lipids [54].

### 3.1.8 - Scope of This Research

As discussed in Chapter 2, if the hope remains to visualise and characterise molecular interactions accurately, then the system which incorporates these interactions must also have accurately described components. Phospholipid composition and concentration, and membrane properties help determine the binding site and function of membrane proteins. Using an atomistic representation of a lipid bilayer with a physiologically relevant composition, as well as atomistic representations of protein and water, this chapter presents a method of rapidly evaluating and characterising protein-membrane interactions. This method seeks to determine the correct orientation of peripheral membrane proteins with respect to the membrane on the basis of the electrostatic and VDW energies between them. The atomistic detail further allows identification of individual residues and lipids important to the process, leading to the development of experimentally testable hypotheses behind protein-membrane interactions.
3.2 - Non-Bonded Interaction Energy Terms

The goal of this work was to develop a method for rapidly evaluating how the interaction potential between a protein and a membrane varies with respect to the orientation of the protein relative to the membrane, and the membrane composition. While there exist several approximate methods for doing so, as outlined above, the goal here was to replicate the protein-membrane interactions that exist during a molecular dynamics simulation; therefore the protein-membrane interactions are evaluated using the non-bonded interaction energy terms from the same force field (GROMOS 54A7 [55]) as was used in the simulations.

As outlined in Chapter 1, in an MD simulation, the protein-membrane interactions are described by the non-bonded terms of the force field, namely the Lennard-Jones (van der Waals) and Coulombic (electrostatic) potentials. These terms are evaluated for pairs of atoms in the protein and membrane within a cut-off distance. For the GROMOS force fields and simulation setup used here, the Lennard-Jones interactions are set to zero outside the cut-off distance, and the Coulombic interactions are treated with the particle-mesh Ewald (PME) [56] approximation.

![Image of Lennard-Jones and Coulombic potentials](image)

**Figure 3i** - The Lennard-Jones ($V_{LJ}$) and Coulombic ($V_{C}$) potentials. The majority of Lennard-Jones energy terms presented in the interaction energy screening are at a distance ($r$) greater than the minimum and as such will always be in the favourable region (below zero) of the potential. The nature of the Coulombic energies depends on whether the signs of the partial charges of the atoms involved are the same or opposite.

At distances greater than $\sigma$ and less than the cut-off, all van der Waals (VDW) interactions, described by the Lennard-Jones potential (Figure 3i), are attractive to some degree, with a minimum (most attractive) interaction energy of $\varepsilon$ at an optimal atom-atom distance. As the protein and membrane get closer together, the Lennard-Jones potential ascends steeply, making interactions repulsive for the most part at very short atom-atom distances and therefore preventing steric overlap of atoms.
Coulomb’s constant \( \frac{1}{4\pi\varepsilon_0} \) describes the electrostatic interaction energy between two charged atoms \((q_1\) and \(q_2\)). These include polar atoms, which are assigned partial charges in atomic-level force fields. These interactions are favourable when unlike charges come close together, and vice versa. Coulombic interactions are in general of higher magnitude than VDW interactions, and remain significant over larger atom-atom distances due to the \(1/r\) scaling (Figure 3i). At very short atom-atom distances, however, the repulsive part of the Lennard-Jones term is much greater than the Coulombic attraction between unlike charges, thus preventing steric overlap. The Coulombic interactions are therefore expected to dominate the protein-membrane interaction at large distances, whereas at shorter distances, a favourable Lennard-Jones interaction could also result if there is a large protein-membrane interaction surface.
3.3 - Method Development

3.3.1 - Test System Methods

A test system was used to understand the balance between the relative contributions to the non-bonded interaction energy and how they vary with the distance between the interacting components. The GROMACS 4 simulation [57] software separates the short- and long-range contributions to the Coulombic and Lennard-Jones (LJ) interactions; the long-range Coulombic contribution comes from the PME approximation, so was not included in this testing.

A series of systems described by the GROMOS 54A7 force field [55] was constructed including a slab of 817 decane molecules and a single methane molecule translated to minimum distances of 0.5 nm, 1 nm, 1.5 nm, and 2 nm away from the decane (Figure 3.3.1). The systems were separated into two groups, where the methane molecule was either given a small negative charge of -0.2, or left uncharged. The decane slab was given a positive charge of 1 spread evenly across the first and tenth carbons, or left uncharged, respectively. These two groups of systems were further separated on the basis of their input files which either had single range cut-offs for both Coulombic and LJ calculations, or twin range cut-offs for the LJ calculations but not the Coulombic calculations. In a twin-range cut-off system, energies within the first cut-off are calculated every step, whilst energies between the first and second cut-off are evaluated less often. The GROMOS force fields are designed to be used with a twin-range cut-off, but are often used with only a single-range cut-off. The two possibilities were therefore tested to observe how GROMACS described LJ terms with a twin range cut-off and how it affected the overall LJ value.

![Figure 3.3.1](image) - Illustration of the test system developed to evaluate the calculation of non-bonded interactions in GROMACS 4. The system features a decane slab (gray) and a methane molecule (red) placed at varying distances away from each other, with varying charges placed on each component.
All systems were solvated with single point charge (SPC) water [58], with the 0.5 nm system being duplicated with no solvent to explore the effect a polar solvent had on the Coulombic calculations. Harmonic position restraints with a force constant of 1000 kJ.mol\(^{-1}\) were applied to both the methane molecule and the decane slab. Each system was subjected to 1000 steps of steepest descent energy minimisation before undergoing a short 50 fs MD simulation from which the energies averaged over the course of the simulation were calculated.

The simulations were initiated with the following scheme. Firstly, the initial velocities were randomly generated from a Maxwell-Boltzmann distribution at 50 K in the NPT ensemble. The temperature was controlled using the Berendsen thermostat [59] with a temperature coupling constant \(\tau_T\) of 0.1 ps. The pressure was controlled using the Berendsen barostat with a pressure coupling constant \(\tau_p\) of 0.5 ps and an isothermal compressibility of \(4.5 \times 10^5\) bar\(^{-1}\) in isotropic conditions. Structures were saved every 10 fs with the LINCS algorithm [60] used with an order of 4 to constrain bond lengths and water bond angles, allowing for an integration time step of 2 fs. Non-bonded interactions were calculated using a grid cut-off scheme. For the single range cut-off scheme, LJ interactions were calculated within a cut-off distance of 1 nm at every step from a pair list that was updated every fifth time step. For the twin range cut-off scheme, LJ interactions within a cut-off distance of 0.9 nm were calculated at every step from a pair list that was updated every fifth time step, at which point, interactions between atoms within 1.4 nm were also calculated and were kept constant between updates. Electrostatic interactions were calculated using particle mesh Ewald (PME) summation [56], with a cut-off distance of 1 nm for the single range cut-off LJ systems, and 0.9 nm for the twin range cut-off LJ systems. The LJ energies in the twin range systems were separated into short-range (S-R) and long-range (L-R) interactions.

Following the short MD simulation, the minimum distance between the methane molecule and the decane slab was recalculated to ensure the energies were being evaluated at the expected distance.
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#### 3.3.2 - Test System Results

**Table 3A**  
*Results for uncharged system featuring a twin range LJ cut-off scheme*

<table>
<thead>
<tr>
<th>Distance After MD (nm)</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>S-R LJ Energy (kJ.mol⁻¹)</th>
<th>L-R LJ Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.511</td>
<td>0</td>
<td>-2.37</td>
<td>-0.507</td>
</tr>
<tr>
<td>0.971</td>
<td>0</td>
<td>0</td>
<td>-0.144</td>
</tr>
<tr>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.86</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.511 (no solvent)</td>
<td>0</td>
<td>-2.37</td>
<td>-0.507</td>
</tr>
</tbody>
</table>

**Table 3B**  
*Results for charged system featuring a twin range LJ cut-off scheme*

<table>
<thead>
<tr>
<th>Distance After MD (nm)</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>S-R LJ Energy (kJ.mol⁻¹)</th>
<th>L-R LJ Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.511</td>
<td>-0.295</td>
<td>-2.37</td>
<td>-0.507</td>
</tr>
<tr>
<td>0.971</td>
<td>0</td>
<td>0</td>
<td>-0.144</td>
</tr>
<tr>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.86</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.511 (no solvent)</td>
<td>-0.295</td>
<td>-2.37</td>
<td>-0.507</td>
</tr>
</tbody>
</table>

**Table 3C**  
*Results for uncharged system featuring a single range LJ cut-off scheme*

<table>
<thead>
<tr>
<th>Distance After MD (nm)</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>S-R LJ Energy (kJ.mol⁻¹)</th>
<th>L-R LJ Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.511</td>
<td>0</td>
<td>-2.65</td>
<td>0</td>
</tr>
<tr>
<td>0.971</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.86</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.511 (no solvent)</td>
<td>0</td>
<td>-2.65</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 3D**  
*Results for charged system featuring a single range LJ cut-off scheme*

<table>
<thead>
<tr>
<th>Distance After MD (nm)</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>S-R LJ Energy (kJ.mol⁻¹)</th>
<th>L-R LJ Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.511</td>
<td>-0.680</td>
<td>-2.65</td>
<td>0</td>
</tr>
<tr>
<td>0.971</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.86</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.511 (no solvent)</td>
<td>-0.680</td>
<td>-2.65</td>
<td>0</td>
</tr>
</tbody>
</table>
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The behaviour of the methane decane test system was as expected in all cases, and interaction energies between the methane molecule and the decane slab were unaffected by the presence or absence of solvent under all conditions tested.

For the twin range VDW cut-off scheme, short range LJ energies (within 0.9 nm) were always zero when the methane molecule was at a minimum distance in excess of the 0.9 nm cut-off, and favourable (-2.37 kJ.mol\(^{-1}\)) when within the cut-off (Table 3A, Table 3B). Long range LJ energies (between 0.9 nm and 1.4 nm) decreased in magnitude as the methane molecule move further away from the decane slab, returning to zero once outside the 1.4 nm cut-off range. Coulombic energies were mildly favourable (-0.295 kJ.mol\(^{-1}\)) when the methane molecule was within the 0.9 nm cut-off, and were never calculated beyond the cut-off. Long-range Coulombic energies (in excess of 0.9 nm) are approximated by PME and are unreported here as they are not atom-specific contributions to the interaction energy.

For the single range LJ cut-off scheme, all LJ energies within the 1 nm cut-off are considered as short range, so that no long range VDW energies exist. As such, long range LJ energies were evaluated as zero across the conditions tested (Table 3C, Table 3D). The increased cut-off distance of 1 nm compared to 0.9 nm resulted in an increase in the magnitude of both the short range LJ energies (-2.65 kJ.mol\(^{-1}\)) and Coulombic energies (-0.680 kJ.mol\(^{-1}\)). Once again, both energies were evaluated as zero outside the cut-off range as seen in the twin range LJ cut-off schemes.

When extrapolating the results to a protein-membrane system, the size of the protein must be taken into account. At any given minimum distance within the LJ and Coulombic cut-offs, the protein will exist both inside and outside the cut-offs, whilst exhibiting a far greater charge and having considerably more contact points. The majority of those contact points will not exist in the short range LJ calculations. As the VDW contribution to the overall interaction energy is heavily dependent on the number of contact points, the long range LJ energy contribution is a better representation of the interaction energy between two large elements within a system, such as a protein and a membrane.

Moving onto the rotational interaction energy screening of bigger systems, the use of a twin range LJ cut-off scheme was implemented in line with all other MD simulations carried out in this thesis, as there were no shortcomings in their evaluation when compared to a single range cut-off scheme. It was also decided that Coulombic and long range LJ interaction energies between the protein and membrane would be considered as they were the most ideal evaluation of the electrostatic and VDW contributions to the protein’s approach to the membrane.
3.4 - Application to Protein-Membrane Systems

3.4.1 - Script Development

The overall aim of this chapter was to determine the most energetically favourable orientation of a protein relative to a membrane in terms of Coulombic and VDW interactions. This would allow the determination of the optimal protein-membrane interface from which to start a simulation, and also the likely membrane composition preferences of the protein. To do so, a python script (Appendix B) was developed to use a range of GROMACS tools to rapidly and effectively screen all orientations of a protein in the presence of a lipid bilayer. This script was initially tested and debugged on a desktop computer featuring 8 cores to ensure it was correctly following the rotation scheme. This initial rotation scheme featured two angles, representing rotation around the x and z axes, with 10° increments at a series of protein membrane distances (Section 3.5.2). Following this, the script was parallelised and optimised with the help of Dr Ben Roberts for the NeSI PAN Cluster [61] using a more complex rotation scheme described below. An array submission script was used where all iterations were run sequentially on 4 cores, grouped by their rotation around the x axis. The steps carried out by the script are as follows:

Firstly, the protein coordinates and membrane coordinates were separated into unique files, allowing any changes in orientation to be made solely to the protein. The protein was rotated using pitch, roll, and yaw variables around the x, y, and z axes respectively, in chosen increments (30° for the purposes of this thesis) ranging from 0-360°, as a means of uniformly sampling the protein surface in all orientations. Each rotated configuration was recombined with the initial coordinates of the membrane. To ensure each configuration was situated at an identical distance away from the membrane, the minimum distance between the protein and the membrane was calculated, and the protein was translated along the y axis (normal to the membrane surface) to give a chosen final minimum protein-membrane distance (0.5 nm for the purposes of this thesis).

Next, each protein-membrane system was solvated using the SPC water model and energy minimised and a short MD simulation applied as per the test system protocol (Section 3.3.1). The short-range electrostatic and short- and long-range VDW interaction energies between the protein and the membrane were calculated and averaged over the course of the simulation. These energy values were plotted against pitch, roll, and yaw rotation angles in 3D heat maps to identify patterns in which orientations of the protein are most favourable in its approach to the cell membrane.

The outputs of this script include a data file listing the rotation angles and energies calculated, the system coordinates of each rotated protein orientation, and the GROMACS MD run input file (.tpr)
which incorporates the topology, coordinates and simulation parameters of the system. This allows for further analysis such as characterising individual residue contributions and the like.

3.4.2 - Results of Initial Testing of Protein-Membrane Interaction Screening

Phosphatidylinositol 3-kinase (PI3K) is a signalling enzyme which participates in pathways regulating cellular outcomes such as growth, proliferation, and survival [62]. It activates these pathways via the phosphorylation of its substrate PIP₂, which resides in the inner leaflet of the cell’s plasma membrane. Mutations of PI3Kα, such as the H1047R (histidine to arginine at position 1047) variant, lead to hyper-activation of the pathway and are implicated in cancer development [63]. As such, characterisation of the PI3Kα complex requires a clear understanding of its interaction with the membrane, and study of this interaction led to the development of this method. The characterisation of the PI3Kα-membrane interface is the primary focus of the research described in Chapter 4 - a detailed background and discussion on PI3Kα is given there. However, for the purposes of the results shown in this chapter, analysis will be centered on testing the protein-membrane interaction screening method.

Figure 3iii - Electrostatic potential of PI3Kα’s surface (PDB ID: 4A55 [40]), ranging from negative (red) to positive (blue) on the basis of the nature of the residues and their side chains. This image was generated using the Adaptive Poisson-Boltzmann Solver (APBS) [64, 65] implemented in VMD [66].
As seen in Figure 3iii, PI3Kα is a complex structure whose surface has a wide distribution of positive and negative charge. However, despite this complexity, the optimal orientation of PI3Kα to the membrane must be consistent for it to be functional. The favourability of a PI3Kα-membrane interface would be difficult to determine on the basis of just its surface electrostatic potential, and as such, the rotational interaction energy screening presents itself as a rapid alternative for the prediction of the most favourable interface.

3.4.2.1 - Effect of Protein-Membrane Distance on Interaction Energy

The results of the initial testing of the script are presented in 2D heat maps (Figure 3iv), as the rotation scheme revolved only around two axes, where each square is representative of a particular combination of rotation angles and therefore a particular orientation of the protein with respect to the membrane. The PI3Kα H1047R mutant in the presence of a brain lipid bilayer inclusive of its PIP₂ substrate (as developed in Chapter 2) was used as an initial test system. An equilibrated structure of H1047R-PI3Kα (see Chapter 4 for details) was used for the screening. This oncogenic mutant of PI3Kα increases its activity by increasing its membrane affinity, known from experimental data [40, 67], making this a feasible test system to see whether the most favourable results of the protein-membrane interaction energy screening were in keeping with what is known about how this protein interacts with the membrane.

As previously discussed (Section 3.1.4), membrane interaction is driven by both non-specific long range and specific short-range interactions giving way to membrane association and binding. As such, both Lennard-Jones and Coulombic interactions were analysed at varying distances to evaluate their relative strengths and overall contribution to the protein’s membrane binding orientation. The VDW and Coulombic energies and how they related to optimal protein orientation were first evaluated at the closest distance of 0.5 nm in detail (Figure 3iv) before being compared to larger distances of 1 nm and 1.4 nm (Figure 3v). As seen in Figure 3iv, Coulombic interaction energies dominate the VDW energies by a factor of over tenfold, with a favourable VDW profile not necessarily corresponding to a favourable Coulombic profile. Region A represents an orientation with favourable VDW, but unfavourable Coulombic energy, while Region B represents the most favourable orientation when considering both VDW and Coulombic energies.
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Figure 3iv - Rotational interaction energy screening results for the H1047R mutant system at a minimum distance of 0.5 nm (5 Å) from the cell membrane surface. **Top panel:** heat maps of the (from left to right) VDW and Coulombic energy terms. The colouring goes from warm (red) to cold (blue) on the basis of the favourability of the protein-membrane interaction at that particular orientation; however, the values measured in kJ.mol$^{-1}$ on each scale differ. Two regions have been selected on the rightmost plot - A represents an example of an orientation with favourable VDW, but unfavourable Coulombic energy; B represents the orientation with the most favourable VDW and Coulombic energies. **Bottom panel:** protein-membrane systems corresponding to A and B, with key parts of the protein highlighted.

Focusing on the coloured domains (Figure 3iv) essential for substrate recognition and membrane binding, the protein membrane orientation sampled in Region B is similar to the orientation expected based on the experimental Hydrogen Deuterium Exchange (HDx) data [67], as these domains are all in close proximity and facing the membrane surface (see section 4.3.2.5 for more details). This suggests the biochemically relevant PI3K$\alpha$-membrane interaction is dominated by Coulombic interactions, as the protein membrane orientation sampled in Region A is inconsistent with the HDx data. The PI3K$\alpha$ interface presented to the membrane in Region B features a high percentage of basic residues (arginine and lysine) which interact favourably with the anionic lipids (POPS and PIP$_2$) present in the brain lipid membrane (see section 4.3.3.3 for more details).
As the minimum distance between the PI3Kα H1047R mutant and the membrane increases from 0.5 nm to 1 nm and 1.4 nm, the favourability profile of the energies remains similar across all orientations (Figure 3v). As expected, the only difference is the strength of the interaction in both the VDW and Coulombic energy profiles. As this minimum distance increases, the most favourable VDW profile energy decreases from -25 kJ.mol\(^{-1}\) at 0.5 nm to -18 kJ.mol\(^{-1}\) at 1.4 nm, representing a 30% reduction due to the Lennard-Jones potential tending more and more towards zero. However, the most significant change is seen in the Coulombic energy profile, which sees a decrease from -350 kJ.mol\(^{-1}\) in the most favourable orientation at 0.5 nm to -220 kJ.mol\(^{-1}\) at 1.4 nm, representing a 40% reduction due to the decrease in magnitude of the (favourable) Coulombic interaction energy as the distance increases.

As the favourability profile of the energies remained similar across all distances, scaled only by relative magnitude, it was decided that the closest protein-membrane distance of 0.5 nm was most suitable for the evaluation of all future protein-membrane interactions.
3.4.2.2 - Effect of Complex Rotational Scheme on Optimal Protein-Membrane Orientation

The parallelisation of the script for use on high performance computing (HPC) platforms allowed a more comprehensive surface sampling rotation scheme to be used. The protein was subjected to rotation around three axes (pitch, roll, and yaw) and therefore the results will be presented as 3D heat maps projected on cubes (Figure 3vi), where each mini-cube is representative of one combination of rotation angles. The results from the interaction energy screening of wild type PI3Kα in the presence of a brain lipid bilayer following both the initial and more complex rotation schemes were used for comparison. These results will never be perfectly reproducible, due to the coordinates following each rotation undergoing a short energy minimisation and molecular dynamics simulation prior to the calculation of interaction energies. In the case of the 2D plots, with a sampling range of 180° around the x axis and 360° around the z axis using increments of 10°, there were roughly 700 configurations. In the case of the 3D plots, with a sampling range of 360° in pitch, roll, and yaw, using increments of 30°, there were roughly 1700 configurations. This difference in sampling allowed for a wider range of energy values in the case of the HPC testing with VDW energies going from 0 to -25 kJ.mol\(^{-1}\) in comparison to 0 to -18 kJ.mol\(^{-1}\) for the initial testing (Figure 3vi). The same was evident for the Coulombic energies, with ranges being 0 to -560 kJ.mol\(^{-1}\) and 0 to -350 kJ.mol\(^{-1}\) respectively. This suggests that the more complex rotation scheme allows for the evaluation of a wider range of favourable orientations, including those not sampled by the simpler rotation scheme.

However, despite the difference in overall magnitude, the most favourable orientations of PI3Kα with respect to the membrane identified by both versions of the rotation script were similar, with some of the top-ranking configurations in the more complex rotation scheme not being sampled beforehand in the two-dimensional rotation scheme. While ideally sampling would be done in smaller, *e.g.* 1°, increments across all axes, this is not computationally feasible within the time restraints of the project. Nonetheless, this method does a good job of identifying the PI3Kα orientation relative to the membrane that might be expected based on the experimental HDx data (see section 4.3.2.5 for more details) [67].

The simple and complex rotation scheme methods of surface sampling produced a series of configurations where the equivalent orientation had its energies evaluated. This occurred whenever the simple rotation scheme featured a rotational increment as a multiple of 30° and the complex rotation scheme featured a rotational increment of 0° around the y axis (roll). At these points, accounting for slight changes in orientation and protein-membrane distance (Figure 3vii), the results are directly comparable. A series of configurations were selected at regular intervals of roughly 120° rotations around the z axis when the rotation around the x axis was 0°; and then intervals of 60°
rotations around the x axis for one randomly selected rotation around the z axis. They were compared in tabular format (Table 3E). While the Coulombic energy values in the complex rotation scheme do not perfectly reproduce those in the simple rotation scheme, both methods give a similar profile of Coulombic interaction energies across the different orientation angles selected, i.e. relative favourability. These differences can easily be explained by small-scale changes in amino acid side chain and lipid head group orientation (Figure 3vii) that occur during the energy minimisation and MD steps, as these are the two key charged elements in the system that contribute most to the Coulombic interaction energy.

Figure 3vi - Interaction energy screening results for the wild type system at a minimum distance of 0.5 nm from the cell membrane. Top panel (2D Screening): heat maps of the (from left to right) VDW and Coulombic energy terms. Bottom panel (3D Screening): heat cubes of the (from left to right) VDW and Coulombic energy terms. The colouring goes from warm (red) to cold (blue) on the basis of the favourability of the protein-membrane interaction at that particular orientation; however, the values measured in kJ.mol\(^{-1}\) on each scale differ.
### Table 3E

**Comparison of Coulombic energies across both rotation schemes**

<table>
<thead>
<tr>
<th>Simple Rotation Scheme</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>Complex Rotation Scheme</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation around x,z (°)</td>
<td>Rotation around x,y,z (°)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,0</td>
<td>-70.5</td>
<td>0,0,0</td>
<td>-86.2</td>
</tr>
<tr>
<td>0,120</td>
<td>0.00</td>
<td>0,0,120</td>
<td>0.01</td>
</tr>
<tr>
<td>0,210¹</td>
<td>-5.10</td>
<td>0,0,210¹</td>
<td>-7.19</td>
</tr>
<tr>
<td>0,330</td>
<td>-82.8</td>
<td>0,0,330</td>
<td>-86.6</td>
</tr>
<tr>
<td>60,90</td>
<td>-15.4</td>
<td>60,0,90</td>
<td>-3.85</td>
</tr>
<tr>
<td>120,300</td>
<td>0.38</td>
<td>120,0,300</td>
<td>-1.72</td>
</tr>
</tbody>
</table>

¹ - The orientation used in the structural alignment pictured in Figure 3vii.

---

**Figure 3vii** - Structural alignment of cartoon represented PI3Kα at the highlighted orientations in Table 3E. Simple rotation scheme: PI3Kα coordinates shown in blue, membrane coordinates shown in cyan. Complex rotation scheme: PI3Kα coordinates shown in red, membrane coordinates shown in pink. The atom-positional root-mean-square deviation between the two structures is also presented.
3.5 - Conclusion

The initial testing of the script used a simple rotation scheme around two axes to identify the most favourable PI3Kα orientation matching those expected based on experimental data and the relative positioning of its membrane binding domains. This further confirmed the belief that the concept of protein-membrane orientation being determined by Coulombic interaction energy was a reasonable one. Following improvement of the sampling using a more complex rotation scheme, and parallelisation of the script, evaluation of the results led to the conclusion that not only were the results valid, but a greater range in interaction energy values showed that the simple rotation scheme missed out on some of the most favourable orientations.

It was henceforth decided that the parallelised and more complex method would be used for the evaluation of protein-membrane interactions, and was later used to obtain a more comprehensive insight into PI3Kα’s interaction with the membrane, results for which can be found in Chapter 4. Initial testing was done using PI3Kα as it was a protein that was well understood due to it being the primary focus of this thesis; however, more rigorous testing and validation was also undertaken exploring further applications of this method. This is described in the attached manuscript (Appendix C) submitted for publication in the *Journal of Molecular Recognition*. 
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Chapter 4 - Phosphatidylinositide 3-Kinase

4.1 - Literature Review

4.1.1 - Overview

Phosphatidylinositide 3-kinases (PI3Ks) are proteins that participate in signalling pathways regulating factors such as cell growth, proliferation, and survival (Figure 4i) [1]. These signalling pathways are triggered by the phosphorylation of the hydroxyl group at the 3-position of the inositol ring of phosphatidylinositols (PIs), converting them from phosphatidylinositol 4,5-bisphosphate (PIP$_2$) to phosphatidyl 3,4,5-trisphosphate (PIP$_3$), hence the name given to the enzymes involved [2].

![Figure 4i - Complete Class I PI3K signalling pathway taken unchanged from [3], with PI3Kα comprised of two subunits (p85 and p110) shown in gray. A cascade of functions is triggered by the act of PI3K phosphorylating PIP$_2$ to PIP$_3$, including the activation of AKT (orange box) which inhibits a series of transcription factors (pink boxes) primarily mediating cellular functions such as apoptosis and cell-cycle arrest (cyan boxes on the right). This indirectly results in an increase in cell survival (cyan box on the left) through downstream activation of SGK and other proteins (purple boxes).](image)

An increase in PI3K activity may sometimes result in increased cell proliferation and cell survival, implicating PI3Ks in cancer development [4], with some of the genes encoding these proteins having
been identified as oncogenes [5]. One of these genes, \textit{PIK3CA}, encodes the catalytic subunit (p110) of the $\alpha$ isoform of PI3K [6], one of the three Class IA PI3Ks - the other two being the $\beta$ and $\delta$ isoforms. There also exists a $\gamma$ isoform belonging to Class IB, with the two classes differentiated only by their regulatory subunits (p85 for class IA, p84 or p101 for class IB). Importantly, the catalytic subunit maintains sequence similarity across all isoforms [7, 8]. Looking at these subunits in more detail, they can be broken down into various domains each of which carries out a specific function of the protein (Figure 4ii).

PI3Ks typically consist of a catalytic subunit as well as a regulatory or inhibitory subunit. The p110$\alpha$ subunit consists of an N terminal adaptor binding domain (ABD), a Ras binding domain (RBD), a C2 domain, a helical domain, and finally the all important C terminal kinase domain [9]. This subunit normally works in tandem with the regulatory p85 subunit, controlling the level of activity of the protein, as well as its connectivity to other proteins [10].

There are several variants of the regulatory subunit - p85$\alpha$, p55$\alpha$, p50$\alpha$, p85$\beta$ and p55$\gamma$, all of which contain two Src homology 2 (SH2) domains, one found on the N terminus side and the other on the C terminus side. These two SH2 domains are then separated by a coiled coil referred to as the inter or iSH2 domain, which is the primary point of interaction between the two subunits [12]. The alpha form of the p85 subunit is also characterised by an Src homology 3 (SH3) domain and a Bcl-2

\textbf{Figure 4ii - A)} Cartoon structure of the p110$\alpha$ catalytic subunit in complex with the iSH2 domain of the p85$\alpha$ regulatory subunit (PDB ID: 4A55 [11]), coloured according to domain. \textbf{B)} The domains present in (A) (shaded boxes) and their respective residue numbers comprising the p110$\alpha$ (top) and p85$\alpha$ (bottom) subunits.
homology (BH) domain straddled by two proline rich regions [13]. Without activating signals from receptor tyrosine kinase (RTK), Ras, or G protein-coupled receptors (GPCR), the contacts formed between the regulatory subunits and catalytic subunits are inhibitory to their function [14]. In the case of the Class IA PI3Ks, these activating signals result in the decoupling of inhibitory contacts and the recruitment of the protein to the plasma membrane, where it carries out its function - phosphorylation of PIP_2 [15, 16]. The presence of the product, PIP_3, then activates AKT-dependent and AKT-independent pathways, whilst PTEN regulates the presence of PIP_3 in the membrane by dephosphorylating it back to PIP_2 (Figure 4i).

4.1.2 - Domain Function

While there have been several proposed functions of each domain within PI3Kα, some are yet to be confirmed. In the p110α subunit, the ABD is simply proposed to bind to the p85α subunit, while the RBD is known to bind to a GTPase from the Ras family - a source of induced activation of the PI3Kα enzyme [17, 18]. The C2 domain has been found to bind to the membrane, independent of calcium, as in other proteins including a conserved C2 region such as phosphatase and tensin homolog (PTEN) [19, 20]. The purpose of the helical domain is still a mystery; however it is involved in binding to other proteins such as protein kinase C in the p110γ isoform [21]. Finally, the kinase domain is the source of the catalytic activity of PI3Kα - the phosphorylation of PIP_2 [22-24].

In the p85α subunit, the SH2 domains come to the fore, with the nSH2 domain proposed to form an inhibitory contact with the p110α subunit (Figure 4iii) [25], directly mediating its activity through the binding and dissociation of phosphopeptides [26]. The iSH2 domain appears to serve only as a link between the nSH2 and cSH2 domains, facilitating their contact with the p110α subunit, as the presence of the coiled coil in isolation does not inhibit enzyme activity [27]. The cSH2 domain is proposed to contact the RBD of the p110α subunit, preventing its stimulation by Ras [17], but seems to require all other domains to be an effective inhibitor. The functions of the remaining domains in p85α are not clearly understood beyond them binding a series of small proteins to assist in regulation, while the nSH2 contact has been proposed as the primary source of inhibition [27].

4.1.3 - Mutations

Over 1000 mutations of PIK3CA have been identified [28], the majority occurring at two hotspots within the p110α subunit - E545K and H1047R (Figure 4iii)[29, 30]. These two point mutations both increase the catalytic activity of p110α via different methods resulting in enhanced downstream signalling of the aforementioned AKT pathway [31], making these enzymes a major target for cancer therapy. Experimental studies have been undertaken to comprehend and characterise the processes
behind the increase in catalytic activity, all of which point to conformational changes in the p110α subunit of the enzyme being responsible. The helical domain mutation E545K releases the inhibition imposed by p85α by displacing the nSH2 domain, and is sensitive to further activation by Ras; while the H1047R has improved membrane binding and is not sensitive to activation by Ras, but is still subject to inhibition by p85α [32-34]. These two mutations therefore exhibit synergy in their effect on the increased activity of PI3Kα, suggesting they operate by different mechanisms [8, 13, 34].

**Figure 4iii - On the left:** a cartoon representation of the p110α subunit (blue) in complex with the iSH2 domain of p85α (purple), highlighting the location of the two major point mutations (red). **On the right:** a space filling representation of the p110α subunit in complex with the iSH2 and nSH2 domains of the p85α subunit, highlighting the locations of major oncogenic point mutations in p110α (red) and p85α (yellow) at the point of inhibitory contact between the nSH2 domain and p110α [25].

Complete crystal structures of p110α in complex with p85α do not exist, however they have been determined for p110α in complex with the iSH2 and nSH2 domains of p85α [11, 13, 33, 35-37]. Analysis of these structures revealed the interaction points between the subunits, as well as the relative positions of residues 545 and 1047. It is understood that while the contact between the iSH2 domain (p85α) and ABD (p110α) is the primary source of subunit interaction, the nSH2 domain also contacts p110α at various points in the helical, C2 and kinase domains [13]. Interestingly enough, the p85α contact points in the helical domain occur in and around residue 545, while the contact points in the kinase domain occur around residue 1047 (Figure 4iii) [33].

Hydrogen deuterium exchange mass spectroscopy was used to identify the regions of PI3Kα involved in membrane binding, and to identify any differences resulting from the oncogenic mutations [38, 39]. It was found that the contact between the nSH2 domain and p110α not only inhibited its activity...
through interaction, but also through forming a scaffold restricting any interdomain movements required for membrane binding. Once this interface was disrupted, conformational changes in the ABD allowed the kinase domain to better interact with lipids. It was also found that H1047R had an increased affinity for membranes due to a conformational change in the lipid binding surface, whereas E545K did not, further supporting their difference in mechanism.

4.1.4 - Advantages of Computational Representation

Experimentally, these are the current heights of understanding regarding how these mutations affect the activity of PI3Kα; however, more needs to be understood about the specific residues and conformational changes giving way to membrane binding. Contemporary experimental methods mostly sample structures at only one point in time in limited residue-specific detail [40, 41], but molecular dynamics (MD) simulations provide a means of transcending these heights to obtain a more detailed and dynamic view of the structural changes involved in molecular recognition. In the case of PI3Kα, these include how the structure and dynamics are affected by the oncogenic mutants, and how wild type and oncogenic mutants of PI3Kα are affected by interaction with the cell membrane and, potentially, other known interaction partner proteins. This information could prove to be vital for improving drug specificity in the future.

To date, there have been several molecular dynamics simulations of PI3Kα. They have primarily involved either the wild type p110α or its mutants complexed to an inhibitor in aqueous solution [42-45]. Binding analysis of the ligands aside, it was found that the major structural differences between the bound and unbound forms of the protein lay in the membrane binding domains (residues 721-727, 863-873 and 966-974). There also appears to be clustering of these domains and the WIF motif (residues 1057-1059), a loop previously found to be a key determinant for lipid binding along with the activation loop (residues 940 to 960) [11].

Other developments in the PI3K field involving MD simulations explored the effects of five p110α mutations (R38C, R88Q, E542K, E545K, N345K) on the dynamics of the p110α-p85α complex [46]. Following MD simulations and the tracking of fluctuations exhibited by the various PI3Kα domains, it was found that all these tumour-associated mutations which occur at the interface between p110α and p85α increase activity by weakening the interactions between the catalytic and inhibitory subunits.
4.1.5 - Scope of This Research

While these simulations allowed new insight to be made into the behaviour of the protein, they did not address one of the most important aspects of its function and environment - the membrane interaction. As the purpose of Class I PI3Ks is the phosphorylation of lipids PI(4,5)P₂ to PI(3,4,5)P₃, a substantial leap in our understanding of the enzyme would be to characterise its behaviour in the presence of its substrate in an effort to understand the structural changes giving way to its function at the atomic level. Importantly, HDx has provided some information on the dynamics of the protein-membrane interaction, and MD provides the perfect opportunity to further develop the resolution of this data.

To do this, MD simulations of PI3K would be better carried out in a system more closely reflecting its realistic biological environment. The main components of this system would therefore be PI3Kα in its most active form (in the absence of the nSH2 and cSH2 domains of p85α) and a membrane including the lipid substrate PIP₂. Physiologically, contacts with these two SH2 domains would be released through phosphotyrosine binding activating PI3Kα [38, 39]; however, as phosphotyrosine will not be included in the system, a crystal structure (PDB ID: 4A55) [11] not inclusive of the nSH2 and cSH2 domains will be used. In Part I, the wild type PI3Kα and the two most common oncogenic mutants (H1047R and E545K) were simulated in the presence of the brain lipid bilayer developed in Chapter 2. In Part II, PI3Kα was remodelled to incorporate its complete sequence inclusive of the C terminal tail. Further alterations were also introduced to test a series of hypotheses developed in Part I. All systems were explored using molecular dynamics and other computational tools, with the aim of understanding the roles of each domain in PI3Kα’s function, as well as the mechanism by which the mutations increase PI3Kα’s activity.
4.2 - Methods

4.2.1 - Simulation Methods

The simulations of the p110α-p85α complex in the presence of a brain lipid bilayer developed in Chapter 2 were prepared and carried out as detailed below.

Coordinates for wild type p110α in complex with the iSH2 subdomain of wild type p85α (PDB ID: 4A55) [11] with the ligand coordinates removed were obtained from Jack Flanagan (University of Auckland), who modelled missing residues from the crystal structure (310 to 322, 410 to 419, 501 to 525, 863 to 870) without any structural restraints. At the time, this was the only structure available with electron density describing the activation loop. Point mutations were introduced manually at positions 545 (E→K) and 1047 (H→R) using VMD’s Mutate Residue extension. A bilayer in the correct proportions and of appropriate size was constructed so the x (13.25 nm) and y (12.42 nm) dimensions approximately mirrored the size of the box of water required to adequately solvate the protein as outlined in Chapter 2. The dimensions of the box containing the membrane were then elongated along the z (16.72 nm) axis, allowing room for the protein coordinates to be implemented 2 nm away. The complete system was then subjected to 1000 steps of steepest descent energy minimisation before being solvated with SPC water [47] and neutralised with the addition of 216 cations (Na⁺).

Each simulation was initiated with the following equilibration scheme. Firstly, the initial velocities were randomly generated from a Maxwell-Boltzmann distribution at 50 K. The system was then heated to 300 K over the course of 100 ps in the NVT ensemble. The temperature was controlled using the Berendsen thermostat [48] with a temperature coupling constant (τT) of 0.1 ps. The system was further equilibrated for 400 ps at 300 K in the NPT ensemble. The pressure was controlled using the Berendsen barostat with a pressure coupling constant (τp) of 0.5 ps and an isothermal compressibility of 4.5 x 10⁻⁵ bar⁻¹ in semi-isotropic conditions.

The final structure was used as the starting configuration for an initial 50 ns production run at 300 K, with structures saved every 200 ps which was run as part of a previously assessed body of work [49]. In this research, the simulations were extended by 100 ns to 150 ns of run time. The LINCS algorithm [50] was used with an order of 4 to constrain bond lengths and water bond angles, allowing for an integration time step of 2 fs. The centre of mass motion was removed every 100 ps. Non-bonded interactions were calculated using a grid cut-off scheme. The non-bonded interactions within a cut-off distance of 0.9 nm were calculated at every step from a pair list that was updated every fifth time step. At this point, interactions between atoms within 1.4 nm were also calculated and were kept...
constant between updates. Electrostatic interactions were calculated using particle mesh Ewald (PME) summation [51], with a cut-off distance of 0.9 nm. Duplicate runs (150 ns each) have been generated for each simulation, as well as new simulations (150 ns each) starting from configurations generated following the rotational screening of protein-membrane interaction energies (Chapter 3).

4.2.2 - Coordinate Building Methods

New human p110α-p85α model structures were built to test the importance of various residues and domains of the protein to its interaction with the membrane. Figure 4iv details the changes made in producing each new construct. As crystal structures of human p110α with the complete Ka12 helix in either the open or closed conformation have not yet been determined, this helix had to be modelled using structural information from crystal structures of other related enzymes. Firstly, the crystal structure of the Drosophila Class III PI3K, Vps34 (PDB ID: 2X6H) [52], was used as it exhibits the Ka12 helix in an open conformation (Figure 4v) allowing substrate easier access to the binding pocket. Secondly, the crystal structure of pig p110γ (PDB ID: 1E7U) [53] was used as it exhibits the Ka12 helix in a closed conformation (Figure 4v), inhibiting substrate access.

**Figure 4iv - Crystal structures used of mouse and human p110α-p85α, the modifications made to each prior to the commencement of model building, and a list of new constructs built for each.**

<table>
<thead>
<tr>
<th>Starting Structure 4A55</th>
<th>Starting Structure 4OVU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modifications:</strong></td>
<td><strong>Modifications:</strong></td>
</tr>
<tr>
<td>- Mouse-specific residues changed to human.</td>
<td>- Missing residues filled in.</td>
</tr>
<tr>
<td>- cSH2 and nSH2 terminal linkers removed from iSH2 domain.</td>
<td>- cSH2 and nSH2 terminal linkers removed from iSH2 domain.</td>
</tr>
<tr>
<td>- iSH2 coiled coil domain goes from LYS448 to MET582</td>
<td>- iSH2 coiled coil domain goes from LYS448 to MET582</td>
</tr>
<tr>
<td>- Full sequence modelled with vps34 (2X6H) Ka12 structure.</td>
<td>- Full sequence modelled with p110γ (1E7U) Ka12 structure.</td>
</tr>
<tr>
<td>- Sequence starts with PRO5 and ends with ASN1068</td>
<td>- Sequence starts with SER6 and ends with ASN1068</td>
</tr>
<tr>
<td><strong>Models:</strong></td>
<td></td>
</tr>
<tr>
<td>- Ka12 helix in active conformation (x2).</td>
<td>- Ka12 helix in inactive conformation (x2).</td>
</tr>
<tr>
<td>- Ka12 helix (C-terminal tail) deletion.</td>
<td>- Ka12 helix (C-terminal tail) deletion.</td>
</tr>
<tr>
<td>- Ka12 helix in active conformation (W156A mutant)</td>
<td>- Ka12 helix in inactive conformation (W156A mutant)</td>
</tr>
<tr>
<td>- Ka12 helix in active conformation (R949D mutant)</td>
<td>- Ka12 helix in inactive conformation (R949D mutant)</td>
</tr>
</tbody>
</table>

To first ensure that the Ka12 helical structure was being modelled in an acceptable conformation, the complete (i.e. after the modifications described in Figure 4iv, other than addition of the Ka12 residues) 4A55 and 4OVU structures of p110α were aligned with each target structure (2X6H and 1E7U, respectively) using the RMSD and Stamp alignment tools in VMD. Following that, two
secondary structure prediction programs, Jpred and PredictProtein [54, 55], were used to ascertain whether the Ka12 residues from the human sequence were expected to be in a helix, and if so, the point at which the helix began and ended (Figure 4vi). Using this information, the automodel and loopmodel scripts provided with the Modeller program [56] were tailored and applied to map the coordinates of the residues of the Ka12 helix of human p110α onto those of the 2X6H or 1E7U structural templates, applying restraints to residues 1033 to 1047 (Ka11) and residues 1051 to 1064 (Ka12) (Figure 4vi).

**Figure 4v** - Alignment of the two complete human p110α-p85α structures (gray) with the modelled Ka12 helix shown in its open (blue) and closed (red) conformations.

**Figure 4vi** - The combined results of the secondary structure prediction programs, with PredictProtein [55] at the top and JPred [54] at the bottom. In each case, residues 1033 to 1047 and residues 1051 to 1064 were predicted to be in a helical conformation (PredictProtein represented by a mauve bar, JPred represented by a red bar). For reference, the residues numbered from 1013 to 1067 and their corresponding helices in the p110α-p85α structure have also been shown.
Five models were built for each construct listed in Figure 4iv before Molprobity [57] was used to check for any steric overlap. Any errors due to atom overlap or bond irregularities were eliminated by substituting that block of residues with the same block from another model until a model with no errors remained. Each new construct then underwent energy minimisation and a 50 ns equilibration in solution following the simulation procedure detailed above.

4.2.3 - Interaction Energy Screening Methods
Rotational interaction energy screening between PI3Kα, and both a brain lipid bilayer and a neutral DPPC bilayer were carried out as detailed in Chapter 3.

4.2.4 - Analysis Methods
This section serves to give some background to each of the analytical tools used to characterise the behaviour of PI3Kα in the project, and the relevant inputs and parameters opted for in their use. Analysis of the simulations was primarily carried out using GROMACS 4.6 [58] tools, and simulations were visualised using VMD [59]. The methods listed here will be applicable throughout Chapters 4 and 5 unless otherwise stated.

Root-Mean-Square Deviation
The program \texttt{g\_rms} was used to calculate the root-mean-square deviation (RMSD) of all atoms in a protein over the course of a simulation, using the initial coordinates as a reference structure. This deviation is then averaged over the entire protein at each time point.

Cluster Analysis
The program \texttt{g\_cluster} was used to cluster protein structures over the course of a simulation using an all-by-all matrix of the RMSD of atom-pair distances to define the distance between structures. The gromos algorithm [60] was used to count the number of neighbours using 0.25 nm as a cut-off, with a cluster being defined as containing 50 neighbouring structures.

Eigenvector Calculation
The program \texttt{g\_covar} was used to calculate and diagonalise a mass-weighted covariance matrix of the protein structure fitted to the initial coordinates as a reference structure. The primary eigenvector taken was representative of the most dominant conformational shift over the specified time frame before being analysed with \texttt{g\_anaeig}. This subsequent program was used to plot the root-mean-square fluctuation of the Cα carbons in the protein structure over the specified time frame.
Root-Mean-Square Fluctuation
The fluctuation in residue position and its overall motion was determined using the program \texttt{g\_rmsf}. This program computed the root-mean-square fluctuation (RMSF) of the protein atomic positions over the course of the simulation, which was then averaged for each residue.

Solvent Accessible Surface Area
The program \texttt{g\_sas} was used to compute the total solvent accessible surface area (SASA) of each protein residue over the course of the simulation in two 15 ns phases, one before and one after membrane interaction. The solvent probe radius was specified at 0.14 nm which represents the radius of a water molecule.

Secondary Structure
The program \texttt{do\_dssp} was used to compute the secondary structure of the protein for each time frame over the course of the simulation. This assigns the most likely class of secondary structure on the basis of the hydrogen bonding pattern, using the algorithm \textit{Define Secondary Structure of Proteins} (DSSP) [61].

Distance Calculation
The program \texttt{g\_mindist} was used to determine the minimum distance between two atoms or groups of atoms, for example to track protein-membrane or residue-lipid distances over the course of the simulation.

\textit{PIP}_2 Substrate Alignment
The H1047R mutant system was broken down into coordinate files every 25 ns over the course of the 150 ns simulation. For each output frame, the protein was structurally aligned with that of the 4OVV crystal structure of PI3K\(\alpha\) with PIP\(_2\) bound [35], with the PIP\(_2\) coordinates also included in the aligned coordinate file. The RMSD between atoms in the headgroups of the PIP\(_2\) substrate from the 4OVV structure and the PIP\(_2\) substrate in the simulation was then calculated for each aligned output frame.

\textit{PIP}_2 Hydrogen Bonding Network
The program \texttt{g\_hbond} was used to compute all hydrogen bonds exhibited by the PIP\(_2\) substrate for the 60 ns snapshot of the H1047R mutant simulation, which represented the point at which the substrate was closest to residue R949. The hydrogen bonds for R949 were also computed at this point. The water molecules to which they hydrogen bonded were determined, and the process...
repeated one final time to compute the hydrogen bonds exhibited by each of these water molecules. This water-mediated hydrogen bonding network of PIP$_2$-H$_2$O-H$_2$O-R949 was visualised and represented in VMD using the Hydrogen Bonds analysis tool.

**Per Residue Decomposition of Protein-Membrane Interaction Energy**

The coordinates of the wild type and H1047R mutant systems were saved following 100 ns of simulation time. All residues within the 1.4 nm non-bonded cut-off distance (Section 4.2.1) of the membrane were recorded, and then listed as energy groups along with the membrane in a new simulation input file. A short unrestrained 25-step simulation was run using this input file and each set of coordinates, before the interaction energies between each residue and the membrane were calculated using the program `g_energy`. The total interaction energy between the protein and the membrane was calculated as a sum of the individual residue energies, and compared to the value obtained using the entire protein and the membrane as energy groups.

**Potential of Mean Force**

Equilibrated starting structures for the pulling simulation were obtained from the final snapshots of the wild type and H1047R mutant simulations in the presence of the brain lipid bilayer. The starting structures were then pulled away from the positionally restrained membrane along the z-axis over the course of 2 ns using a spring constant of 1000 kJ.mol$^{-1}$.nm$^{-2}$ and a pull rate of 0.01 nm.ps$^{-1}$ in NPT conditions identical to those described in section 4.2.1 with the exception of coupling algorithms and non-bonded cut-offs. The temperature was controlled using the Nose-Hoover thermostat [62, 63], while the pressure was regulated using the Parrinello-Rahman barostat [64]. The non-bonded cut-offs used were 1.4 nm for both Coulombic and Lennard-Jones interactions. The final center-of-mass distance between the protein and the membrane following the pulling simulation was 3.4 nm.

From this simulation, coordinates were generated at a protein-membrane distance every 0.2 nm to be used as the umbrella sampling windows. Each window was simulated in NPT conditions for 20 ns with a harmonic restraint enforcing the distance between the protein and membrane centre of mass with a force constant of 1000 kJ.mol$^{-1}$.nm$^{-2}$. The results were analysed using the weighted histogram analysis method as implemented in the program `g_wham`.

The free energy of binding ($\Delta G^\circ$) is related to the dissociation constant ($K_d$) between the protein and the membrane via the equation: $\Delta G^\circ = RT \ln \frac{K_d}{c}$, where $R$ is the ideal gas constant (8.31 J.K$^{-1}$.mol$^{-1}$), $T$ is the temperature at which the simulations were carried out, and $c^\circ$ is the standard reference concentration (1 mol.L$^{-1}$).
ConAn

The program ConAn (Csaba Daday and Davide Mercadante) was used to implement the program \texttt{g/mdmat} to characterise intra-protein interactions within PI3Kα. These interactions are defined from a distance matrix consisting of the smallest distance between residue pairs. Computation of residue contacts was truncated at 1 nm.

Hydrogen Bonding Occupancy

A python script developed by Ricardo Soares was used to extract hydrogen bonds between residues generated by \texttt{g/hbond} describing their occupancy over the course of the simulation. A threshold of 15% occupancy was chosen. For every time block of 10 ns, the occupancy of donor-acceptor pairs involving the specified residues was averaged and plotted as a single point.
4.3 - Results and Discussion (Part I)

The results of this chapter will be split into two parts. The first part will detail observations and analysis of the effect of the mutations H1047R and E545K on the behaviour of the PI3Kα heterodimer (p110α-p85α) in the presence of a brain lipid bilayer. The second part on the other hand will focus more on the behaviour of the C terminal tail, and how any alterations to that tail affect the dynamics and function of p110α-p85α.

4.3.1 - Effect of Mutation

Figure 4vii - A,B) Snapshots from the first (A) and second (B) runs of the MD simulations over the course of 150 ns shown at 25 ns intervals, revealing the position of the protein relative to the cell membrane (gray). The wild type is shown in red, the H1047R mutant in blue and the E545K mutant in gold. Water molecules have been removed for clarity. C) Snapshots of the initial (middle) and final (first run left, second run right) conformations of the wild type (red) and the H1047R mutant (blue) relative to the cell membrane are superimposed, highlighting their difference in orientation.
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The primary source of results and analysis in this section are the three systems (wild type, H1047R, and E545K) simulated for 150 ns along with a brain lipid bilayer in a solvated box, as described in the methods. These systems have been duplicated, and results will be displayed for both molecular dynamics runs unless otherwise stated. In Part I, analysis will be categorised as either structural or to do with membrane interaction. The latter section foregoes analysis of the E545K mutant, as p110α-p85α never came into contact with the brain lipid bilayer in these systems (Figure 4vii). The E545K mutant instead remained in the solvent, even adopting a more disordered state in the first run, with the p110α subunit and iSH2 domain of the p85α subunit drifting apart (Figure 4vii). However, in the second run, there is some movement towards the membrane as well as a change in orientation closer in similarity to the wild type and H1047R systems (Figure 4vii). Potential reasons for the lack of interaction with the membrane will be discussed in the following section.

With regards to the wild type and H1047R systems, both p110α-p85α complexes eventually approached and interacted with the brain lipid bilayer over the course of the simulations. This initial interaction occurred much earlier in the first run (approximately 30 ns), instead taking closer to 100 ns in the second run. However, that is the extent of the similarity between the systems, as both prior to and after initial contact with the membrane, each protein reoriented itself over the remainder of the simulations, settling on rather different final orientations in each case (Figure 4vii-C). To gain further insight into the reasons behind the difference in orientation, the structural and energetic properties of the system were calculated.

4.3.2 - Structural Analysis

4.3.2.1 - Root Mean Square Deviation
To determine how much the protein structure changes during the course of the simulation, the atom-positional root-mean-square deviation (RMSD) of all atoms from the initial conformation of the p110α-p85α complex at each point in time was calculated. RMSD gives a single value quantifying the structural deviation of the entire protein from its initial structure at each time point in the simulation, averaged over all residues of the protein. This calculation also sheds light on the point at which the protein structure attained equilibrium within the context of the system.
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Figure 4viii - A,B) Atom-positional RMSD of the p110α-p85α structures from their initial conformations over the course of the first (A) and second (B) 150 ns simulation runs in the presence of a cell membrane. The wild type is shown in red, the H1047R mutant in blue and the E545K mutant in gold. The dotted vertical line indicates the time at which the RMSD reaches a plateau for all three systems. The dashed horizontal line indicates the time in which the protein was membrane bound.

Each system appears to have equilibrated at approximately 30 ns, shortly before interaction with the membrane in the cases of the wild type and the H1047R mutant in the first run. Despite similar equilibration times for the duplicate runs, wild type and H1047R take considerably longer to initiate contact with the membrane. While there is fluctuation in the RMSD of all systems after this convergence point, there is little overall upwards or downwards trend, indicating that the structure does not change markedly if and when the protein interacts with the membrane.

4.3.2.2 - Cluster and Eigenvector Analysis

Clustering of the protein structures exhibited across all time points in the simulation allows the determination of whether any major conformational changes were undertaken, and at what points these changes occurred in the simulation. This is done using an all by all structural comparison with the data represented as a matrix of all atom-positional RMSD values (upper left of each plot, Figure 4ix), and then sorted into distinct clusters of neighbouring structures with an all atom RMSD cut-off of 0.25 nm (lower right of each plot, Figure 4ix). Eigenvectors represent the trajectory of the major conformational changes, and in tandem with the cluster analysis, enable the pinpointing of which domains in the protein underwent the conformational change exhibited at a specific point in time.

Looking at the cluster maps (Figure 4ix), all simulations which approached the membrane can be broken down into three main segments, where the p110α-p85α complex adopts one or two distinct
structures within each of these. When linked back to the timeseries plot of each simulation (Figure 4vii), these segments can broadly be categorised as “in solvent” (S), “approach or interaction with membrane” (A), and “membrane bound” (M). Note that a cluster being assigned the same colour in two different simulations does not mean that the structures are similar, i.e. the clusters and their corresponding colours are assigned independently to each simulation.

Figure 4ix - Matrix map of protein structures coloured on the basis of their clustering where neighbouring structures are defined as having atom-positional RMSD values within 0.25 nm. Results from the first (A) and second (B) runs of the wild type system are shown at the top, while results from the first (C) and second (D) runs of the H1047R system are shown at the bottom. The segments representing solvent (S), membrane approach (A), and membrane bound (M) states are also shown.

For the first wild type system, the S phase is denoted by a blue triangle, the A phase by a red triangle, and the M phase initially by green and purple triangles (Figure 4ix-A). In the duplicate system, the S phase is denoted by a green triangle, the A phase by blue and yellow triangles, and the M phase by a red triangle (Figure 4ix-B). For the first H1047R mutant system, the S phase is denoted by green and blue triangles, the first of which potentially highlights equilibration due to the
introduction of the mutation. The A phase is denoted by a yellow triangle, while the M phase initially by a red triangle (Figure 4ix-C). In the duplicate system, the S phase is denoted by a yellow triangle, the A phase by a red triangle, and the M phase by blue, pink, and green triangles (Figure 4ix-D).

Keeping in mind that the duplicates (approximately 100 ns) interact with the membrane considerably later than the original simulations (approximately 35 ns) (Figure 4viii), this essentially means that two major conformational changes take place in all four simulations. The first occurs as the protein recognises the membrane and approaches it, eventually making contact; and the second occurs once contact has been established, at which point the protein potentially adopts a conformation suitable for lipid binding and its catalytic function.

As the system duplicates adopted similar phases for wild type and H1047R, the major structural changes for one of the duplicates were calculated in the form of eigenvectors, encompassing the time frame across the period in which each conformational shift was undertaken. For example, the transition from the S phase to the A phase in the duplicate run of the H1047R mutant system occurred after 30 ns, and so the main eigenvector for the time frame between 15 ns and 45 ns was calculated. The RMSF (Section 4.3.2.3) of the Cα carbons in the protein structure over the course of this time frame was calculated to shed insight onto the primary influence behind the eigenvector describing the structural change.

Prior to membrane interaction, both the wild type and H1047R mutant underwent conformational changes in similar regions of the protein (Figure 4x). The first of these was in the RBD, which is understandable considering the Ras protein plays a part in PI3Kα’s membrane recruitment, and as such PI3Kα potentially prepares for Ras binding when in the presence of a membrane. Continuing along the residue sequence, the following two conformational changes were in very mobile loops preceding and following the C2 domain, potentially reorienting it in preparation for membrane interaction. The membrane binding domain between residues 863 and 873 also exhibited structural changes during membrane approach, along with the activation loop between residues 940 and 960, and the C terminal tail between residues 1050 and 1064. These last three blocks of residues play some role in membrane interaction and catalytic function [11, 65], and will be explored in further detail in section 4.3.3. Interestingly, whilst the membrane binding domain and C terminal tail continued their conformational changes to a lesser degree following first contact with the membrane, the activation loop did not. The activation loop is home to arginine 949 amongst other residues, whose primary function is as a PIP2 substrate recognition site [11]. Once a PIP2 molecule is located in the initial membrane interaction, it is plausible that the activation loop needs to stay relatively static to allow for PI3Kα’s catalytic function.
Differences between the wild type and H1047R mutant are mostly seen following membrane interaction (Figure 4x-B,D). Whilst both continue to exhibit conformational changes in and around the C2 domain (residues 324 - 474), the H1047R mutant does so to a greater degree which may play a part in increasing the protein’s membrane affinity - the proposed effect of the mutation. The wild type undergoes a conformational change in the ABD (residues 1 - 105), which is unseen in the H1047R mutant. The ABD is expected to bind to regulatory SH2 domains found in the p85α subunit and potentially plays a part in restricting the level of membrane binding in the functional wild type protein [13]. Membrane interactions seen in these systems will be explored in greater depth in section 4.3.3.

The cluster analysis was also repeated for the wild type and H1047R systems, this time using crystal structures as a reference template; the E545K mutant structure has yet to be crystallised. In the case
of the wild type structure, PDB ID 4OVU [35] was used as the best representation of the wild type despite the presence of the nSH2 domain; and in the case of the H1047R structure, PDB ID 3HIZ [33] was used as the best representation of the H1047R mutant and also included the nSH2 domain. The aim was to see if any conformations sampled throughout the simulation adopted a similar structure to that of the crystallised protein once the nSH2 domain coordinates were omitted.

![Matrix maps of the wild type (A) and H1047R protein structures](image)

**Figure 4xi** - Matrix maps of the wild type (A) and H1047R protein structures coloured on the basis of its clustering with the 4OVU crystal structure [35] and 3HIZ crystal structure [33] respectively, over the course of the 150 ns wild type (A) and H1047R (B) simulations. Neighbouring structures are defined as having atom-positional RMSD values within 0.25 nm.

It was found in both cases that the static structures of the p110α-p85α complex captured through crystallography were only represented in the early stages of the simulation prior to full equilibration (Figure 4xi). There was no similarity detected as the protein structure approached, interacted with, and eventually bound to the membrane. This would suggest that these crystal structures of the p110α-p85α complex are not representative of the conformations adopted by the protein in its membrane-bound state. Furthermore, any intra-protein interactions seen in the static crystallised structure are not guaranteed to exist *in vivo* when PI3Kα is catalytically active, and these simulations may prove more efficient at mapping the nature of the PI3Kα-membrane interaction.

### 4.3.2.3 - Root Mean Square Fluctuation

While the RMSD quantifies the structural deviation of the entire protein averaged over all residues, the RMSF is the RMSD of each atom (or the group of atoms making up a residue) from its average position during the course of the simulation, averaged over time (and, often, summed over atoms in a residue). Large RMSF values will therefore refer to those residues whose positions deviate most
relative to the average structure of the protein during its approach and/or interaction with the membrane.

**Figure 4xii** - Atom-positional RMSF of each p110α-p85α residue over the course of the 150 ns simulations in the presence of a cell membrane. The first (A) and second (B) runs of the wild type system simulations are shown in red; the first (C) and second (D) runs of the H1047R system simulations are shown in blue; the first (E) and second (F) runs of the E545K system simulations are shown in gold.
The RMSF of each residue revealed which residues exhibit the most conformational changes during the simulation (Figure 4xii). Across duplicate runs for each isoform, the residues of the p110α-p85α complex which fluctuated most were essentially identical, although they exhibited considerably more fluctuation in the second run. However, it is important to note that the RMSF merely indicates the extent of conformational change and not the nature of it, so it fails to differentiate between functionally linked conformational change, and a mobile loop in the structure. A value of 0.4 nm was chosen as the cut-off point for a residue having exhibited considerable and significant fluctuation as it represented a twofold increase in the modal fluctuation of the majority of the residues.

Across all systems, there were distinct blocks of residues belonging to the p110α subunit which underwent considerably more fluctuation than the others (Figure 4xii). These are residues 210-225, 300-310, 500-515, 860-875, and 1050-1065. There was also mutant specific fluctuation in residues 405-415 in the H1047R mutant system; and residues 100-110 in the E545K mutant system. Each residue block will be addressed separately.

The first set of residues is found in the Ras Binding Domain, which as the name suggests is charged with Ras protein recruitment. As the p110α-p85α complex recognises the membrane, it can be expected to undergo conformational changes in this region to allow for Ras binding [18]; however, Ras was not included in the system and as such this cannot be further tested. This structural change is also seen in the cluster analysis.

The next two sets of residues also found in the cluster analysis are loops found on either side of the C2 domain, which is involved in membrane binding across other protein families [19, 20]. While the loops themselves are isolated in solution in the simulations, the C2 domain makes contact with the membrane. This contact could have been facilitated by the dynamics of these loops on either side.

The final two residue blocks which exhibit motion in all systems are found in two regions associated with membrane interaction. Whilst the E545K system does not approach the membrane, it can be seen in the cluster analysis that conformational changes in these regions occur mainly prior to interaction, and potentially as positioning for optimal membrane contact. The block of residues 860-875 is situated between the N lobe and C lobe of the p110α kinase domain and has previously been proposed as a membrane binding domain of PI3Kα [10]. This area of the protein is a part of the catalytic site and, according to experimental results [39], is in the region which contacts the membrane and will be explored in section 4.3.3. The block of residues 1050-1065 is situated in the C terminal tail of the p110α kinase domain. This area of the protein is a part of the catalytic site and is in close contact with the bilayer. This loop is also preceded by the mutation hotspot H1047R which is
understood to affect the activity of PI3Kα by facilitating its interaction with the membrane. It is also
the location of the highly conserved and important WIF (Trp, Ile, Phe) motif found at residues 1057-
1059, proposed to insert itself into the membrane and undergo hydrophobic interactions [11, 39].
Any membrane interactions exhibited by these loops will be explored in section 4.3.3.

4.3.2.4 - Solvent Accessible Surface Area

Solvent accessible surface area (SASA) represents the extent to which each atom or residue in the
protein is accessible to the solvent. When a change in SASA is observed in terms of interaction with
the membrane, it can help identify residues which have undergone either a conformational change
to become more exposed to or shielded from solvent, or the residues which have made contact with
the lipids and potentially buried themselves into the membrane. This makes the analysis here most
relevant for the wild type and H1047R systems, but not the E545K system. As such, SASA of each
residue for the first two systems was calculated before and after interaction with the membrane for
each run, and plotted on the same graph (Figure 4xiii). The maximum solvent accessible surface area
of any residue across all systems was approximately 2 nm². As such, a cut-off of 0.50 nm²
representing 25% of that maximum was used as a threshold to find significant differences in area
before and after membrane interaction. Residue blocks which exhibited increased solvent exposure
were denoted by a red arrow, whilst those with decreased exposure were denoted by a blue arrow.

Following membrane interaction, the wild type and H1047R systems primarily exhibited increased
solvent exposure in three similar regions - the linker between the ABD and RBD, the linker between
the C2 and helical domains, and the linker between the iSH2 and nSH2 domains (Figure 4xiii).
Considering the conformational changes previously observed in sections 4.3.2.2 and 4.3.2.3, the first
two linkers may have become more exposed to solvent in the reorientation of the RBD and C2
domains. As the nSH2 domain is not present in this system, no functional insight can be gleaned
from the SH2 linker, as its increased mobility is most likely due to the absence of the nSH2 domain.
Decreased solvent exposure on the other hand was more substantial in the H1047R system in comparison to the wild type system (Figure 4xiii). This can be expected, as from the time series (Figure 4vii) it could be seen that H1047R presented more of its surface to the membrane, lying almost parallel, whilst the wild type system sat more perpendicular to the membrane surface. In the wild type system, there was decreased solvent exposure in the C2 and kinase domains, which were located at the protein-membrane interface. This was also seen to a greater degree in the H1047R systems, with decreased solvent exposure also observed down the length of the protein incorporating the iSH2 domain, and considerably more residues in the kinase domain.

**Figure 4xiii** - SASA of each protein in 15 ns phases before and after coming into contact with the cell membrane. In each case the SASA before membrane contact is shown in cyan. The SASA of the protein after membrane contact in the first (A) and second (B) runs of the wild type system simulations are shown in red; the SASA of the protein after membrane contact in the first (C) and second (D) runs of the H1047R system simulations are shown in blue. Blocks of residues which exhibit a significant decrease (blue arrow) and increase (red arrow) in SASA are denoted below the x axis.
4.3.2.5 - Comparison to HDx-MS Data

The hydrogen deuterium exchange mass spectrometry (HDx-MS) data measured experimentally for p110α-p85α in the presence and absence of a cell membrane [38, 39] provide a means of validating the MD simulations. These data were available in the form of the percentage change in HDx between different conditions (and between wild type and mutants) of short (5-10 residues) partially overlapping peptides obtained by protease digestion of p110α-p85α prior to MS. While the amount of hydrogen-deuterium exchange depends at least in part upon the degree of solvent exposure, the nature of the HDx-MS data made it difficult to directly compare to the solvent accessible surface area (SASA) calculated from the MD simulations. Instead, the final snapshot from the MD simulations of the wild type and the H1047R mutant were coloured according to the HDx-MS data, and compared to the similar analysis carried out by Burke et al. [39] on the crystal structures and their proposed model of p110α-p85α membrane interaction (Figure 4xiv).

![Figure 4xiv](image)

**Figure 4xiv** - Changes in HDx of activated p110α-p85α upon interaction with the cell membrane. The upper panels are taken from Burke et al. [39], showing the change in HDx upon activation by phosphotyrosine (pY) and membrane binding of wild type (A) and H1047R (B) mapped onto the crystal structure of p110α-p85α and onto a cartoon representation of their proposed model of protein-membrane interaction. The lower panels show the final snapshot from the first runs of the 150 ns simulations of wild type (A) and H1047R (B) systems coloured and oriented similarly, with the membrane shown in pink. The scale of relative deuteration is shown in the middle. The differences between the changes in HDx observed in the two systems are identically represented in (C) on the final snapshot of the H1047R system.

Firstly, the two systems which approached and interacted with the membrane (wild type and H1047R) were each coloured on the basis of the blocks of residues which exhibited either an
increase or decrease in relative deuteration upon interaction with the membrane in the HDx-MS data for that protein (Figure 4xiv-A,B). Following this, the difference in change in relative deuteration upon interacting with the membrane between wild type and H1047R was calculated and mapped onto the H1047R system to show the change in membrane interaction due to the presence of the mutation (Figure 4xiv-C). The H1047R mutant exhibits more significant decrease in deuteration along the kinase domain surface upon interaction with the membrane, indicating that this is the part of the protein that contacts the membrane in the HDx assays (Figure 4xiv-B). This is replicated by the simulation data, where the final snapshots show the H1047R mutant system almost parallel to the membrane, with the same interface presented. On the other hand, the wild type system presents itself to the membrane in an orientation less parallel than that of H1047R, which results in a less substantial change in deuteration along the kinase domain (Figure 4xiv-A,C).

4.3.2.6 - Secondary Structure Analysis

Secondary structure analysis was carried out on the C terminal tail of PI3Kα in each system to monitor its behaviour in solution, as well as in the presence of a membrane. The C terminal tail consists of the Kα11 (residues 1031 to 1046) and Kα12 (residues 1051 to 1062) helices, although the latter has not been crystallised in a helical form in the p110α-p85α complex. The lack of electron density describing the PI3Kα Kα12 structure indicates that it is either too disordered to be helical or is highly mobile. Considering the helical nature of Kα12 in analogous proteins VPS34 and p110γ (PDB IDs: 2X6H and 1E7U, respectively - section 4.2.2), the latter explanation is more likely. Kα12 is also seen as a helix by secondary structure prediction programs (Figure 4vi), and has been proposed to be present in either a closed conformation as seen in 1E7U or open conformation as seen in 2X6H (Figure 4v). Kα12 is expected to be in a closed form in the cytosol but an open form on the membrane, allowing interaction and subsequent insertion [52].

As these simulations were run from the 4A55 crystal structure as the starting point, Kα12 started off in a non-helical form, whilst Kα11 was in a well defined helix. Considering Kα12’s importance in wild type PI3Kα membrane binding, and the relative position of the H1047R mutation between the Kα11 and Kα12 helices, it is possible the H1047R mutant increases membrane affinity through induced conformational changes in and around the C terminal tail. Looking at the predicted secondary structure analysis of these simulations, Kα11 remains in a well-defined α-helix in all three systems (Figure 4xv). Kα12 on the other hand is only seen as an α-helix briefly in the E545K system (Figure 4xv-C) which remains in solution. It is interesting to note that the two systems which do interact with the membrane (wild type and H1047R) exhibit a less defined structure in Kα12 in comparison to the E545K mutant (Figure 4xv-A,B), especially following membrane interaction (at approximately 100
The behaviour of the C terminal tail and its effect on membrane binding will be explored in further detail in section 4.4.

**Figure 4xv** - Secondary structure analysis of the C terminal tail in the p110α subunit comprising of Ka11 (residues 1031 to 1046) and Ka12 (residues 1051 to 1062) over the course of the 150 ns simulations of the wild type (A), H1047R (B), and E545K (C) systems. Colouring is done on the basis of DSSP definitions of coils (brown), turns (purple), bends (blue), β-bridges (green), β-sheets (yellow), 3_10-helices (black), π-helices (gray), and most importantly α-helices (red).

### 4.3.3 - Membrane Interaction

The structural analysis of all three systems and their duplicate simulations were taken into consideration before the protein-membrane interactions were analysed.

Firstly, the E545K mutant exhibits no membrane interaction throughout 150 ns of simulation, and as such will be exempt from this section. A repeat of this behaviour gives more confidence to the possibility of the E545K p110α-p85α complex not being viable to carry out membrane binding as quickly as the wild type and H1047R systems. A change in orientation towards the latter segment of the second run suggests that the E545K system may yet interact with the lipid bilayer, but on a longer timescale than used in this research. It is interesting to note that the E545K mutant’s activity
has been found to be uninhibited by p85α but is further activated by Ras [32-34], a component not present in the systems analysed, which may explain the slower membrane interaction. The opposite is true for the H1047R mutant, whose increased activity is largely dependent on increased membrane affinity [32-34], a feature which will be explored in this section.

Secondly, in the case of the wild type and H1047R systems, the proteins adopt identical orientations with respect to the membrane across the duplicate simulations. As seen in section 4.3.2.3, the residues and domains which present themselves to the brain lipid bilayer are identical across duplicate simulations, with the most notable difference between the duplicate simulations being how quickly they approached the membrane. Both H1047R simulations but neither wild type simulation replicated the HDx data (section 4.3.2.5), and therefore no particular system could be chosen for further analysis of the membrane interaction based on this criteria. As such, analysis centered on the membrane interaction of each system will primarily incorporate the first run of the systems, as they spent the majority of the 150 ns simulations in contact with the brain lipid bilayer. Results from the second run of each simulation are referenced by figures found in Appendix D.

4.3.3.1 - Distance Analysis

The minimum distance between each of the identified membrane binding domains (MBDs) [65] and the anionic lipids found in the membrane were calculated over the course of the wild type and H1047R mutant simulations. These were residues 721-727 (MBD1), 863-873 (MBD2), and 966-974 (MBD3). As the WIF motif (residues 1057-1059) is expected to make a hydrophobic interaction, the minimum distance to all lipids was calculated instead for these residues (Figure 4xvi, Figure Di).

![Figure 4xvi](image_url) - The minimum distance between MBDs (1-black, 2-red, 3-green, WIF-blue) and the cell membrane over the course of the first run of the 150 ns simulation of the wild type (A) and H1047R (B) systems.
These protein-lipid distances were also broken down on a per-residue basis, looking at which of the residues which constitute the MBDs made first contact, and which residues embedded the furthest into the membrane making the closest contact. To do so, snapshots of each simulation were taken of the MBDs at time points where the protein-membrane distance was closest, focusing on the residues within each MBD that the lipids were interacting with. A common feature in all MBDs is the presence of lysines, typically flanked by hydrophobic residues. Lysine, a basic residue, would interact favourably with the anionic lipids, whilst the hydrophobic residues could potentially embed themselves beyond the level of the charged headgroups (Figure 4xvii, Figure Dii).

**Figure 4xvii** - Final snapshots of the wild type (red) and H1047R (blue) proteins following the first run of 150 ns simulations in the presence of a cell membrane (gray). Key residues (green) and key lipids (dark gray) are highlighted. **A)** From left to right: LYS 863 (MBD2) and LYS 973 (MBD3) seen interacting with a POPS lipid. **B)** From left to right: LYS 723 (MBD1), LYS 863 (MBD2) and LYS 973 (MBD3) seen interacting with a POPS lipid. **C)** Embedment of the C terminal tail into the cell membrane showing the position of the WIF motif in the wild type (left) and H1047R (right) systems.
In the case of the wild type system, MBD1 does not approach the membrane closely enough to interact, but does so slowly in the H1047R mutant system albeit not closely enough to embed itself (Figure 4xvi, Figure Dii). As seen in Figure 4vii, this agrees with the larger PI3Kα-membrane interface established by the mutant, and also plays a part in H1047R having increased membrane affinity.

For both the wild type and H1047R mutant systems, the same basic residues are found to be interacting with anionic lipids. In the case of MBD1 (only in H1047R), LYS 723 is the closest to a POPS lipid; for MBD2, it’s LYS 863; and for MBD3 it’s LYS 973 (Figure 4xvii-A,B). In both systems, the WIF motif in the C terminal tail is the most deeply embedded set of residues in the protein (Figure 4xvii-C) which solidifies theories behind its anchoring of wild type PI3Kα to the membrane [11].

4.3.3.2 - Substrate Analysis

PIP₂ is a substrate of PI3Kα, and a PIP₂ binding pocket has been observed by Miller et al. [35] based on the 4OVV crystal structure, in which a PIP₂ molecule is bound to PI3Kα. The specific PIP₂ lipid molecule closest to this binding pocket over the course of the simulation was identified in the first run of the H1047R system. The distance between each residue of the protein and this potential PIP₂ substrate was tracked over the course of this simulation. The residue closest to the PIP₂ substrate at any point in time was the arginine at position 949 (R949), which has been previously identified as a PIP₂ recognition point [66]. The distance between relevant regions of the protein (the binding pocket identified by Miller et al. [35] and R949) and the nearest PIP₂ molecule are shown in Figure 4xviii and Figure Dii. The PIP₂ interaction was substantially later in the second run of simulations (Appendix D).

![Figure 4xviii](image-url)

**Figure 4xviii** - Centre of mass distance between p110α-p85α (purple) and the identified PIP₂ substrate over the course of the first run of the H1047R system simulation. The minimum distances of the PIP₂ binding pocket (orange) and R949 (blue) to the same PIP₂ substrate are also shown.
At approximately 60 ns and 110 ns into the simulation, the R949 residue comes within 0.7 nm of the PIP$_2$ substrate. Interestingly, in between these two time points or interactions, the protein appears to “fall over” onto the membrane (Figure 4vii) as the PIP$_2$ substrate slowly moves out of the lipid bilayer. This is highlighted by the relatively rapid reduction in the distance between the binding pocket and the substrate (Figure 4xviii). To better understand the potential interaction between the R949 residue and the PIP$_2$ substrate, a detailed structural and hydrogen bonding analysis of the system was carried out at approximately 60 ns, the time point of the first interaction and initial substrate recognition (Figure 4xviii). While 0.7 nm is not close enough for direct contact between the R949 residue and the PIP$_2$ substrate, there remained the possibility of a water-mediated contact.

**Figure 4xix** - **A)** Snapshot of p110$\alpha$-p85$\alpha$ (purple) in contact with the cell membrane (gray) at approximately 60 ns in the first run of the H1047R system simulation representing the distance between R949 (blue) and the PIP$_2$ substrate (green). The water molecules (cyan) mediating the contact between R949 and PIP$_2$ are also shown. **B)** Hydrogen bonding network exhibited by PIP$_2$ (left) and R949 (right) with the two water molecules mediating the contact. Molecules have been coloured on the basis of atom type - C (cyan), O (red), H (white), N (blue), and P (gold).

Using the Gromacs program *g_hbond*, a hydrogen bond network was mapped out in the 60 ns snapshot (Figure 4xix), which comprised hydrogen bonds between the oxygen atom of the phosphate group in the PIP$_2$ headgroup and the hydrogen atom of the closest water molecule, the oxygen atom of this water molecule and the hydrogen atom of the adjacent water molecule, and finally two hydrogen bonds between the oxygen atom of this water molecule and the hydrogen atoms of the two amino groups of the R949 side chain. The nature of the interaction between R949 and the PIP$_2$ substrate is a transient one as they do not remain permanently connected via these
hydrogen bonds. Rather, this hydrogen bonding network is dynamic as the water molecules move around the system and the recognition point is relatively fleeting.

Following this, the H1047R p110α-p85α structure at 25 ns timepoints through the 150 ns simulation was aligned with that of the 4OVV crystal structure with PIP_2 bound (Figure 4xx-A). Once aligned, the RMSD between the head group of the prospective PIP_2 substrate identified as approaching the protein in the H1047R simulation and that of the PIP_2 substrate bound in the pocket of the 4OVV crystal structure was calculated (Figure 4xx-B). The RMSD between the PIP_2 substrates was approximately 8 nm at the beginning of the simulation. At the point in the simulation (75 ns) at which the H1047R p110α-p85α presented its full face to the membrane, which places the binding pocket adjacent to the membrane (Figure 4vii, Figure 4xvii), the RMSD between the PIP_2 substrates was approximately 2 nm (Figure 4xx-B). From this point onwards, PIP_2 continues its movement into the binding pocket as the RMSD between the substrates slowly reduces to just less than 1 nm following 150 ns of simulation time.

**Figure 4xx** - **A** Cartoon representation of p110α-p85α (purple) following 150 ns of the first run of the H1047R system simulation aligned with the 4OVV PDB structure (not shown). The position of the 4OVV PIP_2 substrate (green) in the binding pocket (orange) has also been shown, highlighting the closeness of the PIP_2 headgroup to the LYS-LYS-LYS-lyS miniature helix (blue). **B** Atom-positional RMSD between the headgroups of the PIP_2 substrate molecule identified in the first run of the simulated H1047R p110α-p85α system and that in the binding pocket of the 4OVV crystal structure.

Placing the 4OVV PIP_2 substrate into the more functionally representative H1047R membrane-bound structure shows its proposed position in the binding pocket [35] at a time when the protein is carrying out its kinase activity. The PIP_2 headgroup is seen in close proximity to a loop consisting of four consecutive lysine residues (941 - 944) which may play a role in either further substrate recognition or catalysis (Figure 4xx-A). This suggests that as the protein initiates first contact with
the membrane, and recognises the substrate through R949, it “falls over” onto the membrane into this functionally representative state. The relative position on the membrane of this “falling over” is potentially dictated by a further recognition of the PIP$_2$ substrate through K941/K942/K943/K944 along the way as it enters the binding pocket. As catalytic activity is unable to be characterised by MD simulation, this final position of the protein parallel to the membrane surface with a PIP$_2$ substrate entering the binding pocket will be used as a proxy for a representation of a catalytically competent structure, a precursor to ATP binding and subsequent catalytic activity.

**Figure 4xxi** - **A)** Snapshot of p110$\alpha$-p85$\alpha$ (gray) from the 4OVV crystal structure focused on the binding pocket highlighting the residues (orange) interacting with the PIP$_2$ substrate (red). **B)** Snapshot of p110$\alpha$-p85$\alpha$ (gray) following 150 ns of the first run of the H1047R system focused similarly highlighting the same residues (orange) interacting with the identified PIP$_2$ substrate (red).

Returning to the simulation results, the final snapshot of H1047R after 150 ns of simulation revealed the final position of the PIP$_2$ substrate (Figure 4xxi-B). At this RMSD of less than 1 nm from the PIP$_2$ in the 4OVV structure (Figure 4xx-B), the substrate is seen to be entering the binding pocket. The RMSD is, however, not zero, explained by the difference in orientation of the substrate in the 4OVV structure (Figure 4xxi-A). This might be due to the absence of lipid tails in the 4OVV PIP$_2$ substrate, and an absence of a lipid bilayer in the 4OVV crystal structure allowing for more space in the pocket. In contrast, the PIP$_2$ used in the simulations features 16-carbon tails. Despite this, the PIP$_2$ substrate is seen in close proximity to the same residues in both cases, namely K724 and K776 of the kinase domain (p110$\alpha$), and R465 of the iSH2 domain (p85$\alpha$) (Figure 4xxi). The residue which stands out here is K776 which is located in the phosphate binding loop, conserved in the PI3K family [67]. A very recent publication using kinetic analyses to provide mechanistic insight into PI3K$\alpha$ catalysis has also found K776 to be crucial in not only the recognition of the PIP$_2$ substrate, but also that of ATP [68].
4.3.3.3 - Electrostatic Analysis

As seen in section 4.3.3.1, a key feature of the PI3Kα-membrane interaction is the interaction between basic residues found in the membrane binding domains and anionic (POPS) lipids found in the lipid bilayer. In fact, the interface presented to the membrane by PI3Kα involves three domains - the C2 domain, the iSH2 domain, and the kinase domain - and consists of 10 to 15 residue long clusters (inclusive of membrane binding domains) which feature upwards of 40% basic residues (arginine or lysine) (Figure 4xxii-B). The distance between this interface and the membrane decreases over the course of the simulation (Figure 4xxii-A) and the number of hydrogen bonds formed between these three domains and the lipid bilayer increases over the same time frame (Figure 4xxi-A). This further serves to confirm that these 10 to 15 residue clusters, in particular the membrane binding domains, approach and interact with the membrane in this simulation.

**Figure 4xxii - A)** The minimum distance between the C2 (yellow), kinase (red) and iSH2 (purple) domains and the cell membrane throughout the first run of the H1047R system simulation. The number of hydrogen bonds (cyan) formed between p110α-p85α and the cell membrane over the same time frame is also represented. **B)** Right: Final snapshot of p110α-p85α (white) interacting with the cell membrane (cyan) following 150 ns of the first run of the H1047R system simulation. The C2, kinase, and iSH2 domains are coloured as in (A). Left: A list of the basic residues grouped into clusters within each domain, coloured as in (A), found within 1 nm of the cell membrane.
The basis of this recognition, approach, and interaction is the favourable electrostatic interactions between the basic residue side chains and the anionic lipid head groups, which was later confirmed in section 4.3.3.4. Using the interaction energy screening method developed in Chapter 3, the most Coulombically favourable orientation of both the wild type and H1047R systems with respect to the brain lipid bilayer was determined (Figure 4xxiii). In each case, the same orientation was observed, but only in the presence of the brain lipid bilayer confirming the importance of the membrane’s lipid composition, as this orientation was unseen when the process was repeated in the presence of a neutral DPPC bilayer (Figure 4xxiii-A). The orientation identified here (Figure 4xxiii-B,C) is the same as that in which H1047R binds to the membrane in both simulations (Figure 4vii). However, this is not the case in the two wild type simulations (Figure 4vii); as from an electrostatic standpoint, the H1047R mutant explores an orientation allowing for maximum membrane affinity, yet the wild type does not and is potentially restricted from doing so without the assistance of the Ras protein.

4.3.3.4 - Per-Residue Decomposition of Interaction Energies

The functional orientation of PI3Kα relative to the membrane is driven by Coulombic interactions; however, it was unclear as to which residues in particular made the highest contribution to this attraction. To investigate this, the coordinates from the wild type and H1047R systems were obtained after 100 ns, reflecting a state where the protein was bound to the membrane via all possible MBDs (Figure 4xvi). All residues within the system were assigned their own index group along with the membrane, prior to a 25 step simulation being run from this state as described in the interaction energy screening method (Section 3.3.1). The per-residue interaction energies obtained
in this way would therefore be representative of the individual contribution of each residue in the protein to the total interaction energy between the protein and the membrane at a point in time where they were bound. The difference in the key residues behind the interaction between the wild type and H1047R systems indicate which residues enable the membrane interaction in either protein, and also which residues are fundamental to lipid binding regardless of mutation.

As a control, the interaction energy between the entire protein and the membrane was also calculated, ensuring that the sum of the individual residue contributions was equivalent to the total. It was found that of the 114 wild type residues and 137 H1047R residues within the Coulombic cut-off distance from the membrane, more than 75% of the energy contribution came from a mere few residues in each case (Figure 4xxiv, Table 4A). The wild type p110α-p85α complex also had a lower total protein-membrane interaction energy (-1484 kJ.mol⁻¹) compared to the mutant H1047R complex (-1742 kJ.mol⁻¹) which is in keeping with H1047R’s proposed mechanism of increasing activity through improved membrane affinity [8, 34].

![Figure 4xxiv](image-url)

**Figure 4xxiv** - Left: Histograms of how the Coulombic interaction energies between p110α-p85α and the cell membrane are distributed amongst individual residues in the wild type (A) and H1047R (B) systems. Right: Final snapshots of p110α-p85α (white) interacting with the cell membrane (gray) following 100 ns of the first runs of the wild type (A) and H1047R (B) system simulations. The corresponding residues from the three most favourable histogram bins are coloured accordingly.
The wild type interaction energy contribution was primarily made up from residues in the SH2 linkers (Table 4A), floppy loops which in the full length protein would be attached to either the nSH2 or cSH2 inhibitory domains. Returning to the timeseries snapshots (Figure 4vii), these linkers are seen to disrupt the region between the p85α iSH2 domain and p110α kinase domain (PIP₂ binding pocket) by driving them apart, which may have skewed the final orientation of the wild type protein onto the membrane by altering the aforementioned interface incorporating the C2, iSH2, and kinase domains (Section 4.3.3.3). In reality, there would be domains bound to these linkers, and they would not be free to insert themselves into the PIP₂ binding pocket. This issue was later addressed in section 4.4.1. The H1047R interaction energy contribution was primarily made up from residues in the kinase domain (Table 4A), as expected given the parallel nature of its membrane-binding orientation during the simulations.

<table>
<thead>
<tr>
<th>Wild Type Residues</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
<th>H1047R Mutant Residues</th>
<th>Coul. Energy (kJ.mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LYS 448 (p85α)</td>
<td>-320</td>
<td>LYS 587 (p85α)</td>
<td>-154</td>
</tr>
<tr>
<td>LYS 587 (p85α)</td>
<td>-90.5</td>
<td>LYS 867 (p110α)</td>
<td>-124</td>
</tr>
<tr>
<td>TYR 453 (p85α)</td>
<td>-79.8</td>
<td>HIS 875 (p110α)</td>
<td>-122</td>
</tr>
<tr>
<td>LYS 867 (p110α)</td>
<td>-75.3</td>
<td>ASP 1056 (p110α)</td>
<td>-79.8</td>
</tr>
<tr>
<td>GLN 871 (p110α)</td>
<td>-67.9</td>
<td>TRP 1057 (p110α)</td>
<td>-77.2</td>
</tr>
<tr>
<td>SER 874 (p110α)</td>
<td>-51.2</td>
<td>HIS 917 (p110α)</td>
<td>-76.6</td>
</tr>
<tr>
<td>LYS 973 (p110α)</td>
<td>-47.0</td>
<td>GLU 458 (p85α)</td>
<td>-59.4</td>
</tr>
<tr>
<td>ASN 595 (p85α)</td>
<td>-46.4</td>
<td>GLN 455 (p85α)</td>
<td>-58.0</td>
</tr>
<tr>
<td>THR 972 (p110α)</td>
<td>-41.9</td>
<td>LYS 593 (p85α)</td>
<td>-55.9</td>
</tr>
<tr>
<td>GLY 868 (p110α)</td>
<td>-41.7</td>
<td>THR 585 (p85α)</td>
<td>-53.7</td>
</tr>
</tbody>
</table>

To allow for the unnatural SH2 linker positions in the wild type system, the top five contributing residues from the p110α subunit only were determined and ranked for each system. In the case of wild type, the interaction energy was dominated by the membrane binding domain between residues 860 to 875, as well as those in the Kα7 helix following the activation loop. In the case of H1047R, interaction energy was also dominated by residues in and around the same membrane binding domain, as well as HIS 917 in the catalytic loop, and the Kα12 C terminal tail helix, which includes the WIF motif found to insert itself into the membrane. It seems that the membrane binding domain of residues 863-873 is essential to the membrane affinity of the wild type and H1047R p110α-p85α complexes, especially LYS 867 - a basic residue found to be the highest ranking p110α residue in each case. The more parallel nature of H1047R’s interaction with the membrane is also represented in its results which bring the catalytic loop into play, whilst the effect of wild type’s more perpendicular interaction and disruption due to the SH2 linkers can also be seen in its results.
4.3.3.5 - Potential of Mean Force

The binding free energy of two bodies, in this case the p110α-p85α complex and the membrane, can be approximated through derivation from the potential of mean force (PMF). The PMF of the two system components is extracted from a series of umbrella sampling simulations at increasing distances from each other. In each window or simulation, the protein was harmonically restrained at a fixed centre of mass distance from the membrane using an umbrella biasing potential. These restraints allow the protein to sample configurational space at each distance. Overlapping windows of each simulation across the series of distances enable the construction of a PMF curve, through which the binding free energy between p110α-p85α and the brain lipid bilayer can be determined.

The starting configurations for the wild type and H1047R systems were obtained from the endpoints of the first runs of each simulation before they underwent solvation, minimisation, and equilibration as outlined in section 4.2.4. The new configurations were generated by position restraining the membrane whilst pulling the protein along the normal to the membrane at a fixed rate of 0.01 nm per ps. The distance between p110α-p85α and the membrane was analysed at each time point of the simulation, before configurations every 0.2 nm away were selected. This resulted in 18 overlapping configurations initially (Figure 4xxv-A,B), which were simulated in NPT conditions for 20 ns with a harmonic restraint enforcing the distance between the protein and membrane centre of mass with a force constant of 1000 kJ.mol⁻¹.nm⁻².

Orientational sampling was disregarded as it was unfeasible to run a sufficiently long simulation to capture all possible rotations by the protein. This aspect of sampling was also already done by the screening method albeit at only one distance of 0.5 nm, and as such the PMF here instead describes the motion of PI3Kα along a direct path to the membrane (along the z axis), in a fixed orientation defined by the simulation. The PMF was extracted using the Weighted Histogram Analysis Method as implemented in g_wham and the binding free energy profile was constructed for each system between p110α-p85α and the membrane, whereby the change in binding free energy (ΔG) represents the difference between the maximum and minimum values on the curve. Where there were discontinuities in the PMF, or where the distributions of the relative position of p110α-p85α to the membrane at neighbouring distances did not overlap, additional umbrella sampling runs positioned at intermediate distances were run - one for wild type, two for H1047R.
In the case of the wild type system, the change in binding free energy (maximum to minimum) between p110α-p85α and the brain lipid bilayer was found to be -29.5 kJ.mol⁻¹, while that of the H1047R system was found to be -67.8 kJ.mol⁻¹ (Figure 4xxv-C). Once again, it can be seen that the H1047R mutant exhibits a much higher membrane affinity than wild type as discussed in section 4.3.3.4, consistent with lipid binding assays by Burke et al. [39]. The curve shows that the PMF between H1047R and the membrane remains high to much greater distances than for wild type suggesting that H1047R is much happier bound to the membrane than the wild type. This is most likely due to the more negative Coulombic interaction energy between H1047R and the membrane in the binding orientation observed in the simulation, and from which the PMF calculations were initiated. These interactions remain strong at distances beyond the 1.4 nm Coulombic cut-off, at which point the curves diverge most (Figure 4xxv-C).
4.3.4 - Intra-Protein Interactions

The program ConAn was used to characterise intra-protein interactions within PI3Kα across the first simulations of wild type and H1047R as they spent the majority of the 150 ns in contact with the brain lipid bilayer, making for a potentially more catalytically relevant representation of their structures. The goal was to determine whether particular contacts within the protein structures, particularly the catalytic domain, explained the difference in their orientations when interacting with the membrane.

The wild type and H1047R mutant systems exhibit similar interaction networks within the p110α-p85α complex at first glance (Figure 4xxvi-A,C). However, focusing on the kinase domain (Figure
4xxvi-B,D) reveals that conformational differences between the wild type and H1047R mutant have resulted in the Ka12 C terminal tail of the H1047R mutant making more contacts with the remainder of the kinase domain - including the Ka11 helix, the activation loop, and the catalytic loop. However, in the second run of simulations, both systems exhibited these contacts (Figure Div).

Focusing on the source of these changes, g_hbond was used to characterise hydrogen bonds made by residue 1047 (Figure 4xxvii, Figure Dv) which is a histidine in wild type and an arginine in the H1047R mutant. Arginine (R1047), thanks to the charge delocalisation through its double bond and nitrogen lone pairs, is able to form more hydrogen bonds than histidine (H1047). Over the course of the simulation, R1047 forms 39 hydrogen bonds in comparison to H1047’s 11. Once multiple donors and acceptors from the same residues are merged, the picture becomes a little clearer.

The hydrogen bonding similarities between R1047 and H1047 in the first set of simulations begin and end with glutamic acid at position 950 (E950) found in the activation loop (Figure 4xxvii). This contact is only exhibited by R1047 in the second set of simulations (Figure Dv). Considering R949 has been seen to be fundamental to substrate recognition [11], it’s interesting to see its neighbour implicated in hydrogen bonding with a mutation hotspot located in the C terminal tail. For H1047R to increase catalytic activity through improved membrane affinity, it’s understandable why the mutation would occur in a membrane anchoring domain, at a specific residue which makes contact with the activation loop responsible for recognition of its lipid substrate. Whilst R1047 forms hydrogen bonds with E950 from the moment membrane interaction occurs (Figure 4xxvii-B), H1047
takes considerably longer to establish this contact (Figure 4xxvii-A). This potentially means the H1047R mutant is able to recognise the substrate sooner than wild type due to improved interactions between the residue at position 1047 and the activation loop. These interactions between the C terminal tail and the activation loop are potentially able to keep the substrate recognition site in position from the moment membrane interaction occurs in the H1047R mutant, thus accelerating its reorientation into a catalytically competent position. The comparatively slower formation of this contact in the wild type could postpone substrate recognition following membrane interaction. However, considering the H1047L mutant also exhibits improved membrane binding despite leucine’s differing chemical properties [11], this interaction with the activation loop achieved by R1047 cannot be the primary mechanism behind PI3Kα’s increased activity.

The hydrogen bonding differences between H1047 and R1047 are even more interesting. H1047 interacts with residues 591 and 596 of the p85α regulatory subunit in the SH2 linker region, prior to wild type’s interaction with the membrane at approximately 30 ns in the first run (Figure 4xxvii-A) and at 100 ns in the second run (Figure Dv). This contact is absent in the H1047R mutant system and could be inhibitory to the wild type’s membrane affinity. It might also be the cause of the disrupted nature of the region between the iSH2 and kinase domains previously discussed in section 4.3.3.4.

Finally, R1047 is seen to interact with the Kα12 C terminal tail, particularly the WIF motif. Hydrogen bonding exists between R1047 and phenylalanine at position 1059 (F1059) of the WIF motif, but only prior to interaction with the membrane at approximately 30 ns in the first run (Figure 4xxvii-B). Contacts with Kα12 are even more prevalent in the second run (Figure Dv). These contacts are absent in the wild type systems, and could be helping the C terminal tail maintain a position to insert itself into the membrane more efficiently and thus increasing the membrane binding of H1047R.

**4.3.5 - Conclusion**

Using the experimental and computational results presented above, a hypothesis regarding the factors governing the approach of PI3Kα to the membrane in an optimal orientation for interaction with the membrane was developed, and how this differs between wild type and the H1047R mutant. Across the various analyses carried out targeted at membrane interaction and the differences between wild type and the H1047R mutant, one thing is clear. H1047R’s membrane affinity exceeds that of the wild type p110α-p85α complex, which has been established as the mutant’s method of increasing PI3Kα’s catalytic activity in this research and in previous studies [34, 39].

The increased activity of H1047R through improved membrane affinity seems to be influenced by a wide range of interactions, both specific short-range and non-specific long-range. Attractive
Coulombic or electrostatic interactions between basic residues in the protein and anionic lipids in the membrane determine the orientation at which PI3Kα approaches the bilayer. These basic residues, which are conserved across the wild type and H1047R enzymes, are clustered in the membrane binding regions of the kinase domain, as well as the C2 and iSH2 domains creating a positively charged surface along this interface. However, this interface is more presented in the H1047R mutant resulting in a flattened orientation with respect to the membrane, compared to the more offset orientation of the wild type. The result is an improved protein-membrane interaction which places the substrate recognition site (R949) at a location where the PIP₂ substrate is available, and places the PIP₂ binding pocket adjacent to the membrane. The final position of the p110α-p85α complex is maintained through the C terminal tail anchoring.

On the basis of the rotational protein-membrane interaction energy screening, this final position should be identical in the wild type and H1047R mutant; however, the simulation results point to this only being possible in the H1047R system. This difference in orientation results in a higher membrane affinity in the H1047R mutant and appears to be driven by intra-protein interactions, which also potentially leads to accelerated substrate recognition and improved C terminal tail anchoring. The H1047R mutant’s activity has been found to be independent of the Ras protein, responsible for membrane recruitment [32-34], which suggests that wild type PI3Kα may potentially depend on the Ras protein, or a longer timescale to achieve this catalytically functional orientation.

The intra-protein interactions involving residue 1047 have marked similarities and differences between the wild type and H1047R. In both cases, residue 1047 makes contact with residue E950 within the activation loop, which is the neighbour of the substrate recognition residue R949. However, H1047 in the wild type tends towards contacts with the SH2 domain linkers which are possibly more inhibitory, whilst R1047 in the H1047R mutant tends towards contacts with the C terminal tail which are more conducive to membrane binding.

In Part II of the results, completely modelled p110α-p85α constructs without the potentially inhibitory SH2 linkers were built, along with a series of C terminal tail mutants. This will allow an improved characterisation of the importance of the contacts made by residue 1047. Essentially, this will suggest whether the interactions between H1047 and the regulatory domain are key to regulating membrane affinity, and if the interactions between R1047 and the WIF motif are necessary to facilitate membrane binding. The effect of the relative position of the C terminal tail will also be explored, seeing whether modelling it in either an open or closed conformation (Section 4.2.2) has any effect on its interactions with both the membrane and the protein itself.
4.4 - Results and Discussion (Part II)

4.4.1 - Importance of C Terminal Tail

As outlined in section 4.1.4, Hon et al. proposed the importance of the kinase activation loop and the C terminal tail in the interaction of p110α-p85α with the cellular membrane through mutagenesis studies [11]. To provide further insight into these findings, a series of new p110α-p85α constructs were modelled to replicate the mutants used by Hon et al.

It was found that both the polybasic activation loop (electrostatic) and the C terminal WIF motif (hydrophobic) played a part in lipid binding which was also explored in Part I. They therefore created a series of catalytically active (p110α in complex with the iSH2 domain of p85α) PI3Kα mutants for lipid binding experiments. These involved an activation loop mutant (R949D), a Kα12 (C terminal tail) deletion mutant, and a Kα12 triple mutant of the WIF motif (WIF-AAA) reducing its hydrophobicity.

These constructs were replicated allowing the proposed hypothesis (Section 4.3.5) regarding the forces that govern membrane binding to be tested, most importantly those surrounding the behaviour of the C terminal tail.

4.4.2 - Construct Building

A total of ten structures were modelled, five representative of PI3Kα with the Kα12 helix modelled outwards in an open conformation, and five with the Kα12 helix modelled inwards in a closed conformation (Section 4.2.2). In each case, three of the five models were replicates of Hon et al.’s mutants - an R949D mutant (R949D), a Kα12 deletion mutant (Kα12del), and a WIF-AAA mutant (WIF-AAA) [11]. All three of the mutants were modelled onto the structures which featured the Kα12 tail modelled as a helix, previously uncharacterised in any PI3Kα crystal structure. The final two models involved the wild type Kα12 tail, which was either modelled as a restrained helix (Kα12helix) or in its originally unrestrained ribbon state (Original) (Figure 4iv, Figure 4v).

However, before commencing any model building, template PI3Kα structures had to be selected. 4A55 was chosen for models set to include Kα12 in an open conformation as the crystal structure was in a proposed “active” state due to the absence of the cSH2 and nSH2 domains of p85α, and the presence of the activation loop structure defined by the electron density. However, as 4A55 is the crystal structure of mouse p110α, any residues which differed from those found in human p110α were amended. 4OVU was chosen for models set to include Kα12 in a closed conformation as the crystal structure was in a proposed “inactive” state due to the presence of the inhibitory nSH2 domain of p85α. A complete list of the modifications made to each structure is described in Figure
4iv. Importantly, all remnants of the cSH2 and nSH2 domains, and their linkers to the iSH2 domain were removed. This would theoretically result in a maximally uninhibited state of the protein as outlined in section 4.1.2.

All ten structures were prepared for simulation and equilibrated for 50 ns as described in section 4.2.1, before being submitted for rotational interaction energy screening in the presence of the brain lipid bilayer.

4.4.3 - Structural Analysis

To determine which mutation had the largest effect on the p110α-p85α structure, the RMSD of all atoms during the equilibration simulation of each construct from the atoms present in the crystal structure template on which it was built was calculated. All constructs equilibrated fairly quickly with any structural changes triggered by the various changes that were made taking place inside the first 10 ns. This is indicated by little upwards or downwards trend being observed in the fluctuations beyond this point (Figure 4xxviii).

In the case of both the 4A55 crystal structure and 4OVU crystal structure starting points, Kα12del exhibited fewer conformational changes than the other novel constructs. This is to be expected as the protein structure will not have been overly disrupted due to the removal of terminal residues. On the other hand, the constructs which exhibited the most conformational changes were Kα12helix and Original. To explore the source of these conformational changes, the RMSF of the Kα12helix and Original mutants was calculated over the course of the equilibration.

**Figure 4xxviii** - Atom-positional RMSD of the new p110α-p85α constructs from the 4A55 (A) and 4OVU (B) crystal structure templates over the course of the 50 ns equilibration runs in solvent. Kα12helix is shown in black, Kα12del in red, WIF-AAA in green, R949D in blue, and Original in orange.
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Figure 4xxix - Atom-positional RMSF of each p110α-p85α residue over the course of the 50 ns equilibration runs in solvent. The Ka12-helix (black) and Original (orange) constructs represent those which had the highest deviation from the 4A55 (A) and 4OVU (B) crystal structures (Figure 4xxix).

As also seen in the RMSD, the 4A55 starting point exhibits a higher degree of conformational change than the 4OVU starting point, with twice as many residues fluctuating highly (Figure 4xxix). This could be explained by the 4A55 structure originally being crystallised with a ligand inside the C terminal lobe active site, as well as a number of residues being changed from the mouse sequence to the human one. However in both cases, the Ka12 tail (residues 1050 - 1064) and the activation loop (residues 940 - 960) underwent more fluctuation in Ka12-hel than in Original. The remainder of the residues with the highest RMSF values were similar to those observed in Figure 4xii, with Original exhibiting a higher degree of change in the loop preceding the C2 domain (residues 300 - 310).

Another structural aspect of interest was the secondary structure of the C terminal tail. As it was modelled with restraints as a helix in an inwards and outwards pointing state, the nature of the tail following a simulation with no restraints was of interest. The aim was to determine the stability of the helical structure, and whether or not this was affected by its relative position.

In both cases, the final two or three residues of the Ka12 tail are disordered (Figure 4xxx) which is in keeping with the secondary structure prediction (Figure 4vi). However, when the Ka12 tail was modelled pointing outwards, the α-helix started unfolding further after approximately 20 ns, with the final six or seven residues in the tail becoming more disordered (Figure 4xxx-A). On the other hand, when modelled pointing inwards, the α-helix remained intact in this region throughout the equilibration process (Figure 4xxx-B). The secondary structure prediction also suggested a non-helical nature of the kink between the Ka11 and Ka12 helices (Figure 4vi) which is seen to a much greater degree when the Ka12 tail was modelled pointing outwards (Figure 4xxx-A).
The unordered nature of the end of the $\alpha_{12}$ tail modelled pointing outwards can be potentially explained by its increased exposure to solvent. When the tail is modelled inwards, it is in the vicinity of other residues within the kinase domain discussed in section 4.4.5.2 which may assist in maintaining its helical nature. The environment of the $\alpha_{12}$ tail is the most likely explanation for its unfolding when it is modelled pointing outwards, seeing as the tail has the same sequence in both cases.

**4.4.4 - Interaction Energy Screening of Constructs**

Rotational interaction energy screening was carried out between each of the constructs and the membrane at a distance of 0.5 nm as described in Chapter 3. The goal was to determine the most favourable orientation of each construct relative to the membrane on the basis of their Coulombic interactions, and whether any of the changes described in section 4.4.2 resulted in a different orientation than the one observed in section 4.3.3.3.

The majority of the newly modelled constructs were found to have a most favourable orientation consistent with the previously identified membrane binding interface presented to the membrane in each case for all of the top five results (Figure 4xvii). On first thought, this is to be expected, as this interface will have the most positively charged residues regardless of a few mutations. This is especially considering that the majority of these constructs had alterations done to the C terminal tail, whose function in membrane binding is not of an electrostatic nature, but rather a hydrophobic one. However, it is important to note that these constructs will have undergone some level of conformational change following the mutations, and as such may not outwardly present the same residues on their surface. There are two constructs that did not have orientations consistent with

![Figure 4xx](image.png) - Secondary structure analysis of the C terminal tail in the p110$\alpha$ subunit comprising $\alpha_{11}$ (residues 1031 to 1046) and $\alpha_{12}$ (residues 1051 to 1062) over the course of the 50 ns equilibration runs when modelled pointing outwards (A) and inwards (B). Colouring is done on the basis of DSSP definitions as listed in Figure 4xv.
the known membrane binding interface in their top five results, and they both occurred from the 4A55 starting point.

The first result is R949D, whose equilibrated structure presented its membrane binding domains away from the membrane, with the C2 domain being the closest (Figure 4xxxi-D). This is reminiscent of the result where the p110α-p85α complex was screened against a neutral DPPC bilayer (Figure 4xxiii). Considering the function of residue R949 in PIP2 recognition, it is plausible that were it not for this residue, PI3Kα may indeed function as any other C2 domain protein. However, this result was not reproduced in the 4OVU structure (Figure 4xxxi-H), and may be starting conformation specific.

The second result is WIF-AAA, which produced an orientation identical to that seen in the wild type simulations in Part I (Figure 4xxxi-C). This is a remarkable result which may suggest that interactions between the WIF motif and the kinase domain may also play a role in PI3Kα’s membrane approach, assisting in the protein being flat against the membrane. This outcome was not observed with the 4OVU structure (Figure 4xxxi-H). These results led to more questions than answers, discussed below.

Firstly, the helix being modelled pointing inwards or outwards had little overall effect on the most favourable orientations identified in the rotational interaction energy screening results, which focused primarily on Coulombic medium-range interactions. However, due to the protein-membrane distance of 0.5 nm, it remained to be seen whether the C terminal tail position had an effect on the more short-range characteristics such as membrane insertion and substrate interaction. Also, it was unknown whether the introduction of the H1047R mutation to the constructs would initiate any conformational differences in both cases with regards to intra-protein interactions.

Secondly, as WIF-AAA produced a result identical to the wild type simulations in Part I, it would be interesting to explore whether the introduction of an H1047R mutation would influence the orientation of a WIF-AAA p110α-p85α construct with respect to the membrane.

To address these questions, three constructs were chosen - Kα12helix modelled pointing outwards from a 4A55 starting point, Kα12helix modelled pointing inwards from a 4OVU starting point, and WIF-AAA from a 4A55 starting point. The H1047R mutation was introduced in each case, resulting in six new systems: three wild type and three H1047R. These systems each underwent 150 ns molecular dynamics simulations in the presence of the brain lipid bilayer with the previously described protocol (Section 4.2.1) from a starting point taken directly from the screening results. This means the p110α-p85α complex was only 0.5 nm away from the membrane to start with and as such was more biased in its approach following identification of the most likely binding orientation observed in the screening.
Figure 4xxx - Left: Heat cubes of the Coulombic energy terms. The colouring goes from warm (red) to cold (blue) on the basis of the favourability of the protein-membrane interaction at that particular orientation, measured in kJ.mol$^{-1}$. Right: Snapshots of the most Coulombically favourable orientations of p110α-p85α constructs built from the 4A55 starting point (A-E, cyan) and 4OVU starting point (F-J, green) with respect to the cell membrane (gray) as identified by rotational interaction energy screening. The MBDs (MBD1, MBD2, MBD3, WIF) are highlighted in orange. From top to bottom: Ka12helix, Ka12del, WIF-AAA, R949D, and Original.
4.4.5 - Simulations of Chosen Constructs

4.4.5.1 - Effect of C Terminal Tail Modifications

Figure 4xxxii - Snapshots from the simulations of chosen constructs, from a starting point identified by rotational interaction energy screening, over the course of 150 ns shown at 50 ns intervals, revealing the position of the protein relative to the cell membrane (gray). The wild type is shown in red, the H1047R mutant in blue in all cases. Water molecules have been removed for clarity. **A)** Ka12 helix modelled pointing outwards (4A55 crystal structure template); **B)** Ka12 helix modelled pointing inwards (4OVU crystal structure template); **C)** WIF-AAA (4A55 crystal structure template).

For the most part, the p110α-p85α complex approached the membrane in its starting orientation determined by the rotational interaction energy screening (Figure 4xxxii). The previously identified membrane binding interface was maintained, with the PIP₂ binding pocket presented towards the membrane. However, there was a significant change in the orientation of the WIF-AAA mutant proteins with respect to the membrane during the simulations (Figure 4xxxii-C). The starting orientation determined by the screening was more or less identical to the final orientation of the
wild type simulations in part I (Figure 4vii). The wild type p110α-p85α with the WIF-AAA mutation approached the membrane more slowly than its H1047R mutant counterpart, and also at a more upright angle, mimicking the wild type simulations in part I. However, despite the identical biased starting orientation, the H1047R mutant introduced to the same system resulted in the p110α-p85α complex interacting with the membrane sooner and also at an orientation in line with not only the H1047R mutant simulations in part I (Figure 4vii), but also the orientations identified by the screening (Figure 4xxiii, Figure 4xxxi). This suggests that the introduction of the H1047R mutation is what is essential to this more parallel orientation against the membrane, which results in increased membrane binding and a more accessible PIP$_2$ binding pocket, based on Part I. It can be concluded that H1047R increases membrane binding and activity by altering the preferred orientation of p110α-p85α with respect to the membrane surface, the mechanism behind which was previously touched on in section 4.3.4, and will be explored below.

It has been previously determined that H1047R’s activity is independent of activation by Ras, whose function is membrane recruitment in wild type PI3K [32-34]. Based on the simulation results in Parts I and II (Figure 4vii, Figure 4xxxii), it would appear that the wild type p110α-p85α complex is unable to flatten itself parallel against the membrane in the simulations, whilst H1047R is able to achieve this orientation on its own. This removes a level of control in the PI3K pathway, causing PI3K to be in a constantly hyperactive state without Ras GTPase activation, and as such the signal for cell proliferation remains switched on leading to the development of tumours.

![Final snapshot of the WIF-AAA wild type p110α-p85α complex (red) modelled from the 4A55 crystal structure template following 150 ns of simulation in the presence of a cell membrane (gray). The proposed position of the Ras protein (green) has been modelled from a structural alignment with the 1HE8 crystal structure [69], with a putative C terminal tail incorporating the final 20 residues represented by a green dashed line.](image-url)
In order to investigate the notion that the catalytically viable orientation of wild type p110α-p85α with respect to the membrane interface is assisted by Ras recruitment, a structural and sequence alignment was done with the final orientation of p110α-p85α in the WIF-AAA wild type simulation and p110γ in complex with RAS G12V (PDB ID: 1HE8) [69]. The proposed position of Ras alongside the RBD highlights its relative orientation to the membrane (Figure 4xxxiii). The 20 residue long C terminal tail of Ras, absent from the crystal structure, is proposed to span the gap between the RBD-bound Ras and the membrane surface, and a similar putative C terminal tail was drawn by Pacold et al. [69]. Considering the relative positions of p110α-p85α, Ras, and the membrane, it is quite possible that if the Ras recruitment to the membrane was in play, it would assist in flattening p110α-p85α’s relative orientation to be more parallel to the membrane surface, as it could effectively pull the lower end of the complex upwards by increasing PI3Kα’s overall membrane binding affinity. However, the H1047R mutation is able to overcome this limitation either more quickly or on its own.

4.4.5.2 - Intra-Protein Interactions

The program CoNaN was used to map the intra-protein interactions of each of the six proteins over the course of the 150 ns simulation in the presence of a brain lipid bilayer. The goal was to determine whether the changes introduced to the p110α-p85α complex had any effect on the residue contacts between the Kα12 tail and the remainder of the kinase domain observed in section 4.3.4. As both the changes and these contacts were located in the kinase domain of the protein, the intra-protein interactions evaluated were restricted to this region of the protein.

There are two things to consider when evaluating these results (Figure 4xxxiv). Firstly, each starting p110α-p85α structure had already undergone conformational changes, triggered by the C terminal tail mutations or alterations introduced in the modelling phase, in the 50 ns equilibration period. Furthermore, the 150 ns simulation also allowed for equilibration following the introduction of the H1047R mutation. Secondly, all interactions shown here equate to those exhibited by the p110α-p85α structure in a membrane interacting form, while those in Part I also incorporated various interactions made in solution throughout its membrane approach.

The only system where a clear difference is seen between the wild type and H1047R mutant is the Kα12 helix modelled pointing inwards (Figure 4xxxiv-B,E), where the wild type C terminal tail makes more interactions with the remainder of the kinase domain than the H1047R mutant. This is due to a shift in the position of the C terminal tail in the H1047R mutant, resulting in its interactions being more in line with that of the structures where the Kα12 helix was modelled pointing outwards. This suggests that this shift in position may be representative of an active p110-p85α structure and is
further explored in section 4.4.5.3. The remaining systems (Ka12helix modelled pointing outwards and WIF-AAA) exhibited similar interactions across the wild type and H1047R (Figure 4xxxiv).

**Figure 4xxxiv** - Map of the intra-protein interactions exhibited by the kinase domains of the chosen wild type (A-C) and H1047R (D-F) p110α-p85α constructs and their occupancies, with gridlines defined by important kinase domain segments. From top to bottom: Ka12helix modelled pointing outwards (4A55 crystal structure template), Ka12helix modelled pointing inwards (4OVU crystal structure template), WIF-AAA (4A55 crystal structure template).
Once again, the hydrogen bonds made by residue 1047 were brought into focus to shed some light onto any differences in behaviour between the wild type and H1047R mutant constructs.

**Figure 4xxxv** - Relative occupancy of the hydrogen bonds formed by residue 1047 over the course of the chosen wild type (A-C) and H1047R (D-F) construct simulations in the presence of a cell membrane. From top to bottom: Ka12helix modelled pointing outwards (4A55 crystal structure template), Ka12helix modelled pointing inwards (4OVU crystal structure template), WIF-AAA (4A55 crystal structure template).
It can firstly be seen that there are many more interactions with nearby residues (within five residues of residue 1047) (Figure 4xxxv) in comparison with the systems explored in Part I (Figure 4xxvii). This is due to the C terminal tail having now been modelled as an α-helix and as such, hydrogen bonds exist between the backbones of residues along this helix. Once again, the arginine at position 1047 (H1047R mutant) forms considerably more hydrogen bonds than the wild type histidine (Figure 4xxxv). In the case of the Kα12 helices modelled pointing inwards and outwards, R1047 forms hydrogen bonds with the activation loop as seen in the Part I system (Figure 4xxxv-D,E), whilst H1047 does not regardless of the position of the C terminal tail, unlike the Part I system (Figure 4xxxv-A,B). This would suggest that despite the chemical similarity in the histidine and arginine side chains (amino groups), the sheer length of the arginine side chain becomes a key factor in the formation of hydrogen bonds with residues that histidine is unable to contact. The lengthier nature of the arginine side chain could also be the reason behind the shift in C terminal tail position when the Kα12 helix was initially modelled inwards (Section 4.4.5.3), resulting in a potentially activated p110α-p85α complex.

On the other hand, the WIF-AAA systems are unique cases due to the differing protein orientations relative to the membrane (Figure 4xxxii), whereby a conformational change in the kinase region has resulted in hydrogen bond formation unseen in the other systems (Figure 4xxxv). Interestingly, whilst the H1047 continues to exhibit hydrogen bonds with the activation loop as seen in the Part I system (Figure 4xxxv-C), the R1047 instead predominately forms hydrogen bonds with residues either within or directly preceding the catalytic loop (residues 912-920) (Figure 4xxxv-F). This alteration of the kinase domain structure may have been a driving force behind the WIF-AAA/H1047R mutant’s final orientation on the membrane despite its starting orientation, which the wild type was unable to achieve (Figure 4xxxii). As the interaction with the catalytic loop was unseen in Part I (Figure 4xxvii), it is possible that the H1047R mutation is also able to overcome the conformational changes instigated by the WIF-AAA mutation, through the creation of new contacts involving R1047.

4.4.5.3 - Membrane Interaction and Substrate Analysis

While the orientation of the Kα12 helix does not affect p110α-p85α’s interaction with the membrane during the simulations, changes in the helix orientation might be expected to have more of an effect on the insertion of the C terminal tail itself into the membrane. As such, the relative position of the C terminal tail to the membrane was determined for all four cases and whether this was indicative of any insertion into or interaction with the membrane.
When the Kα12 helix was modelled pointing outwards, both the wild type and H1047R mutant had a final orientation relative to the membrane allowing for the C terminal tail to come into contact with the lipids (Figure 4xxxvi-A,C), as observed in Part I (Figure 4xvii). However, when the Kα12 helix was modelled pointing inwards, only the H1047R mutant ended in an orientation which allowed C terminal tail and membrane interaction (Figure 4xxxvi-D). Furthermore, the H1047R mutant presented the PIP2 binding pocket and the full C2-iSH2-kinase domain interface to the membrane whilst the wild type p110α-p85α construct kinase domain was in a more offset position. This would suggest that Kα12 helix in an inwards position prevents the wild type from binding to the membrane effectively, but this barrier is overcome by the H1047R mutant possibly giving it an additional mechanism for increasing membrane affinity and catalytic activity. This issue was non-existent when the Kα12 helix was modelled in an outwards position, which essentially clears the PIP2 binding.
pocket of any interference. The starting C terminal tail position was identical when modelled pointing inwards for the wild type and H1047R systems, yet throughout the simulation, gravitated towards different positions (Figure 4xxxvii). While the Ka12 helix in the wild type system remained in the same lateral position relative to the binding pocket, the H1047R system exhibited a more open conformation, with it shifting away from the binding pocket. This could have been the key factor in its binding orientation and subsequent substrate interaction, explored below.

Figure 4xxxvii - Left: Snapshots of the chosen wild type construct with the Ka12 helix modelled pointing inwards after 0 ns (pink) and 150 ns (red) of simulation in the presence of a cell membrane. Right: Snapshots of the chosen H1047R construct with the Ka12 helix modelled pointing inwards after 0 ns (cyan) and 150 ns (blue) of simulation in the presence of a cell membrane. The relative positions of the C terminal tail before (yellow) and after (green) 150 ns of simulation are highlighted.

As expected from the above results, when the Ka12 helix was modelled pointing outwards, both the wild type and H1047R mutant positioned themselves so as to interact with a PIP₂ lipid substrate (Figure 4xxxviii-A,B). Following 150 ns of simulation, the binding pocket in each case was adjacent to a PIP₂ lipid that sits slightly lower than the membrane surface. This would suggest that once the Ka12 helix is in an open configuration, the p110α-p85α complex is catalytically active; however, disregarding the bias in initial orientation in these simulations, the wild type may either require more time or some assistance from Ras in getting to that position as previously discussed in section 4.4.5.1. The H1047R seemingly needs no such help, and is also unperturbed by the Ka12 helix being modelled pointing inwards. A PIP₂ substrate is also seen adjacent to the binding pocket in this system (Figure 4xxxviii-C), something that is not the case in the wild type system, potentially due to the inhibitory final position of its C terminal tail (Figure 4xxxvii). This is further supported by the catalytically competent position of the wild type simulations in Part I, where the Ka12 tail was neither helical nor pointing in any particular direction.
Figure xxxviii - Final snapshots of the chosen wild type (red) and H1047R (blue) constructs following 150 ns of simulation in the presence of a cell membrane (gray). A potential PIP2 substrate (yellow) is seen entering the binding pocket in each case. A,B) Ka12 helix modelled pointing outwards (4A55 crystal structure template), C) Ka12 helix modelled pointing inwards (4OVU crystal structure template).

4.4.6 - Conclusion

The aim of these simulations was to explore the structure and dynamics of PI3Kα in its most active form (in the absence of the nSH2 and cSH2 domains of p85α) in the presence of a cell membrane including its PIP2 substrate. In Part I, the effect of mutation hotspot H1047R on PI3Kα’s membrane affinity was explored. It was concluded that the fundamental difference between the p110α-p85α wild type and H1047R mutant is the ability of the H1047R mutant to get into a catalytically competent position through increased membrane affinity. It does so without the proposed assistance of Ras unlike the wild type which instead was found to bind to the membrane at an offset angle which did not present the PIP2 binding pocket to the membrane. Also important in this transition from an offset angle to a more parallel orientation is the necessity of placing residue R949 in a position to carry out its role of PIP2 recognition.

In Part II, the aim was further refined to focus on the role of the C terminal tail, and how changes introduced to the Ka12 helix altered the behaviour of PI3Kα. Whilst in Part I the role of the C terminal tail was restricted to that of a membrane anchor, it was also seen in Part II to be linked to the accessibility of the PIP2 binding pocket. When positioned away from the pocket, it allowed p110α-p85α to be catalytically competent, with both wild type and H1047R observed to be interacting with a PIP2 substrate. However, when it was modelled pointing inwards, wild type is unable to achieve a catalytically competent position at the membrane surface, while the H1047R mutation initiated a conformational change that moved the Ka12 helix away from the binding
pocket, allowing catalytically competent interaction with the membrane surface and concomitant PIP$_2$ interaction.

In summary, PI3Kα’s membrane interaction is complex and multi-faceted involving a basic residue interface governing its general orientation through Coulombic attraction to anionic lipids, followed by substrate recognition by R949 and C terminal tail membrane interaction ensuring a catalytically competent position. PI3Kα’s catalytic activity has many levels of regulation both intrinsically, in the form of the C terminal tail and inhibitory p85α subunit, and extrinsically, in the form of recruitment and activating proteins such as Ras. Oncogenic mutants which increase PI3Kα activity do so by overcoming any one or more of these levels of regulation, with H1047R achieving a catalytically competent state without the assistance of Ras. The E545K mutant whose membrane interaction was unable to be determined by this study has been proposed to be independent of the regulatory p85α subunit which suggests it disengages interactions between the inhibitory nSH2 domains and the catalytic p110α subunit. Overall, these simulations have provided mechanistic insight into the role of the C terminal tail and the effect of the H1047R mutation on PI3Kα behaviour.
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Chapter 5 - Cytochrome P450

5.1 - Literature Review

5.1.1 - Overview
Cytochromes P450 (CYPs) are haemoproteins, belonging to a superfamily of proteins which contain a haem group as a cofactor. To date, roughly 60 active genes have been discovered to code for CYPs in the human genome [1], but they are found to exist in all kingdoms of life including bacteria and viruses [2]. CYP enzymes are oxidases which catalyse a variety of metabolic reactions, and play a role in the synthesis of molecules such as steroid hormones, bile acids, cholesterol and other fatty acids. They also play a major role in the metabolism of toxins and foreign substances introduced to the body, such as pharmaceutical drugs [3, 4].

The name cytochrome P450 comes from its location in microsomal vesicles (cyto), and its coloured nature (chrome), pigmented (P) so as to have a 450 nm wavelength absorption peak upon binding carbon monoxide [5]. They are further divided on the basis of sequence similarity, with letters and numbers following CYP [6] denoting its family (number), sub-family (letter), and gene (number); for example CYP3A4. The focus of this chapter will be on the simulation of CYP51A1, also known as lanosterol 14α-demethylase, embedded in a mixed lipid bilayer with and without its lanosterol substrate bound to the active site.

5.1.2 - Clinical Role of CYP
The elimination of foreign substances (xenobiotics) from the body commences with detoxification of compounds occurring in the liver prior to their distribution through the circulatory system [7]. Considering the role of CYPs, they are unsurprisingly primarily located in the liver, but are also found throughout the digestive tract, and have been recently discovered even in the brain [8, 9]. Within the cell, CYP enzymes are either located in the endoplasmic reticulum where they typically metabolise xenobiotics, or in the mitochondria where they are primarily involved in the synthesis of endogenous substances such as cholesterol [10].

Within the liver, there are three phases of metabolism. Phase I essentially renders compounds more hydrophilic through processes such as hydrolysis and oxidation, so as to make them more easily eliminated by the kidneys. CYP enzymes are responsible for the majority of phase I reactions, with as many as half of the drugs introduced to the human body primarily cleared by CYP enzymes [11]. The increased solubility of drug molecules following phase I metabolism facilitates their distribution into
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The bloodstream [12]. Phase II is a conjugation reaction involving the addition of a polar group to further increase solubility, and does not involve CYP enzymes, but rather transferase enzymes [13]. Phase III involves the absorption and distribution of drug molecules, leading to their eventual elimination from the body, facilitated by drug transporters which can move the molecules across cellular barriers [14].

Of all the enzymes involved in drug metabolism within the human body, over 70% of them are accounted for by CYP enzymes [15]. The rate of metabolism of a particular drug compound by CYP enzymes typically determines the dose of the drug administered, with the slowly metabolised drugs requiring a low dose and vice versa [16]. Mutations in CYP enzymes tend to lead to a build-up of toxic substances in the body, and also a reduction in the synthesis of important molecules such as cholesterol [17].

5.1.3 - Biosynthesis of Sterols

As many as 14 CYP enzymes are known to be involved in the metabolism of cholesterol and its derivatives, with all but one of those having a role in cholesterol degradation. This involves the formation of bile acids and steroid hormones contributing to cholesterol homeostasis in the human body [18]. The final CYP enzyme is involved in the biosynthesis of cholesterol, belonging to the CYP51 family [19]. However, it also exists in fungi where it is involved in the biosynthesis of ergosterol, a steroid which alters the permeability and fluidity of fungal membranes, much like cholesterol with human cellular membranes [20]. In all cases, lanosterol serves as the substrate and precursor of the product sterol whereby it is demethylated at the 14α position through three consecutive oxidation steps [21], giving CYP51 its alternative name of lanosterol 14α-demethylase. CYP51 is a common target for inhibition in antifungal medication due to the importance of ergosterol in fungal membranes [22, 23]. A fundamental basis of CYP51 inhibition in antifungal medication has relied on retaining the function of the human variant whilst disrupting the activity of the fungal variant [24-26], and as such is mainly applied topically to avoid side effects on cholesterol homeostasis [27, 28].

5.1.4 - CYP51 Structure and Function

Considering the role of CYP51 enzymes, it is necessary for the lanosterol substrate to be oriented correctly so as to successfully undergo demethylation [19]. This substrate orientation has been the subject of controversy [29]. CYP51 function is highlighted in the conservation of specific residues clustered in regions known as substrate recognition sites (SRS) which are located around the
similarly conserved haem binding region [30] (Figure 5i). Substitution mutagenesis studies centered on SRS-1 and SRS-4 have revealed significant reductions in or complete loss of CYP51 activity [31-35].

**Figure 5i** - **A)** Cartoon structure of *S. cerevisiae* CYP51 with lanosterol bound (PDB ID: 4LXJ). CYP51 is shown in light blue, with the lanosterol (green) and haem cofactor (red) present in the binding cavity. All six of the substrate recognition sites are coloured in dark blue - SRS1 (A122 to C142), SRS2 (Y229 to F236), SRS3 (R252 to K259), SRS4 (E303 to A320), SRS5 (H377 to K386), and SRS6 (T507 to G515). **B)** Structure of lanosterol coloured according to atom type - C (cyan), O (red), H (white). The carbon from the methyl group at the 14α position has been circled in red.

An x-ray diffraction crystal structure of CYP51 (from *S. cerevisiae*) has been solved with its substrate lanosterol bound (PDB ID: 4LXJ) which allowed insight into its potential orientation relative to the cellular membrane, as well as identifying potential substrate and product channels [36]. CYP51 orientation relative to the cellular membrane plays a key role in ensuring the substrate enters and exits the active site successfully [37], whilst maintaining stability in its position through an N terminal amphipathic transmembrane helical domain [38-40]. Thisanchoring is proposed to result in the mouth of the substrate channel being slightly embedded into the cellular membrane within the hydrophobic environment [41, 42]. This proposed orientation supports the hypothesis that the lanosterol substrate is directly taken from the cellular membrane into the active site where it undergoes demethylation prior to exiting the active site through a separate channel [43-46].
5.1.5 - Insight from Molecular Dynamics

The positioning of CYP enzymes in the cellular membrane has been studied using computer modelling and simulations in phospholipid bilayers, using a range of approaches from coarse-grained to multi-scale representations [47-49]. However, these have not involved the CYP51 family until very recently, where \textit{T. brucei} CYP51 (PDB ID: 3G1Q) [45] was modelled within a POPC bilayer, along with various other CYP enzymes [50]. This was initially done using a fully coarse-grained model to determine membrane orientation before being converted to an atomistic model to explore the nature of the ligand tunnels. Two major tunnels were identified on the basis of their radius, where one potentially serves as an entrance tunnel allowing access to the active site from the membrane, whilst the other serves as an exit tunnel allowing access to the solvent, and potentially to a subsequent enzyme for further oxidation. After undergoing CYP51’s function of sterol biosynthesis, the product can exit through either tunnel dependent on its properties, potentially reinserting into the cellular membrane. It was deduced that due to the rigid nature of the CYP51 binding site, inhibition would require compounds similar in shape and chemical properties to the lanosterol substrate.

5.1.6 - Scope of This Research

In collaboration with Assoc. Prof. Joel Tyndall (University of Otago), atomistic MD simulations of a \textit{S. cerevisiae} CYP51 enzyme (PDB ID: 4LXJ) [36] embedded in a lanosterol and POPC membrane were performed, with and without the lanosterol substrate bound in the active site. The aim was to characterise the nature of CYP51’s interaction with the membrane and its effect on the active site, highlighting the differences when the substrate was present and absent. Furthermore, a lipid bilayer consisting of a lanosterol substrate allowed for new insight into the behaviour of the substrate when both inside and outside of the active site. Whilst CYP51’s demethylation function cannot currently be observed through MD simulation, the dynamics of its substrate can be observed as it relates to the proposed ingress and egress tunnels identified in the CYP51 structure.
5.2 - Methods

5.2.1 - System Construction
Coordinates for POPC were obtained as detailed in Chapter 2, whilst coordinates for lanosterol were taken from the 4LXJ crystal structure [36], which was also the source of the CYP51 coordinates. The CYP51 structure was obtained in yeast, which was used as a surrogate fungus. Lanosterol parameters were required prior to any MD simulations being performed; they were generated by the Automated Force Field Topology Builder (ATB) [51]. A lipid bilayer with a composition featuring an 11:5 ratio of POPC to lanosterol molecules was constructed as outlined in Chapter 2. POPC was used as the primary phospholipid as it features predominantly in yeast plasma membranes, whilst the phospholipid to sterol ratio is also representative of yeast plasma membranes [52, 53].

5.2.2 - Simulation Methods
The completed lipid bilayer was subjected to 1000 steps of energy minimisation using the steepest descent algorithm in vacuum with the 54A7 force field [54] modified to include lanosterol parameters, then solvated in a rectangular box using the simple point charge (SPC) [55] water model. The MD simulation was initiated with the following equilibration scheme. First, the initial velocities were randomly generated from a Maxwell-Boltzmann distribution at 50 K. The system was then heated to 300 K over the course of 100 ps in the NVT ensemble, with temperature controlled using the Berendsen thermostat [56], with a temperature coupling constant ($\tau_T$) of 0.1 ps, and periodic boundary conditions. The LINCS algorithm [57] was used with an order of 4 to constrain bond lengths and water bond angles, allowing for an integration time step of 2 fs. The centre of mass motion was removed every 100 ps. Non-bonded interactions were calculated using a grid cut-off scheme. The non-bonded interactions within a cut-off distance of 0.9 nm were calculated at every step from a pair list that was updated every fifth time step. At this point, Lennard-Jones interactions between atoms within 1.4 nm were also calculated and were kept constant between updates. Electrostatic interactions were calculated using particle mesh Ewald (PME) summation [58] outside a cut-off distance of 0.9 nm. The system was then further equilibrated for 400 ps at the ideal temperatures outlined above in the NPT ensemble, with pressure controlled using the Berendsen barostat in a semi-isotropic environment, with two pressure coupling constants ($\tau_p$) of 0.5 ps and two isothermal compressibilities of $4.5 \times 10^{-5}$ bar$^{-1}$. The final coordinates were used as the starting configuration for a 100 ns MD simulation at 300 K.
Once the lipid bilayer was fully equilibrated, the CYP51 protein was embedded into the membrane using the $g_{membed}$ program as per the protocol outlined by Wolf et al. [59]. The orientation for embedment was determined through analogy to other CYP systems previously mentioned (section 5.1.5). The system was then reminimised, resolvated, and neutralised by addition of 3 anions ($\text{Cl}^-$) prior to being re-equilibrated as per the scheme outlined above. The final coordinates were used as the starting configuration for a 150 ns MD simulation at 300 K, with coordinates saved every 50 ps. This process was done twice for the CYP51 protein - once with lanosterol bound in the active site as per the crystal structure, and once with it removed from the active site.

5.2.3 - Analysis Methods

Analysis of the simulations was carried out using GROMACS 4.6 [60] tools for which further detail can be found in section 4.2.4, and simulations were visualised using VMD [61]. Ligand tunnel analysis was carried out using the program CAVER3.0 [62].
5.3 - Results and Discussion

The focus of this research was on the behaviour of CYP51 when in its native membrane-bound state within a lipid bilayer including its lanosterol substrate. The effect of the presence or absence of lanosterol inside the substrate binding cavity was also observed, taking the dynamic and structural changes of the proposed ingress and egress tunnels into consideration. The system consisting of CYP51 with no lanosterol bound will simply be referred to as CYP51, whilst the system featuring a lanosterol substrate in the active site will be referred to as CYP51(L) from this point forwards. Tunnel nomenclature (2f - membrane access, S - solvent access) is taken from Cojocaru et al. [63].

5.3.1 - Overview of Conformational Changes

Figure 5ii - Snapshots from the MD simulations over the course of 150 ns shown at 50 ns intervals, revealing the position of CYP51 embedded in the cell membrane (gray). The CYP51 protein is shown in a blue cartoon structure, the CYP51(L) protein in a gold cartoon structure, the lanosterol substrate in green, and the haem cofactor in red. Water molecules are represented by miniscule cyan dots.

The CYP51 and CYP51(L) systems had identical starting conformations but differed slightly in their trajectories (Figure 5ii), with CYP51 adopting a looser conformation around the A (residues 76 to 87) and A’ (residues 70 to 74) helices situated at the protein-membrane interface. This resulted in CYP51(L) having a final conformation packed more tightly against the membrane, which may have had an effect on the openness of the 2f tunnel whose mouth incorporates residues in the A’ helix.
Otherwise, the systems were fundamentally similar, with the amphipathic helix retaining its position spanning the lipid bilayer. The haem group remained planar in nature, adopting an angle of approximately $60^\circ$ against the normal of the membrane plane, which is in agreement with experimental [64] and computational data [50].

### 5.3.2 - Structural Analysis

**Figure 5iii - A)** Atom-positional RMSD of the CYP51 (blue) and CYP51(L) (gold) protein structures from their initial conformations over the course of the 150 ns simulation embedded in a cell membrane. **B)** Atom-positional RMSF averaged over each residue of the CYP51 (blue) and CYP51(L) (gold) proteins averaged over the course of the 150 ns simulation embedded in a cell membrane.

The root mean square deviation (RMSD) of the CYP51 and CYP51(L) systems revealed that the simulations had equilibrated after approximately 20 ns (Figure 5iii-A). A maximum deviation at any point of 0.2 nm from the original structure suggests that both systems are stable within the lipid bilayer. This essentially means that the behaviour of CYP51 in the membrane over the last 125 ns of the simulation will be indicative of its functional behaviour within the limitations of the parameters and components present in the system.

The root mean square fluctuation (RMSF) highlights residues exhibiting the most conformational change over the course of the simulation (Figure 5iii-B). Both CYP51 and CYP51(L) exhibited relatively high fluctuation in the following regions: the GH loop (residues 274-284), the general region between residues 400-460 which features $\beta1$ and $\beta2$ (fungal specific loop), and finally the $\beta4$ hairpin (residues 506-511) located within the substrate recognition site 6 (SRS6). This is in good agreement with the results of previous simulations of various CYP enzymes in solution and membrane-bound [50]. However, whilst the region between residues 350-365 exhibits low levels of fluctuation in the CYP51 system as seen in Yu et al.’s simulation results, the mobility in this region is increased more
than twofold in the previously uncharacterised CYP51(L) system. This would indicate a conformational difference in this region, corresponding to the JK loop, which is influenced by the presence of lanosterol within the active site. This region lies between SRS4 and SRS5, and does not exist within the infrastructure of either the ingress or egress tunnels, so the cause and effect of this conformational change is not due to direct interaction with lanosterol. It remains a possibility, however, that this alteration could have consequently led to the collapse or opening of one of these tunnels, which will be explored in section 5.3.5. SRS1 (residues 122-142), SRS2 (residues 229-236), SRS3 (residues 252-259), SRS4 (residues 303-320), and SRS5 (residues 377-386) all exhibited minimal fluctuation; suggesting that the integrity of the substrate binding cavity is well maintained.

5.3.3 - Membrane Interaction

As previously mentioned, the transmembrane helix remains in a position spanning the lipid bilayer throughout the course of the 150 ns simulation in both the case of CYP51 and CYP51(L). This can be seen in the maintenance of upwards of 20 hydrogen bonds between backbones of the helix residues and the membrane following equilibration. This equilibration process can therefore be characterised by an increase in hydrogen bond formation, as the transmembrane helix adapts to being in the membrane. The vast majority of the 50 residues encompassing this transmembrane helix are hydrophobic in nature, with the one notable exception being arginine at position 30 (R30). R30 is positioned at the start of the second helix with its side chain situated at the level of the lipid headgroups, which suggests interaction with the polar region of the membrane could play a role in determining the point at which the N terminal tail turns to be perpendicular to the membrane normal after having spanned the lipid bilayer along the normal.

**Figure 5iv** - A) The number of hydrogen bonds formed between CYP51 and the membrane over the course of the 150 ns simulation. B) The position of the transmembrane helix (white) anchored to the membrane coloured by atom type - C (cyan), N (blue), O (red), H (white), P (gold), showing the relative position of R30 (gold) at the level of the lipid headgroups.
The FG loop (residues 234-247) has been found to be embedded in the membrane in both experimental [65] and computational [50] studies. This is also the case in these simulations, with both the CYP51 and CYP51(L) systems having this feature (Figure 5v). The positioning of this loop within the membrane undoubtedly plays a part in substrate recruitment, as it also contributes residues to the mouth of the 2f ingress tunnel, along with the A' helix (residues 70-74) and β4 hairpin (residues 506-511).

**Figure 5v - A)** Snapshot of the CYP51 protein (white) after 150 ns of simulation embedded in the cell membrane (gray) highlighting the position of the FG loop (blue). The haem cofactor (red) is also shown. **B)** Snapshot of the CYP51(L) protein (white) after 150 ns of simulation embedded in the cell membrane (gray) highlighting the position of the FG loop (gold). The haem cofactor (red) and lanosterol substrate (green) are also shown.

### 5.3.4 - Substrate Behaviour

In the CYP51(L) system, lanosterol was situated in the substrate binding cavity at the beginning of the simulation. The minimum distance between the lanosterol substrate and the lipid bilayer was monitored over the course of the simulation to see whether its position altered. The lanosterol substrate starts out approximately 1 nm away from the lipids in the cell membrane, and attains a minimum distance of 0.4 nm closely following equilibration (25 ns). It does not, however, completely exit the binding cavity (Figure 5vi).

It has been previously suggested that, once in the binding cavity, the substrate can exit through the S tunnel or equivalently back through the 2f ingress tunnel into the membrane depending on the substrate properties [43-46]. This would suggest that the chemical change effected by demethylation causes the ergosterol/cholesterol precursor to exit CYP51 to be further oxidised to its ergosterol/cholesterol product [21], whereas the unmodified lanosterol may instead return to the cellular membrane. The retention of lanosterol in the binding cavity during the CYP51(L) simulation may simply be due to the relatively short timescale of the simulation compared to physiological
timescales. As well as increasing the length of the simulation, it would be of interest in the future to also carry out simulations with an ergosterol/cholesterol precursor bound.

Figure 5vi - A) The minimum distance between the lanosterol substrate and the cell membrane in the CYP51(L) system. B) Snapshot of the CYP51(L) protein (white) after 150 ns of simulation embedded in the cell membrane (gray) highlighting the position of the substrate binding cavity (gold). The haem cofactor (red) and lanosterol substrate (green) are also shown.

Figure 5vii - A) Relative occupancy of the hydrogen bonds formed by the lanosterol substrate in the CYP51(L) system over the course of the 150 ns simulation. Hydrogen bonds with G310 are shown by a black line and hydrogen bonds with Y140 are shown by a blue line. B) Looking down through the membrane (gray) into the active site: relative positions of the 14-methyl group to the haem cofactor (red) in the aligned 3P99 structure (blue), 4LXJ structure (orange), and the CYP51(L) system (green) following 150 ns of simulation. The CYP51(L) protein is also shown in gold.
The simulated CYP51 protein exhibits two hydrogen bonds with the lanosterol substrate, one with the tyrosine at residue position 140 (Y140), and the other with glycine at residue position 310 (G310) (Figure 5vii-A). These two residues are situated in SRS1 and SRS4 respectively, belonging to the two most highly conserved motifs of the CYP51 family [19]. These 2 bonds exist primarily in the first 40 ns of the simulation, at which point they disappear due to the lanosterol substrate closing the distance to the haem cofactor over the course of the simulation (Figure 5vii-B). The aforementioned controversy in lanosterol orientation (Section 5.1.4) [29] surrounds the position of the 14-methyl group targeted for oxidation relative to the haem cofactor, whereby crystal structure 3P99 [45] presents $14\alpha$-methylene cyclopropyl-$\Delta^7$-24,25-dihydrolanosterol (MCP) in a flipped orientation when compared to the lanosterol substrate of the 4LXJ crystal structure [36]. Following substrate recognition by SRS1 and SRS4, it is necessary for the lanosterol substrate to approach the haem for the functional oxidation activity of CYP51 to occur. It is plausible that the orientation of lanosterol in the 4LXJ crystal structure is representative of a pre-catalytic state, whereby contacts with SRS1 and SRS4 occur; alternatively, the orientation of MCP in crystal structure 3P99 is representative of a catalytic state, whereby the 14-methyl group points towards the iron in the functional haem cofactor. The simulation of the CYP51(L) simulation has thus provided insight into a potential pathway describing the substrate movement required for catalysis, so as to bring the 14-methyl group from a position described by the 4LXJ structure closer to a position described by the 3P99 structure (Figure 5vii-B).

**Figure 5viii**  
A) The minimum distance between the potential lanosterol substrate and the binding cavity in the CYP51 system.  
B) Snapshot of the CYP51 protein (white) after 150 ns of simulation looking down through the cell membrane (gray) highlighting the relative position of the potential lanosterol substrate (green) to the tunnel entry to the substrate binding cavity (blue). The haem cofactor (red) is also shown.
On the other hand, the CYP51 system featured no lanosterol substrate within the binding cavity. The behaviour of all lanosterols in the lipid bilayer were monitored over the course of the simulation, before one was chosen as the most likely potential substrate based on its proximity to the ingress tunnel. The CYP51 enzyme diffused across the membrane before settling in a position adjacent to the potential substrate, resulting in a minimum distance of 0.3 nm between the binding cavity and the substrate for the final half of the simulation (Figure 5viii). It also went from an expectedly upright position parallel to the remainder of the lipids to a rather surprising perpendicular position. As the entrance to the 2f tunnel is embedded beyond the level of the lipid headgroups, it is necessary for the lanosterol substrate to alter its orientation for either its polar end or tail end to be accessible to the tunnel entrance for it to end up in the orientation seen in the 4LXJ crystal structure [36] or 3P99 crystal structure [45] respectively. Thus, this change in orientation may be a precursor to entry into the tunnel.

5.3.5 - Behaviour of Ingress/Egress Tunnels

The goal of this section was to follow the behaviour of the proposed ingress and egress tunnels over the course of the simulation, to see whether they became or remained accessible on the basis of the presence or absence of a substrate in the binding cavity. To do so initially, the final protein structure in the CYP51(L) system was analysed, with the focus on residues at the mouth of the 2f (membrane entry) and S (solvent exit) tunnels (Figure 5ix).

**Figure 5ix**  -  **A)** Snapshot of the CYP51(L) protein (silver) depicted in a wireframe surface representation looking down through the cell membrane (pink). The 2f tunnel (red arrow) and its lining residues (gold) are highlighted with the lanosterol substrate (green) visible through the tunnel. **B)** Snapshot of the CYP51(L) protein (silver) depicted in a wireframe surface embedded in the cell membrane (pink). The S tunnel (red arrow) and its lining residues (gold) are highlighted with the lanosterol substrate (green) visible through the tunnel. The water molecules are also shown in cyan.
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A clear path was shown from the membrane into the binding cavity via the 2f tunnel, as well as from the binding cavity into the solvent via the S tunnel. The lanosterol substrate situated within the binding cavity is easily visible in both cases; however, its orientation would suggest that exit via the 2f tunnel back into the membrane is the most likely outcome were the simulation extended indefinitely.

The program CAVER3.0 [62] was used to analyse the behaviour of the two tunnels over the course of the simulation, in both the CYP51 and CYP51(L) systems. This program determines the most favourable pathway to access the protein surface from a user selected starting point within a cavity. The trajectories were broken down into individual frames every 50 ns, at which point the coordinates were evaluated for the presence of tunnels. The starting point of the analysis was determined for each coordinate file individually as being approximately 0.4 nm higher than the iron in the haem group as the best representation of the active site [63]. The tunnels were determined to have either been open or closed at each particular time point, based on a bottleneck radius of 0.14 nm, with a greater radius signifying an open nature [62].

![Figure 5x](image)

**Figure 5x - A)** Snapshot of the CYP51 protein (blue) embedded in the cell membrane (gray) after 0 ns of simulation with the 2f tunnel (pink) shown as analysed in CAVER3.0. The haem cofactor is also seen in red, with the water molecules depicted in cyan. **B)** Snapshot of the CYP51 protein (blue) embedded in the cell membrane (gray) after 50 ns of simulation with the S tunnel (yellow) shown as analysed in CAVER3.0. The haem cofactor is shown in red, with the water molecules depicted in cyan.

Following the use of a probe radius of 0.12 nm as recommended by Cojocaru et al. [63], only two tunnels were ever detected over the course of either simulation (Figure 5x); these were, as surmised, tunnels 2f and S. The 2f tunnel was lined by the A’ helix (residues 70-73), SRS1 (residues 126-140), F” helix (residues 236-242), SRS4 (residues 311-318), SR5S (residues 379-385), and the β4
hairpin in SRS6 (residues 506-510). The S tunnel was lined by the F helix (residues 228-237), SRS4 (residues 312-321), SRS5 (residues 379-380), and the β4 hairpin in SRS6 (residues 508-512). These tunnel lining residues agree with Yu et al.’s simulation findings [50].

In the CYP51 system where the lanosterol substrate was removed from the active site, the 2f tunnel was only found to be open at the beginning of the simulation (Figure 5x-A) at which point the S tunnel was closed. As the simulation progressed, the S tunnel was found to be open after 50 ns (Figure 5x-B), 100 ns, and 150 ns, while the 2f tunnel was closed at these points.

In the CYP51(L) system where the lanosterol substrate was left in the active site, both the 2f and S tunnels were found to be open at the beginning of the simulation (Figure 5xi). However, contrary to the CYP51 system, the 2f tunnel remained open for the entire duration of the simulation, while the S tunnel was found to be closed at all other time points analysed.

Figure 5xi - A) Snapshot of the CYP51(L) protein (gold) embedded in the cell membrane (gray) after 0 ns of simulation with the 2f tunnel (pink) and S tunnel (yellow) shown as analysed in CAVER3.0. The haem cofactor is also seen in red, the lanosterol substrate in green, and the water molecules depicted in cyan. B) Snapshot of the CYP51(L) protein (gold) embedded in the cell membrane (gray) after 50 ns of simulation with the 2f tunnel (pink) shown as analysed in CAVER3.0. The haem cofactor is also seen in red, the lanosterol substrate in green, and the water molecules depicted in cyan.

When the binding cavity is occupied, the 2f tunnel remains open whilst the S tunnel remains closed (Figure 5xi-B) suggesting one of two possibilities - either the eventual product will enter the membrane, or the S tunnel will only open once the CYP51 enzyme has carried out its function. When the binding cavity is unoccupied, the 2f tunnel remains closed whilst the S tunnel remains open (Figure 5x-B) also suggesting one of two possibilities - either the eventual substrate is recruited from the cytosol, or more likely, the 2f tunnel will only open once a potential substrate has been recognised.
This is not in keeping with Yu et al.’s work which found that both ligand-bound and ligand-free CYP51 maintained both tunnels open when membrane-bound [50]. These differences can be explained by the nature of the substrate, which was lanosterol in this study (solved by crystal structure) and the MCP inhibitor in Yu et al.’s work modelled through analogy following conversion from a coarse-grained representation to an all-atom model. Yu et al.’s work also used a *T. brucei* CYP51 enzyme (29% sequence identity [66]) with the amphipathic helix modelled, while the *S. cerevisiae* CYP51 enzyme structure used in this case was solved with a much longer amphipathic helix included.
5.4 - Conclusion

The CYP51 protein systems appear to be structurally stable when embedded inside a lipid bilayer, regardless of the presence or absence of a lanosterol substrate in its binding cavity. The stability of the membrane-bound protein is undoubtedly enhanced by the presence of a transmembrane helix spanning the length of the membrane normal, making an almost 90° turn at the level of the opposite headgroups potentially determined by the presence of a lone polar residue (R30) in the helix. The residues surrounding the binding cavity exhibit little conformational change suggesting the integrity of the binding cavity is kept through CYP51’s stable membrane interaction.

When the lanosterol substrate is present in the binding cavity, it initially interacts with the highly conserved SRS1 and SRS4 regions prior to its repositioning to be closer to the haem cofactor for the remainder of the simulation. Considering the oxidation function of CYP51, this final orientation of the lanosterol substrate is plausibly indicative of a catalytically competent position. This position is unseen in the 4LXJ crystal structure as the lanosterol substrate may not advance from a position allowing substrate recognition until CYP51 is in a membrane-bound state.

It has been proposed previously that the substrate has two pathways in and out of the binding cavity, namely the 2f (membrane access) and S (solvent access tunnels). The simulations show that the open or closed nature of these tunnels appears to be regulated by the presence or absence of a substrate inside the binding cavity. The behaviour of the tunnels over the course of the simulation suggests that when the active site is occupied by a substrate, the 2f tunnel is open whilst the S tunnel is closed. However, when the active site is devoid of a substrate, the opposite is true. This could be a result of the source of substrate recruitment; however, observation of the recruitment of a substrate from the membrane or the cytosol would require considerably more simulation time. The nature of the product may also determine the preferred exit pathway of the enclosed sterol, which could highlight differences between the behaviour of human CYP51 (cholesterol product) and fungal CYP51 (ergosterol product) for example.

For additional information to be gleaned on the effect the nature of the substrate or product has on CYP51’s behaviour, additional simulations would have to be run with a range of ligands, including ergosterol and its precursors, contained in the active site with potentially a range of cell membranes consisting of varying lipid compositions reflective of the host organism.
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Chapter 6 - Conclusions and Future Perspectives

This research sought to apply the techniques of molecular dynamics and computational analyses to characterise protein-membrane interactions on an atomistic level. Membrane proteins typically regulate cellular function and behaviour; thus, alteration in their structure will more often than not negatively impact a cascade of activities, resulting in disease. To make these proteins effective drug targets in the treatment or cure of such diseases, their behaviour must be well understood in terms of not only structure and dynamics, but also their interactions with the cellular membrane interface. Molecular dynamics presents itself as a valuable tool in the study and observation of protein-membrane systems, allowing detailed insight into specific and non-specific interactions.

In the field of molecular dynamics, proteins have been carefully parameterised whereas less importance has been placed on the cell membrane and its lipid components. Lipid composition is intrinsically linked to both the location and function of the cell membrane; and so, to gain a full understanding of their role in protein-membrane interactions, complex systems reflective of the physiological composition of lipid bilayers must also be studied. Chapter 2 outlines the creation of parameters for novel lipids of varying headgroups and fatty acid tails for the GROMOS 54a7 force field. These parameters were then validated through the construction of single, dual, and multi-lipid bilayers leading to the construction of brain lipid bilayers featuring biologically relevant composition. This opens the door for the use of these novel lipids to build a wide array of lipid bilayers with compositions reflective of the environment being modelled. Depending on the bilayer, further parameterisation may need to be undertaken to introduce additional lipid types, such as phosphatidylglycerol and cardiolipin. Ideally, the current brain lipid bilayer simulations should be extended towards a 500 ns timescale, so as to observe membrane features such as lipid diffusion and clustering.

The parameterisation of these lipids and the construction of the brain lipid bilayer allowed for a more accurate representation of protein-membrane systems. Protein-membrane interactions can be broken down into two stages: membrane association and membrane binding. Membrane binding typically features specific short-range interactions and often sees embedment of the protein into the lipid bilayer. On the other hand, membrane association describes the approach of the protein towards the membrane in an orientation necessary for its function, via non-specific long-range interactions. These interactions are often electrostatic, commonly involving positively charged basic residues and negatively charged anionic lipids.
Using this theoretical knowledge, a rotational sampling method was developed to rapidly screen protein orientations with respect to the membrane so as to identify the most favourable protein-membrane interface. Furthermore, atomistic representations of all system components allowed for per-residue decomposition of the protein-membrane interaction energies facilitating the identification of key individual residues and lipids important to the membrane association process. In tandem with the construction of lipid bilayers representative of a particular membrane protein’s environment, this method allows for the prediction of the functional orientation of the protein with respect to the membrane, ranking the individual contribution of residues in achieving this orientation. This provides new and essential insight into potential drug targets for the disruption of the protein-membrane interface fundamental to the protein’s function. Additionally, this allows for the initiation of molecular dynamics simulations of protein-membrane systems from an advanced stage in terms of their association, potentially saving both time and resources.

Whereas much of the work has focused on the behaviour of the protein, it would be useful and interesting to observe the significance of the role other elements play within the system. The effect of the variation of lipid composition, particularly anionic lipids, on the most favourable orientation would be a fundamental step in solidifying the nature of protein-membrane association. This screening method also outputs potential energies on the basis of interatomic distances, failing to take into account the effect of the surrounding solvent and ions. Whilst PMF is a better estimation of membrane affinity, the substantial difference in calculation timescale becomes a hindrance. It would be intriguing to determine the feasibility of introducing a method incorporating aspects of both techniques, in an effort to produce a more realistic evaluation of protein-membrane interactions.

Molecular dynamics simulations were done of PI3Kα, a signalling protein regulating cellular functions such as proliferation and survival, via the phosphorylation of PIP₂ to PIP₃ occurring at the membrane interface. This study found that an oncogenic mutant of PI3Kα, H1047R, increases activity through the improvement of its membrane affinity. It achieves this through conformational changes initiated due to the nature of the arginine side chain, resulting in the presentation of more basic residues along the membrane-binding interface. This allows for faster membrane association, earlier substrate recognition, and the achievement of a catalytically competent orientation independent of other activating and recruitment proteins. A theory was put forward that the wild type PI3Kα’s achievement of this orientation is potentially dependent on the Ras activating protein. Eventually, it would be ideal to carry out molecular dynamics simulations of a Ras-bound PI3Kα in the presence of a lipid bilayer. As such a crystal structure has not yet been resolved, this system would need to be modelled analogously to the PI3Kγ structure.
A comprehensive study into the nature of PI3Kα’s C terminal tail was also carried out, using predictive modelling to determine the effect of its position relative to the substrate binding pocket. When modelled pointing outwards, away from the binding pocket, PI3Kα was able to achieve a catalytically competent orientation whereby the tail was embedded into the lipid bilayer. However, when modelled pointing inwards, into the binding pocket, the wild type PI3Kα was unable to achieve this orientation. Interestingly, the H1047R mutation initiated a shift of the tail away from the binding pocket, allowing the catalytically competent orientation to be achieved. This finding adds another facet to the mechanism by which this mutation increases PI3Kα activity. Experimental procedures must be carried out to validate the predictions made by these molecular dynamics simulations; however, this research has potentially led to a more fundamental understanding of PI3Kα’s membrane interaction and how that leads to its function.

Further molecular dynamics studies featuring changes in membrane composition and the nature of the PIP₂ substrate are already being carried out in an attempt to provide further context to the function of the many membrane binding domains found in PI3Kα. These new simulations look at the effect of the naturally variable length and saturation of the PIP₂ fatty acid tails on PI3Kα’s ability to recognise the substrate. Extension of the current simulations would also be helpful in determining whether the observed PIP₂ substrate would continue its path into the binding pocket, and also whether the E545K system would eventually demonstrate membrane interaction. Further testing of the multi-faceted inhibition of PI3Kα’s activity and how each mutation overcomes it could be carried out. In addition to Ras-bound PI3Kα, other potential examples of this include: the E545K mutation introduced to a PI3Kα system with the nSH2 domain bound to determine the mechanism of decoupling; the H1047L mutation introduced to a PI3Kα system to observe the parallels with H1047R’s conformational changes leading to an improved membrane affinity.

Another protein-membrane system was studied, featuring a cytochrome P450 enzyme embedded into a lipid bilayer. The stable nature of this arrangement during the molecular dynamics simulations of this system was comforting, and allowed for a more confident analysis of CYP51’s behaviour. While simulations are unable to demonstrate catalytic activity, they can potentially predict catalytic pathways highlighting interactions between the enzyme and the substrate. In the case of the CYP51-membrane system, this was manifested in the lanosterol substrate interacting with previously identified substrate recognition sites en route to a repositioning alongside the haem cofactor present in the protein.
The volumes of the ingress and egress tunnels situated on the membrane and solvent interfaces of CYP51 were also characterised, leading to a theory of their regulation by the presence or absence of a substrate within the binding cavity. It was found that when the binding cavity was occupied, the membrane access tunnel remained open, whereas the solvent access tunnel remained closed. However, when the binding cavity was unoccupied, the opposite was true. The nature of the substrate may also have an effect on its preferred egress pathway. Physiologically, CYP51 works alongside other membrane proteins allowing for substrates to be passed laterally to adjacent enzymes. In the future, it would be interesting to be able to simulate these proteins embedded in the membrane in more complex systems with a range of substrates and their precursors. This would allow for a more complete characterisation of their effect on the nature of the binding cavity, as well as shed more light onto the functional behaviour of CYP51.

In summary, molecular dynamics is a uniquely useful tool when it comes to the characterisation of protein-membrane interactions, doing so in a dynamic nature with an atomistic level of detail. Complex systems can be built featuring the protein in an environment reflective of its physiological state, leading to accurate predictions of its behaviour and the identification of components essential to its function. When applied to both a transiently bound peripheral membrane protein (PI3Kα) and an integral transmembrane protein (CYP51), novel insight was gained into their function. With as many as half of medicinal drugs targeting membrane proteins, it is of utmost importance that the function of these proteins is well understood, primarily involving the characterisation of their interactions with the cellular membrane which is often the source of their substrate. This research will hopefully introduce and establish novel methods in the field for the study of protein-membrane interactions, particularly in their application to an understanding of PI3Kα which was the main focus of this thesis.
Appendix A - Alterations to Force Field Files

New bond length for carbon-carbon bonds in 5-membered and 6-membered hydrocarbon rings.

#define gb_53  \[0.150 \ 0.750E+07\]
; C,CHn - C,CHn  5-6 mem rings  800

New bond angle for carbon-carbon single bonds in 5-membered and 6-membered hydrocarbon rings.

#define ga_55  \[108.0 \ 535.00\]
; CHn - CHn - CHn  5-6 mem rings

New bond angle for carbon-carbon double bonds in 6-membered hydrocarbon rings.

#define ga_56  \[124.0 \ 615.00\]
; CHn - CH = CH - CHn  6 mem ring

New improper dihedral angle for 5-membered planar cholesterol ring.

#define gi_1a  \[0.0 \ 33.5\]
; planar group  5 mem ring

All GROMOS54A7 parameter files for lipids used in this research are available upon request.
Appendix B - Rotational Interaction Energy Screening Script

#!/usr/bin/python

# script to iterate over different orientations and distances of the protein
# the membrane and call gromacs for a short MD to calculate the interaction energy

import sys, os
import getopt
import shutil
from string import replace
from subprocess import Popen, check_call, PIPE, CalledProcessError

def usage():
    print('''usage: {0} -h
          {0} <pitch> <roll> <yaw> -x <centre_x> -y <centre_y> -z
          [ -s <exe_suffix> ]'''.format(progname))
    return

exitcode = { 'ok' : 0, 'warning' : 1, 'critical' : 2, 'unknown' : 3 }
progname = os.path.basename(__file__)

try:
    opts, args = getopt.gnu_getopt(sys.argv[1:], "hs:x:y:z:", ["help",
"suffix="])
except getopt.GetoptError as err:
    # print help information and exit:
    print str(err) # will print something like "option -a not recognized"
    usage()
    sys.exit(exitcode['critical'])

centre = [None, None, None]
suffix = ""
try:
    for opt, arg in opts:
        if opt in ("-h", "--help"):
            usage()
            sys.exit(exitcode['ok'])
        elif opt in ("-s", "--suffix"):
            suffix = arg
        elif opt == "-x":
            centre[0] = float(arg)
        elif opt == "-y":
            centre[1] = float(arg)
        elif opt == "-z":
            centre[2] = float(arg)
        else:
            assert False, "unhandled option"
except ValueError:
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sys.stderr.write("""Centre coordinates must be floating-point numbers (or convertible to such)"")
sys.exit(exitcode['critical'])

if len(args) != 3 or len(centre) != 3:
    usage()
    sys.exit(exitcode['critical'])

# Angle of rotation from starting position (degrees)
try:
    pitch = int(args[0])  # Angle of rotation about X
    roll = int(args[1])   # Angle of rotation about Y
    yaw = int(args[2])    # Angle of rotation about Z
except ValueError:
    sys.stderr.write("""Angles of rotation must be integers (or convertible to integers)"")
    sys.exit(exitcode['critical'])

[pitch, roll, yaw] = [angle % 360 for angle in [pitch, roll, yaw]]
rotstring = "_00{0}_00{1}_00{2}'.format(pitch, roll, yaw)

# Get the location of GROMACS
try:
    gromacsbindir = os.path.join(os.environ['EBROOTGROMACS'], 'bin')
except KeyError:
    sys.stderr.write("""The environment variable EBROOTGROMACS is not defined.
    Please load a GROMACS module, then try again."")
    sys.exit(exitcode['critical'])

# Make sure the suffix is correct
editconf_exe = os.path.join(gromacsbindir, "editconf{0}".format(suffix))
if not os.path.isfile(editconf_exe):
    suggested_suffix = None
    for gromacsprogram in os.listdir(gromacsbindir):
        # Assume only one "editconf"
        if gromacsprogram.startswith("editconf"):
            suggested_suffix = replace(gromacsprogram, "editconf", "", 1)
            break
    if suggested_suffix is None:
        sys.stderr.write("Error: editconf is missing -- something is badly wrong!
"
    else:
        sys.stderr.write("{0}: no such file -- perhaps suffix should be {1}?\n".format(editconf_exe, suggested_suffix))
        sys.exit(exitcode['critical'])

# protein name?
mut = 'pi3k'
# output directory for putting all the files that we generate into
outdir = mut+'_rot-ene'
try:
    os.mkdir(outdir)
except:
    pass

# centre of box
# TODO: Consider whether to supply as an argument
# protein-membrane coordinates (solvated)
protmb = mut+'_mb.gro'

# open a log file to see what's happening
log_filename = rotstring + "_.log"
log = open(log_filename,'w')

# -- first cut out protein and membrane coordinates
#f = open(protmb,'r')
#l = f.readlines()
# membrane coordinates only (in big box)
mb = 'mb.gro'
#fm = open(mb,'w')
#init = 'Membrane in Box;\n  22788\n'  
#fm.write(init)
#for i in range(12869,35657):
#  fm.write(l[i])
end = '  13.27970  26.50000  12.44970
'  
#fm.write(end)
#fm.close()

# protein coordinates only
prot = mut+'.gro'
#fp = open(prot,'w')
#init = 'Protein to Rotate;\n  12867\n'  
#fp.write(init)
#for i in range(2,12869):
#  fp.write(l[i])
#fp.write(end)
#fp.close()

stolen_data = []
# new name for rotated protein coordinates according to current iteration
rotprot = os.path.join(outdir, replace(prot,'.gro',rotstring+'.gro'))
# rotate and re-centre protein
# note that all arguments to check_call must be strings, not ints or floats
rotate_cmd = [ "-f", prot]
rotate_cmd.extend(["-rotate", str(pitch), str(roll), str(yaw)])
rotate_cmd.extend(["-center"])  
rotate_cmd.extend([str(coord) for coord in centre])
rotate_cmd.extend(["-o", rotprot ])
log.write("Running rotate command: {0}\n".format(rotate_cmd))
check_call(rotate_cmd)

# new name for rotated protein coordinates + membrane
rotprotmb = os.path.join(outdir, replace(prot,'.gro',rotstring+'mb.gro'))
# read in rotated protein coordinates
fi = open(rotprot,'r')
li = fi.readlines()
```python
fi.close()
fm = open(mb,'r')
lm = fm.readlines()
fm.close()
# open output file for combined protein + membrane coordinates
fo = open(rotprotmb,'w')
# write header with total number of atoms
init = 'Rotated protein + membrane;
35480
fo.write(init)
# write protein coordinates (without box)
for i in range(2,len(li)-1):
    fo.write(li[i])
# write membrane coordinates (still known from initial extraction of membrane coords)
for i in range(2,len(lm)-1):
    fo.write(lm[i])
# write box size (still known from initial extraction of coords)
fo.write(end)
fo.close()
# output file for mindist
mdfile = os.path.join(outdir,"{0}_mindist{1}.xvg".format(mut,rotstring))
# calculate minimum distance between protein and membrane
# it asks for groups:
#Select a group: 1
#Selected 1: 'Protein'
#Select a group: 12
#Selected 32: 'Other'
# have automated group selection:
while True:
    dist_cmd = [ "{0}{1}".format(os.path.join(gromacsbindir, 'g_mindist'), suffix) ]
    dist_cmd.extend(['-f', rotprotmb])
    dist_cmd.extend(['-n', '{0}.ndx'.format(mut)])
    #dist_cmd.extend(['-s', '{0}_inter.tpr'.format(mut)])
    dist_cmd.extend(['-od', mdfile])
    log.write("Running distance command: {0}\n".format(dist_cmd))
    proc = Popen(dist_cmd, stdin=PIPE)
    proc.communicate('1
12
')
    retcode = proc.wait()
    if retcode != 0:
        raise CalledProcessError(returncode=retcode, cmd=dist_cmd)
    # extract mindist from file
    fd = open(mdfile,'r')
    mindist = float(fd.readlines()[19].split()[1])
    fd.close()
    log.write('Mindist = '+str(mindist)+'\n')
# Let's pretend for now that we want the edge of the protein to be exactly 0.5 nm from the membrane surface
# this should move it away if it overlaps, away if it's too close, and closer if it's too far away
if mindist > 0.05 : transdist = round(mindist - 0.05,3)
# NOTE: may not round as expected so may not quite shift enough
else : transdist = -1*round(0.05 - mindist,3)
```
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log.write('Transdist = '+str(transdist)+'\n\n')

# translate to current working distance (assuming we only translate 
in z)
transprot = "{(0)}_translated.gro".format(rotstring)
translate_cmd = [ "{(0)}\{1\}.format(os.path.join(gromacsbindir, 'editconf'), suffix) ]
translate_cmd.extend(["-f", rotprot])
translate_cmd.extend(["-translate", "0", "0", str(transdist)])
translate_cmd.extend(["-o", transprot ])
log.write("Running translate command: {0}\n".format(translate_cmd))
check_call(translate_cmd)

# replace rotated protein coordinates with translated protein 
coordinates
os.rename(transprot, rotprot)

# combine coordinates (overwriting previous)
# read in translated protein coordinates
fi = open(rotprot,'r')
li = fi.readlines()
fi.close()
fm = open(mb,'r')
lm = fm.readlines()
fm.close()
# open output file for combined protein + membrane coordinates (overwriting previous)
fo = open(rotprotmb,'w')
# write header with total number of atoms
init = 'Rotated protein + membrane;\n35480\n'
fo.write(init)
# write protein coordinates
for i in range(2,len(li)-1):
    fo.write(li[i])
# write membrane coordinates (still known from initial extraction of membrane coords)
for i in range(2,len(lm)-1):
    fo.write(lm[i])
# write box size (still known from initial extraction of coords)
fo.write(end)
fo.close()

# re-calculate protein-membrane distance
log.write("Running distance command: {0}\n".format(dist_cmd))
proc = Popen(dist_cmd, stdin=PIPE)
proc.communicate('1
12
')
retcode = proc.wait()
if retcode != 0:
    raise CalledProcessError(returncode=retcode, cmd=dist_cmd)
#check_call(dist_cmd)

# extract new mindist from file
fd = open(mdfile,'r')
mindist = float(fd.readlines()[19].split()[1])
fd.close()
log.write('New mindist = '+str(mindist)+'\n\n')

if mindist > 0.05 or -0.01 < transdist < 0.01 : break
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shutil.copy("{0}_beta.top".format(mut),
            "{0}_beta{1}.top".format(mut,rotstring))

# Solvate each rotated protein + membrane system
solvate_cmd = [ "{0}{1}".format(os.path.join(gromacsbindir, "genbox"), suffix) ]
solvate_cmd.extend([ '-cp', rotprotmb ])solvate_cmd.extend([ '-cs', 'spc216.gro' ])solvate_cmd.extend([ '-p', "{0}_beta{1}.top".format(mut,rotstring) ])solvate_cmd.extend([ '-o', "{0}_solv{1}.gro".format(mut,rotstring) ])
log.write("Running solvate command: {0}\n".format(solvate_cmd))
check_call(solvate_cmd)

# Energy minimise solvated system
min_grompp_cmd = [ "{0}{1}".format(os.path.join(gromacsbindir, 'grompp'), suffix) ]
min_grompp_cmd.extend([ '-f', "memb_minim.mdp" ])min_grompp_cmd.extend([ '-c', "{0}_solv{1}.gro".format(mut,rotstring) ])min_grompp_cmd.extend([ '-p', "{0}_beta{1}.top".format(mut,rotstring) ])min_grompp_cmd.extend([ '-o', "{0}_em{1}.tpr".format(mut,rotstring) ])
log.write("Preprocessing energy minimisation: {0}\n".format(min_grompp_cmd))
check_call(min_grompp_cmd)

# Run energy minimisation
min_mdrun_cmd = [ "srun" ]
min_mdrun_cmd.extend([ "{0}{1}".format(os.path.join(gromacsbindir, 'mdrun'), suffix) ])min_mdrun_cmd.extend([ '-deffnm', "{0}_em{1}".format(mut,rotstring) ])log.write("Running energy minimisation: {0}\n".format(min_mdrun_cmd))
check_call(min_mdrun_cmd)

# prepare for 25-step MD with necessary energy groups included
md_grompp_cmd = [ "{0}{1}".format(os.path.join(gromacsbindir, 'grompp'), suffix) ]
md_grompp_cmd.extend([ '-f', "final.mdp" ])md_grompp_cmd.extend([ '-c', "{0}_em{1}.gro".format(mut,rotstring) ])md_grompp_cmd.extend([ '-p', "{0}_beta{1}.top".format(mut,rotstring) ])md_grompp_cmd.extend([ '-o', "{0}{1}_energy".format(mut,rotstring) ])log.write("Preprocessing MD simulation: {0}\n".format(md_grompp_cmd))
check_call(md_grompp_cmd)

# run 25-step MD
md_mdrun_cmd = [ "srun" ]
md_mdrun_cmd.extend([ "{0}{1}".format(os.path.join(gromacsbindir, 'mdrun'), suffix) ])md_mdrun_cmd.extend([ '-deffnm', "{0}{1}_energy".format(mut,rotstring) ])log.write("Running MD simulation: {0}\n".format(md_mdrun_cmd))
check_call(md_mdrun_cmd)

# calculate interaction energy (vdw as well as electrostatic)
# 47  Coul-SR:Protein-Other
# 48  LJ-SR:Protein-Other
# 49  LJ-LR:Protein-Other
md_energy_cmd = [ "\{0\}{1}".format(os.path.join(gromacsbindir, "g_energy"), suffix) ]
md_energy_cmd.extend([ "-f", "\{0\}{1}_energy.edr".format(mut, rotstring) ])
md_energy_cmd.extend([ "-s", "\{0\}{1}_energy.tpr".format(mut, rotstring) ])
md_energy_cmd.extend([ "-o", "\{0\}{1}_energy.xvg".format(mut, rotstring) ])
log.write("Computing energies: \{0\}".format(md_energy_cmd))
proc = Popen(md_energy_cmd, stdin=PIPE)
proc.communicate('47\n48\n49\n')
retcode = proc.wait()
if retcode != 0:
  raise CalledProcessError(returncode=retcode, cmd=md_energy_cmd)

# select_cmd = [ "\{0\}{1}".format(os.path.join(gromacsbindir, "g_select"), suffix) ]
# select_cmd.extend([ "-f", "\{0\}{1}_energy.gro".format(mut, rotstring) ])
# select_cmd.extend([ "-s", "\{0\}{1}_energy.tpr".format(mut, rotstring) ])
# select_cmd.extend([ "-select", "\"reslect\" residues within 1.4 of group other'" ])
# select_cmd.extend([ "-oi", "\{0\}{1}.dat".format(mut, rotstring) ])
# log.write("Selecting residues: \{0\}".format(select_cmd))
# check_call(select_cmd)

with open("\{0\}{1}_energy.xvg".format(mut, rotstring),'r') as fh:
  important_line = fh.readlines()[-1].split()
  stolen_data.append('%d,%d,%d	%s	%s	%s'%(pitch, roll, yaw, important_line[1], important_line[2], important_line[3]))

with open('outputfile_'+'str(rotstring)+'.txt','w') as fh:
  for i in stolen_data:
    fh.write(i+'\n')

# Throw away unneeded files
for file in to_delete:
  os.remove(file)
for file in to_delete:
  os.remove(file)
for file in to_delete:
  os.remove(file)
for file in to_delete:
  os.remove(file)
sys.exit(exitcode['ok'])
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Introduction

In carrying out their physiological roles, proteins must interact with other cellular components. A large proportion of proteins interact with the cell membrane, with most cellular functions occurring in or around membranes, and 60\% of drug targets are located at the cell surface\textsuperscript{[1]}. As such, it is important to understand how the characteristics of both proteins and membranes affect their interaction and the impact of any changes in these characteristics.

Proteins that interact with the cell membrane may be integral or peripheral. The latter class are soluble and interact reversibly with the membrane surface. While some peripheral membrane proteins utilise post-translational modifications to govern their interaction with the membrane, others interact with the membrane directly, most commonly via a membrane binding or targeting domain\textsuperscript{[2]}, such as the C1 (conserved region 1)\textsuperscript{[3,4]}, C2 (conserved region 2)\textsuperscript{[4,5]}, and PH (pleckstrin homology) domains\textsuperscript{[6]}. However not all proteins that contain these domains will have the same membrane binding mode\textsuperscript{[7]}.

Protein-membrane interaction requires first, membrane association, and second, membrane binding. A major contribution to the approach of peripheral membrane proteins to the membrane surface is non-specific electrostatic interactions\textsuperscript{[8]}. These typically involve anionic lipid species and polycationic protein domains, but the opposite can also occur\textsuperscript{[9,10]}. These long-range interactions align the protein into a binding-competent orientation relative to the lipid bilayer\textsuperscript{[11-13]}. The subsequent membrane binding typically involves specific short-range interactions\textsuperscript{[14]}. These may involve van der Waals interactions from both the close association of the protein with the membrane surface and from the embedding of hydrophobic moieties – proteinaceous or post-translationally added – into the membrane core\textsuperscript{[15,16]}, as well as electrostatic interactions.
between specific amino acids or lipid recognition domains and particular lipid head groups such as phosphatidylinositol [4,17-20]. It is these specific short-range electrostatic interactions that govern the localisation of peripheral membrane proteins at a particular site on the membrane surface [11, 12]. Additionally, there is increasing evidence of reciprocal influence between membrane lipid composition and the local structure, dynamics and activity of membrane proteins[9,21-29].

The association and binding of peripheral membrane proteins to the membrane can be studied computationally using a number of different approaches, which can be loosely organised into three categories: molecular dynamics (MD) simulation (using atomic-level or coarse-grained representations); evaluation of the Coulombic electrostatic interaction energy using approximate methods; and evaluation of the preference for a hydrophobic versus hydrophilic environment. The latter two methods typically involve approximate descriptions, such as determining the electrostatic energy of a protein at the charged planar membrane surface based on the finite difference Poisson-Boltzmann method[18,30-33], determining the transfer energy of moving a protein from water to a hydrophobic planar slab[34], or weighting the solvent-accessible surface area of amino acids[35]. While electrostatic interactions are an important aspect of the membrane association of most peripheral membranes, methods involving hydrophobic/hydrophilic preferences are better suited to integral membrane proteins. Neither method is well-suited to evaluating the effect of specific interactions. Only MD simulations can incorporate all the different contributions to protein-membrane association, and additionally allow the entire process to be followed. MD simulations are particularly useful for testing hypotheses regarding the influence of lipid composition or changes to the protein such as mutation or truncation on membrane association and binding. However the size of a protein-membrane system and the time-scales involved make it unfeasible to use MD simulations in a predictive or even statistically meaningful manner.

We describe here the rotational interaction energy profiling (RIEP) method for evaluating the optimal orientation of a protein for membrane association and binding that uses the detailed molecular description and associated energy functions used in MD simulations, without the need to run lengthy simulations. Our focus is on the forces that guide peripheral membrane proteins towards the membrane such that they approach the membrane in a binding-competent orientation. The ability to use lipid bilayers of varying complexity allows the effect of lipid composition on the protein-membrane interaction to be tested. Key residues involved in the protein-membrane interaction can also be identified. We utilise explicit solvent to correctly capture solvation effects, and so that the interaction potential energies are directly comparable to those sampled during molecular dynamics simulations, allowing the optimal orientation to be used to efficiently seed simulations to follow the process of membrane association, as well as identify the most promising protein variants and membrane compositions to study experimentally. We validate our method on two cytosolic proteins that associate with the cell membrane, phosphatase and tensin homolog (PTEN) and the p110α/p85 phosphatidylinositol kinase (PI3Kα) complex.
Methods

Rotational interaction energy profiling (RIEP)
The Coulombic and van der Waals contribution to the protein-membrane potential energy over different orientations of the protein with respect to the membrane surface were computed by using a python wrapper script to call GROMACS (v4.6.7) tools[36]. The protein uniformly sampled different orientations (pitch-roll-yaw) with respect to the membrane at a granularity of 30°. Here, a single minimum protein-bilayer distance of 0.5 nm was used to ensure that a large proportion of the protein was within the cut-off distance so that the interactions are computed exactly, while still probing the forces that govern the process of membrane association. At each orientation, the system was solvated with explicit water, energy minimised for 1000 steps of steepest descent, and subjected to a short (25-step) molecular dynamics (MD) simulation to allow relaxation of the water molecules prior to evaluating the van der Waals and Coulombic interaction potential energies between the protein and the membrane. The contributions of individual residues a particular rotation were determined by re-computing the Coulombic and van der Waals interaction energy for each residue within the relevant cut-off distance. RIEP calculations were run in parallel across multiple cores.

System
Proteins and lipids were modelled using the GROMOS 54A7 force field[37], with parameters for the lipids developed in-house[38] with the exception of dipalmitoyl-sn-glycero-3-phosphocholine (DPPC)[39], and the single point charge (SPC) water model[40]. The neuronal cell membrane contained 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE), 1-palmitoyl-2-oleoylphosphatidylserine (POPS), cholesterol (CHOL), sphingomyelin (SGML) and phosphatidylinositol 4,5-bisphosphate (PIP2) in the ratio 3:9:4:2:1:1 (240 lipid molecules per leaflet). The simulation box dimensions (and therefore also the xy dimensions of the lipid bilayer) were chosen such that there was a minimum of 2 nm between the protein and the sides of the simulation box in all orientations, and simulations were run under periodic boundary conditions.
Simulations

Each lipid bilayer was pre-equilibrated for 50 ns. During both the pre-equilibration and the interaction energy calculations, the following simulation procedure was followed: temperature was maintained using the Berendsen thermostat\cite{41}, with a coupling time constant of 0.1 ps, and pressure was maintained using weak coupling\cite{41} with a time constant of 0.5 ps and an isothermal compressibility of $4.5 \times 10^{-5}$ bar$^{-1}$. Bond lengths were constrained using the LINCS algorithm\cite{42} with an order of 4 to constrain bond lengths and water bond angles, allowing for an integration time step of 2 fs. The Coulombic interactions were cut-off at 0.9 nm, with long-range Coulombic effects approximated using PME\cite{43}, and the van der Waals interactions were cut-off at 1.4 nm with no long-range corrections.

Analysis

The protein-membrane interaction energies were plotted using matplotlib\cite{44}. Molecular structures were visualised using VMD\cite{45}.
Results and Discussion

RIEP was validated using two peripheral membrane proteins: phosphatase and tensin homologue (PTEN) and the p110α/p85 phosphatidylinositol kinase (PI3Kα) complex; and two different membranes: a pure DPPC bilayer, and a model cell membrane containing the type and proportion of lipids typically found in a mammalian brain cell membrane. Both of our test proteins contain C2 domains, but bind to the membrane surface in different ways and have different lipid targets – PS, in the case of PTEN, and PIP_2 in the case of PI3Kα – both of which are included in the cell membrane.

**PTEN**

PTEN is a protein and lipid phosphatase. It has tumour suppressor function via its dephosphorylation of phosphatidylinositol-3,4,5-trisphosphate (PIP_3) to phosphatidylinositol 4,5-bisphosphate (PIP_2), which reduces intracellular levels of PIP_3 and so antagonises the phosphoinositol-3-kinase/AKT signaling pathway, suppressing cell survival and proliferation[46,47]. PTEN comprises two major domains, an N-terminal phosphatase domain and a tensin-like C-terminal domain[48] that in turn contains a C2 domain and a tail domain. The C2 domain is implicated in its recruitment to phospholipid membranes[49] which is critical in order for PTEN to carry out its function.

Here, RIEP was carried out for PTEN positioned 0.5 nm from a representative cell membrane containing POPC, POPE, POPS, CHOL, SGML and PIP_2. At this distance, the Coulombic contribution to the protein-membrane interaction energy dominated the van der Waals contribution by a factor of 18 (Supporting Information Figure S1), thus the former is the driving force for attracting the protein to the membrane. The Coulombic interaction energies ranged from −453 to 3.52 kJ.mol\(^{-1}\) (Figure 2A), with only 5 orientations exhibiting energies less than −401 kJ.mol\(^{-1}\) (Supporting Information Figure S2). While there is some clustering of the orientations with less favourable interaction energies visible in Figure 2A, it should be noted that adjacent squares represent rotation of the protein by 30°, which is clearly sufficient to produce a marked change in the interaction energy. Additionally, orientations that appear far apart in the cube may correspond to essentially identical orientations of the protein with respect to the membrane, for instance via rotation of the protein in the xy (membrane surface) plane, which results in similar but not identical protein-membrane interactions as the different types of lipids are distributed randomly across the membrane surface.

The orientation of PTEN with respect to the membrane with the most favourable Coulombic interaction energy is shown in Figure 2B. This orientation is in agreement with that identified as optimal for membrane binding by Das et al. [49] in that the membrane binding domain (MBD) faces the membrane surface, along with the C2 domain and the phosphatase domain. Based on alanine mutation of cationic patches, the phosphatase domain is thought to be essential for electrostatically-driven membrane binding[48,50], while the C2 domain plays an indirect role, with its C-terminal tail promoting stability[51,52].
A per-residue decomposition of the energy for this orientation revealed that 100% of the total Coulombic interaction energy could be assigned to just four basic amino acids (Supporting Information Figure S3). Three of these four residues correspond to residues found in the cationic patch in the phosphatase domain identified by Das et al.[49] as being critical to non-specific electrostatic affinity to a POPC/POPS membrane, and which were also found to be involved in membrane binding in other studies [53,54]. RIEP is therefore capable of identifying not only the correct binding orientation of the protein with respect to a representative cell membrane, but the key residues involved.

**PI3Kα**

Phosphatidylinositide 3-kinases (PI3K) are proteins that phosphorylate PIP$_2$ to PIP$_3$, triggering signalling pathways that stimulate cell growth, proliferation, and survival[55]. They have been implicated in cancer development[56] and the genes encoding these proteins identified as oncogenes[57].

The PI3Kα isoform consists of a catalytic subunit (p110α) and a regulatory subunit (p85α), which work in tandem to control protein activity[58]. Like PTEN, the p110α subunit contains a C2 domain, but the catalytic kinase domain is in the C-terminal region, and there are also an N-terminal adaptor binding domain (ABD), a Ras binding domain (RBD), and a helical domain[59]. While PI3Kα activation requires binding to a GTPase from the Ras family via the RBD – a source of induced activation of the PI3K enzyme[60], it is the kinase domain that mediates membrane binding through multiple contacts. These membrane

![Figure 2. The most favourable orientation of PTEN with respect to the model cell membrane. A. Coulombic contribution to the protein-membrane interaction potential energy at a protein-membrane distance of 0.5 nm as a function of the orientation of the protein with respect to the membrane normal. B. the most favourable orientation ($E_{\text{potCoul}} = -453 \text{ kJ.mol}^{-1}$) of PTEN (magenta ribbon) with respect to the membrane (grey lines), with the five residues that contribute most to the Coulombic protein-membrane interaction potential energy labelled (orange sticks).](image)
binding domains (MBDs) comprise residues 721-727, 863-873, 966-974, and feature a strong positive charge due to the relatively high percentage of basic residues [61]. However in order for the active site to be presented to the membrane such that phosphorylation of PIP2 occurs, the C2, iSH2 and kinase domains must all face the membrane [62]. All three of these domains also contain a number of basic residues, which are situated along the membrane binding interface. Additionally, the hydrophobic WIF motif (residues 1057-1059) anchors PI3Kα to the membrane surface by inserting into the hydrophobic core of the membrane [63].

RIEP of PI3Kα positioned 0.5 nm from the representative cell membrane again revealed that Coulombic interactions make the largest contribution to the protein-membrane interaction energy at this distance (Supporting Information Figure S4), and so are primarily responsible for governing the approach of the protein to the membrane.

The orientation of PI3Kα with respect to the cell membrane with the most favourable Coulombic interaction energy has the membrane binding domains (MBDs) as well as the WIF motif facing the membrane surface (Figure 3), in agreement with both lipid binding assays [63] and identification of the membrane binding residues using hydrogen deuterium exchange mass spectrometry [62]. Importantly, RIEP is able to identify the correct membrane-binding orientation even when other domains in addition to the common membrane-binding C2 domain are involved.

**Figure 3.** The most favourable orientation of PI3Kα with respect to the model cell membrane. A. Coulombic contribution to the protein-membrane interaction potential energy at a protein-membrane distance of 0.5 nm as a function of the orientation of the protein with respect to the membrane normal. B. The most favourable orientation ($E_{potCoul} = -596$ kJ.mol$^{-1}$) of PI3Kα (magenta ribbon) with respect to the membrane (grey lines), with the MBDs and WIF motif drawn in orange.
To test the sensitivity of the method to removal of the electrostatic interactions between negatively charged lipid head groups and basic residues in the protein, RIEP was carried out for PI3Kα positioned 0.5 nm from a pure DPPC bilayer. Unlike the representative cell membrane, where the inclusion of POPS creates an overall negative charge on the membrane surface, DPPC has a net charge of zero. As expected, the overall protein-membrane interaction potential energy in the presence of DPPC was greatly reduced compared to that in the presence of the model cell membrane due to substantial reduction in the magnitude of the Coulombic contribution to the protein-membrane interaction potential energy (Supporting Information Figures S4 – S7).

The RIEP of PI3Kα with the cell membrane clearly identified a set of six highly similar optimal membrane binding orientations (Figure S8), all of which present the MBDs to the membrane surface, in keeping with experimental observations [62,64]. In contrast, while the most favourable orientations detected by conducting RIEP with the DPPC bilayer are similar to one another, none matched the membrane binding orientation identified from RIEP with the cell membrane and predicted experimentally; rather, the MBDs and the C2 and iSH2 domains face away from the membrane surface (Figure 4, S9).

The six-fold decrease in the Coulombic protein-membrane interaction potential energy between the model cell membrane and the pure DPPC bilayer can be attributed largely to the removal of anionic lipids, highlighting the importance of membrane composition in capturing the non-specific electrostatic interactions that attract many membrane-associated proteins to the membrane surface.

**Figure 4. Comparison of favourable orientations of PI3Kα with respect to the model cell membrane and the DPPC bilayer.** A. The most favourable orientation of PI3Kα with respect to the model cell membrane. B. A representative example of the orientations identified as favourable when conducting RIEP with a pure DPPC bilayer. The residues drawn explicitly in orange correspond to the MBDs and the WIF motif.
Conclusion

The RIEP method rapidly evaluates the most favourable protein-membrane interactions at the level of both overall protein orientation with respect to the membrane, and key residues involved in membrane binding. The method was validated by reproduction of known membrane binding interactions and membrane composition preferences for the proteins PTEN and PI3Kα. The identification of the most likely binding orientation of a protein with respect to the membrane provides an efficient means of selecting initial coordinates for simulation of the membrane binding process, minimising the time spent sampling unproductive orientations of the protein with respect to the membrane. The key residues involved in membrane binding can also be identified and their contribution quantified, providing hypotheses about the drivers of the protein-membrane interaction that can be tested experimentally by site-directed mutagenesis. Together, these two facets also allow prediction and testing of the response of protein-membrane interactions to different membrane lipid compositions.
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Figure S1. Electrostatic interactions dominate the PTEN-membrane interaction energy. A. Coulombic and B. Lennard-Jones contribution to the interaction potential energy between PTEN and the model cell membrane at a protein-membrane distance of 0.5 nm as a function of the orientation of the protein with respect to the membrane normal.
Figure S2. Only a small proportion of orientations exhibit highly favourable PTEN-membrane Coulombic interaction energies. Histogram of the distribution of values of the Coulombic interaction potential energy between PTEN and the model cell membrane at a protein-membrane distance of 0.5 nm over all orientations of the protein with respect to the membrane normal.

Figure S3. A few residues dominate the PTEN-membrane Coulombic interaction energy. Histogram of the distribution of values of the per-residue Coulombic interaction potential energies between PTEN and the model cell membrane at a protein-membrane distance of 0.5 nm at the most favourable orientation of the protein with respect to the membrane normal.
Figure S4. Electrostatic interactions dominate the PI3Kα-membrane interaction energy. A. Coulombic and B. Lennard-Jones contribution to the interaction potential energy between PI3Kα and the model cell membrane at a protein-membrane distance of 0.5 nm as a function of the orientation of the protein with respect to the membrane normal.

Figure S5. Electrostatic interactions do not dominate the PI3Kα-DPPC interaction energy. A. Coulombic and B. Lennard-Jones contribution to the interaction potential energy between PI3Kα and a DPPC bilayer at a protein-bilayer distance of 0.5 nm as a function of the orientation of the protein with respect to the bilayer normal.
Figure S6. Only a small proportion of orientations exhibit highly favourable PI3Kα-membrane Coulombic interaction energies. Histogram of the distribution of values of the Coulombic interaction potential energy between PI3Kα and the model cell membrane at a protein-membrane distance of 0.5 nm over all orientations of the protein with respect to the membrane normal.

Figure S7. Only a small proportion of orientations exhibit highly favourable PI3Kα-DPPC Coulombic interaction energies. Histogram of the distribution of values of the Coulombic interaction potential energy between PI3Kα and a DPPC bilayer at a protein-bilayer distance of 0.5 nm over all orientations of the protein with respect to the bilayer normal.
Figure S8. The most favourable PI3Kα-membrane orientations all present the MBDs to the membrane. Snapshots of the six orientations of PI3Kα with the most favourable Coulombic interaction potential energies (as labelled) with the model cell membrane at a protein-membrane distance of 0.5 nm. PI3Kα is shown in pink, the MBDs and WIF motif in orange, and the membrane in grey.
Figure S9. The most favourable PI3Kα-DPPC orientations do not present the MBDs to the DPPC bilayer. Snapshots of the four orientations of PI3Kα with the most favourable Coulombic interaction potential energies (as labelled) with the DPPC bilayer at a protein-bilayer distance of 0.5 nm. PI3Kα is shown in cyan, the MBDs and WIF motif in orange, and the bilayer in grey.
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Supplementary Information for Section 4.3.3.1

Protein-Membrane Distance Analysis

![Figure Di](image)

The minimum distance between MBDs (1-black, 2-red, 3-green, WIF-blue) and the cell membrane over the course of the second run of the 150 ns simulation of the wild type (A) and H1047R (B) systems.

The second run of the wild type simulation took 50 ns longer to establish a protein-membrane interaction than the first run (Figure Di-A, Figure 4xvi-A), while the second run of the H1047R simulation took almost 100 ns longer to establish a protein-membrane interaction than in the first run (Figure Di-B, Figure 4xvi-B). This resulted in the PI3Kα system spending considerably less time in a catalytically competent position, where the membrane binding domains were all interacting with the membrane resulting in the C2-iSH2-kinase domain interface being presented. However, as in the first set of simulations, MBD1 only interacts with the membrane in the H1047R system and not the wild type system due to the difference in orientation observed in Figure 4vi and explored in further detail in Chapter 4.

For both the wild type and H1047R mutant systems, the same basic residues are also found to be interacting with anionic lipids in the second run of simulations. In the case of MBD1 (only in H1047R), LYS 723 is the closest to a POPS lipid; for MBD2, it’s LYS 863; and for MBD3 it’s LYS 973 (Figure Dii-A,B). In both systems, the WIF motif in the C terminal tail is the most deeply embedded set of residues in the protein (Figure Dii-C) albeit not to the extent seen in the first run of simulations.
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In the case of MBD3 in the H1047R system, LYS 973 is also substantially further away from a POPS lipid in the second run of simulations than in the first (Figure 4xvii-B, Figure Dii-B).

Figure Dii - Final snapshots of the wild type (red) and H1047R (blue) proteins following the second run of 150 ns simulations in the presence of a cell membrane (gray). Key residues (green) and key lipids (dark gray) are highlighted. A) From left to right: LYS 863 (MBD2) and LYS 973 (MBD3) seen interacting with a POPS lipid. B) From left to right: LYS 723 (MBD1), LYS 863 (MBD2) and LYS 973 (MBD3) seen interacting with a POPS lipid. C) Embedment of the C terminal tail into the cell membrane showing the position of the WIF motif in the wild type (left) and H1047R (right) systems. The WIF motif does not embed to the same extent as in the first run of both systems (Figure 4xvii-C).
Supplementary Information for Section 4.3.3.2

Substrate Analysis

As in the first run of simulations, only the H1047R system explored a catalytically competent position in the second run of simulations, with the PIP$_2$ binding pocket presented to the lipid bilayer. As such, the distance between the potential substrate (closest PIP$_2$ lipid molecule to the binding pocket) and relevant regions of the protein (the binding pocket and R949) was calculated (Figure Diii-A).

![Figure Diii - A) Centre of mass distance between p110α-p85α (purple) and the identified PIP$_2$ substrate over the course of the second run of the H1047R system simulation. The minimum distances of the PIP$_2$ binding pocket (orange) and R949 (blue) to the same PIP$_2$ substrate are also been shown. B) Snapshot of p110α-p85α (purple) in contact with the cell membrane (gray) at approximately 145 ns in the second run of the H1047R system simulation representing the distance between R949 (blue) and the PIP$_2$ substrate (green).](image)

In the case of the second run of the H1047R simulation, R949 got within 1 nm of the PIP$_2$ substrate following 110 ns of simulation, with the minimum distance occuring at the 145 ns timepoint (Figure Diii). However, unlike in the first run of the H1047R simulation, no hydrogen bond network was found to exist between R949 and the PIP$_2$ substrate, water mediated or otherwise. In the first run of simulations, first contact between H1047R and the membrane occurred around 35 ns prior to R949 exhibiting a hydrogen bonding network with PIP$_2$ (Figure 4xix). As the second run of simulations only established first contact with the membrane at approximately 120 ns (Figure Di), it was unlikely that R949 had the opportunity to develop a hydrogen bonding network with PIP$_2$ prior to the completion of the 150 ns simulation.
Supplementary Information for Section 4.3.4

Intra-Protein Interactions

Using ConAn to establish intra-protein contacts within PI3Kα revealed H1047R to form more contacts between Kα12 and the remainder of the kinase domain when compared to wild type in the first run of simulations (Figure 4xxvi). While this remains the case in the second run of simulations, it is not to the level observed in the first run, with the wild type enzyme also exhibiting contacts between Kα12 and the Kα11 helix, activation loop, and catalytic loop. These contacts were only observed in the H1047R system in the first run of simulations, but are seen in both systems in the second run.

Figure Div - Map of the intra-protein interactions exhibited by the kinase domain of the wild type (A) and H1047R (B) p110α-p85α complexes and their occupancies, with gridlines defined by important kinase domain segments.

To gain additional insight, the hydrogen bonds made by residue 1047 were characterised for the second run of simulations (Figure Dv). In the first run, histidine (H1047) was found to make contacts which were deemed more inhibitory in nature (with the SH2 domains), whilst arginine (R1047) was found to make contacts deemed more conducive to PI3Kα’s function (with the C terminal tail) (Figure 4xxvii). They were both found to interact with E950 in the first run of simulations, however that is not the case in the second run of simulations. This contact with the activation loop only exists in the second run of the H1047R simulation, seemingly as it got closer to the membrane (100 ns) (Figure Dv-B). H1047’s contacts with the SH2 linker prior to membrane interaction is repeated in the second run of the wild type simulations (Figure Dv-A), whilst R1047’s contacts with the C terminal tail prior to membrane interaction is once again seen in the second run of the H1047R simulations (Figure Dv-B).
Figure Dv - Relative occupancy of the hydrogen bonds formed by residue 1047 over the course of the first run of the wild type (A) and H1047R (B) system simulations. Hydrogen bonds with E596 (black) and Q591 (red) exist only in the wild type system (A). Hydrogen bonds with the WIF motif (residues 1057-1059) and remainder of the C terminal tail (residues 1050-1064) exist only in the H1047R system. Hydrogen bonds with E950 exist only in the H1047R second simulation run.