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Sulphur is an important nutrient to plants, and reports of its deficiency have been increasing worldwide. Sulphur starvation causes losses in both yield and quality, and it reduces nitrogen use efficiency of plants. As the timing for fertilisation can be decisive for avoiding deleterious effects, improvements in the description of the sulphur balance in fields are a valuable contribution for assisting fertiliser management. Sulphate is the most important inorganic form of sulphur in soils. Being the mobile form, sulphate is readily available for plants, and also prone to be leached. Therefore the description of the movement of sulphate is the key component of the sulphur balance.

Leaching of sulphate from the soil can be significantly delayed by its adsorption onto the soil particles. Soil type and pH are the main factors defining the sulphate adsorption capacity; although the presence of other ions in the soil solution can have a considerable effect. It has been reported that in some soils, typically volcanic and tropical soils with variable-charge characteristics, the co-presence of sulphate and calcium can substantially enhance their retention via ion-pair adsorption (IPA).

To determine the influence of cations on the movement of sulphate, series of batch and miscible displacement experiments were conducted using two New Zealand soils, of contrasting ion adsorption capacities: the Taupo sandy and Egmont loam soils. These experiments demonstrated the occurrence of cooperative adsorption of sulphate and calcium in the Egmont soil, but not in the Taupo soil. Batch experiments were conducted to examine the IPA adsorption process in the Egmont soil in more detail.

Based on the analyses of the results from these two series of experiments, plus the review of published data, three different mathematical
approaches for evaluating the amount of solute adsorbed as ion-pairs are proposed. A computer program was built for solving an adsorption model using these three approaches, and was used to compare the model’s predictions and the observed adsorption data. An extension of this program, coupling the adsorption model with a solute transport description, was used to simulate the movement of sulphate and calcium. Comparisons between the data from the miscible displacements and the results from this model are used to demonstrate the applicability of the proposed IPA description for modelling the transport of these ions in the soil.

Finally, results from a pot trial with Egmont soil are used to examine the relevance of IPA for the movement of sulphate under non-equilibrium conditions, and with active plant growth. Although the results from this experiment regarding IPA were statistically non-significant, some insights could be obtained and are discussed. More studies involving IPA under non-equilibrium experiments are needed for a better understanding of the relevance of IPA in field conditions.
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# List of Symbols and Abbreviations

## Roman letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Constant used for computing the value of (D)</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>The slope of the linear relationship between (S_1) and (S_2)</td>
<td></td>
</tr>
<tr>
<td>(C)</td>
<td>Concentration of a solute dissolved in the soil solution</td>
<td>[mol m(^{-3})]</td>
</tr>
<tr>
<td>(\hat{C})</td>
<td>The value of (C) predicted by the model</td>
<td>[mol m(^{-3})]</td>
</tr>
<tr>
<td>(D)</td>
<td>Hydrodynamic dispersion coefficient for solute movement</td>
<td>[m(^2) s(^{-1})]</td>
</tr>
<tr>
<td>(D_0)</td>
<td>Diffusion coefficient of a solute in water</td>
<td>[m(^2) s(^{-1})]</td>
</tr>
<tr>
<td>(D_w)</td>
<td>Water diffusivity</td>
<td>[m(^2) s(^{-1})]</td>
</tr>
<tr>
<td>(h)</td>
<td>Hydraulic head</td>
<td>[m]</td>
</tr>
<tr>
<td>(i)</td>
<td>An integer used as index to indicate the ion species</td>
<td></td>
</tr>
<tr>
<td>(j)</td>
<td>An integer used as a counter</td>
<td></td>
</tr>
<tr>
<td>(K_w)</td>
<td>Soil hydraulic conductivity</td>
<td>[m s(^{-1})]</td>
</tr>
<tr>
<td>(K_s)</td>
<td>Saturated soil hydraulic conductivity</td>
<td>[m s(^{-1})]</td>
</tr>
<tr>
<td>(k_{cb})</td>
<td>Crop coefficient for evapotranspiration</td>
<td></td>
</tr>
<tr>
<td>(k_b)</td>
<td>Constant for ion-pair equilibrium in saline solutions</td>
<td>[mol]</td>
</tr>
<tr>
<td>(k_d)</td>
<td>The distribution factor</td>
<td>[L kg(^{-1})]</td>
</tr>
<tr>
<td>(k_F)</td>
<td>Parameter of the Freundlich isotherm equation</td>
<td>[L kg(^{-1})]</td>
</tr>
<tr>
<td>(k_s)</td>
<td>IPA equilibrium factor for PGA approach</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>(k_c)</td>
<td>IPA equilibrium factor for SGA1 approach</td>
<td>[mol L(^{-1})]</td>
</tr>
<tr>
<td>(k_r)</td>
<td>IPA equilibrium factor for SGA2 approach</td>
<td>[L kg(^{-1})]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>-------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>$M_L$</td>
<td>Maximum adsorption capacity, from Langmuir equation</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>$m_{soil}$</td>
<td>Dry mass of soil</td>
<td>[kg]</td>
</tr>
<tr>
<td>$N$</td>
<td>Exponent of the Freundlich isotherm equation</td>
<td>-</td>
</tr>
<tr>
<td>$n_D$</td>
<td>The total number of elements in a data set</td>
<td>-</td>
</tr>
<tr>
<td>$n_P$</td>
<td>The number of parameters</td>
<td>-</td>
</tr>
<tr>
<td>$O$</td>
<td>A value from an observed data set</td>
<td>-</td>
</tr>
<tr>
<td>$P$</td>
<td>A value from an predicted data set</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>Representation of a generic model’s parameter</td>
<td>-</td>
</tr>
<tr>
<td>$Q$</td>
<td>The solute concentration in the soil (volume basis)</td>
<td>[mol m(^{-3})]</td>
</tr>
<tr>
<td>$Q_S$</td>
<td>The solute concentration in the soil (mass basis)</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>$Q_A$</td>
<td>Amount of solute added to the soil in the MD experiments</td>
<td>[mol]</td>
</tr>
<tr>
<td>$Q_F$</td>
<td>Solute amount in the soil after the MD experiments</td>
<td>[mol]</td>
</tr>
<tr>
<td>$Q_I$</td>
<td>Solute amount in the soil before the MD experiments</td>
<td>[mol]</td>
</tr>
<tr>
<td>$Q_L$</td>
<td>Amount of solute leached during the MD experiment</td>
<td>[mol]</td>
</tr>
<tr>
<td>$Q_{Sol}$</td>
<td>A given amount of solute</td>
<td>[mol]</td>
</tr>
<tr>
<td>$q_s$</td>
<td>Solute flux density in the soil</td>
<td>[mol m(^{-2}) s(^{-1})]</td>
</tr>
<tr>
<td>$q_w$</td>
<td>Water flux density in the soil</td>
<td>[m s(^{-1})]</td>
</tr>
<tr>
<td>$R$</td>
<td>Retardation factor for the solute movement in the soil</td>
<td>-</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Pearson correlation coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$S$</td>
<td>Concentration of a solute adsorbed onto the soil particles</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>$\hat{S}$</td>
<td>The value of $S$ predicted by the model</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>$S_{IP}$</td>
<td>Concentration of a solute adsorbed due to IPA</td>
<td>[mol kg(^{-1})]</td>
</tr>
<tr>
<td>$S_s$</td>
<td>Single species adsorption concentration</td>
<td>[mol kg(^{-1})]</td>
</tr>
</tbody>
</table>
The intercept of the linear relationship between $S_1$ and $S_2$, representing the adsorption of an ion without the presence of its counter ion.

$t$ Temporal ordinate

$v$ Water velocity in the soil

$V_w$ Volume of water or solution

$y$ The calibration function or a value of that function

$\overline{y}$ The average of several realisations of $y$

$z$ Spatial ordinate, commonly vertical (depth)

Greek letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>Mass balance estimator</td>
<td>[%]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>A sink-source term</td>
<td>[mm s$^{-1}$]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Parameter of the Langmuir equation</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>The objective function</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi_C$</td>
<td>The objective function comparing values of $C$</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi_S$</td>
<td>The objective function comparing values of $S$</td>
<td>-</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>Specific water volume or water-to-soil ratio</td>
<td>[L kg$^{-1}$]</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>The weighting factor in the objective function</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Soil dispersivity</td>
<td>[m]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>A generic measurement of a measuring device or procedure</td>
<td>-</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Volumetric soil water content</td>
<td>[m$^3$ m$^{-3}$]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Soil bulk density</td>
<td>[kg m$^{-3}$]</td>
</tr>
</tbody>
</table>
Variance of the measuring procedure

Variance of the measurements of a measuring device

The variance of the observed data

The variance of a parameter estimate

Variance of the experimental replications

Tortuosity coefficient

Soil water potential [Pa]

Additional symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}$</td>
<td>The $\chi^2$ probability density function.</td>
<td>-</td>
</tr>
<tr>
<td>$P_{\text{Adeq}}$</td>
<td>The probability of the model adequacy</td>
<td>-</td>
</tr>
<tr>
<td>$P_{\text{Conf}}$</td>
<td>The probability for the confidence interval of a parameter estimate</td>
<td>-</td>
</tr>
</tbody>
</table>

Abbreviations:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEC</td>
<td>Anion exchange capacity</td>
</tr>
<tr>
<td>BTC</td>
<td>Breakthrough curve</td>
</tr>
<tr>
<td>CDE</td>
<td>Convection-dispersion equation</td>
</tr>
<tr>
<td>CEC</td>
<td>Cation exchange capacity</td>
</tr>
<tr>
<td>CH</td>
<td>Treatment using CaSO$_4$ and high irrigation rate</td>
</tr>
<tr>
<td>CL</td>
<td>Treatment using CaSO$_4$ and low irrigation rate</td>
</tr>
<tr>
<td>FDM</td>
<td>Finite-difference model</td>
</tr>
<tr>
<td>IPA</td>
<td>Ion-pair adsorption</td>
</tr>
</tbody>
</table>
KH  Treatment using K₂SO₄ and high irrigation rate
KL  Treatment using K₂SO₄ and low irrigation rate
MD  Miscible displacement
NH  Treatment using no fertiliser and high irrigation rate
NL  Treatment using no fertiliser and low irrigation rate
OM  Organic matter
PV  Pore volume = number of WFPV leached through a soil column
PGA Particle governed approach for describing IPA
SGA1 Linear solution governed approach for describing IPA
SGA2 Radical solution governed approach for describing IPA
RMSE Root mean squared error
WFPV Water filled pore volume
1. General introduction

1.1. Introduction

The assessment of the sulphur status of agricultural soils is crucial for a good fertiliser management. Plant-available sulphur in soils can be highly variable in both time and space. Insufficient supply of sulphur causes significant yield losses and a reduction of the crop quality. It also increases plant susceptibility to diseases (Zhao et al., 1999a; Scherer, 2001; Bloem et al., 2005b). To avoid such deleterious effects, the timing of fertiliser application is very important (Schnug and Haneklaus, 1998; Eriksen and Mortensen, 2002; Ahmad et al., 2005). A large proportion, up to 95%, of the total sulphur in agricultural soils is present in organic forms which are unavailable to plants (Edwards, 1998; Scherer, 2001). Sulphate is the main form of inorganic sulphur in most agricultural soils and the only one taken up by plant roots (Scherer, 2001; de Kok et al., 2005). Sulphate dynamics in soils, with respect to its mobility and availability to plants, is related to several phenomena. Sulphate is constantly cycling with the organic forms and therefore is related to microbial activity and its inherent complexity (Watkinson and Kear, 1996a; Scherer, 2001). Sulphate is also adsorbed, via various mechanisms, onto the soil particles. This process not only reduces sulphate leaching, but also its immediate availability to plants (Bolan et al., 1986a; Edwards, 1998; Scherer, 2001).

The sulphate balance is one of the main components of a fertilisation management model. Sulphate movement is linked to water movement, as most solutes in the soil are, although adsorption to the soil particles’ surface may also be important. In soils where sulphate is highly mobile, any
improvement in the description of the water movement should result in more reliable estimates of the sulphate balance (Bloem et al., 2005a). In soils with significant sorption capacity, a sound description of this process is also needed to assure the model’s reliability (Scheidegger and Sparks, 1996). The knowledge of the processes governing sulphate movement can also lead to the development of improved management practices, with the potential to avoid the deleterious effects of sulphur starvation, and to reduce costs.

The adsorption of sulphate is highly dependent on soil pH. In most soils in temperate climates, sulphate adsorption is negligible at optimal agricultural pH levels (Edwards, 1998; Scherer, 2001). In more acidic soils, sulphate can be retained in the surface of the soil particles by the action of electrostatic forces or more strongly by specific adsorption. Sulphate can interact with cations, such as calcium, in the adsorption process. Specific adsorption of sulphate may lead to an increase in negative charge and consequently enhance cation adsorption (Agbenin, 1997). On the other hand, specific adsorption of calcium has also been shown to increase the retention of sulphate (Bolan et al., 1993). In some soils, particularly those with variable-charge characteristics such as most weathered tropical and volcanic soils, cooperative sorption of sulphate and calcium by means of ion-pair adsorption (IPA) has also been observed (Marcano-Martinez and McBride, 1989; Ajwa and Tabatabai, 1995a; Pearce and Sumner, 1997). The identification of the type of ion adsorption, and subsequently the respective quantities of the adsorbed ions, is a difficult challenge. The large number of processes and factors involved make it almost impossible to describe each one, especially because several may occur simultaneously (Curtin and Syers, 1990; Scheidegger and Sparks, 1996).

IPA is reported to enhance the retention of sulphate in soils in the presence of calcium, as compared to other cations, such as potassium. The process occurring at particle surface level that is responsible for IPA is not yet fully understood, and its modelling is still incipient. Although some chemical
representations have been presented, a mathematical description for use in computer models, for example, is still required. IPA can occur in significant extent in some soils, and therefore influencing the movement of both sulphate and calcium (Bolan et al., 1993; Davis and Burgoa, 1995). IPA has been identified in weathered volcanic soils but despite such soils been present in New Zealand, it seems there have been no studies describing this process. Developments in the description of IPA could help to improve the management of these soils, and potentially also in other soils in which such phenomenon occurs.

Models for estimating the sulphur availability and monitoring its status in the field have been proposed and some are already in use in many parts of the world (Watkinson and Kear, 1996a; Bloem, 1998). Their estimates, however, are too coarse in many cases, thereby compromising their reliability. Better descriptions are needed, both to prevent yield losses and to avoid excess of fertiliser application, with great importance in the increasingly competitive farming business. Since the timing for fertilisation can be decisive for avoiding yield and quality losses, a good description of the sulphur balance is potentially a valuable management tool. Thus an improvement in models reliability would be very useful, since models are, in general, cost effective and can handle diverse temporal and spatial scales.

1.2. Outline of the thesis

This thesis deals with the transport and fate of sulphate in the soil, with special focus on the modelling of sulphate movement in soils with significant presence of ion-pair adsorption.

Some relevant aspects of the quantitative description of sulphate movement in soils and its importance to plants are presented in the initial chapters. A review of the main processes involved in the solute adsorption and movement in soils, as well as the methods for their description are given
in Chapter 2. A more specific review of the literature on the importance of sulphate in plant production and the modelling of sulphate balance in the soil is presented in Chapter 3.

To contribute towards a better understanding and, in particular, a better description of the IPA phenomenon involving sulphate in New Zealand soils, a series of experiments in the laboratory and glasshouse had been carried out using two soils of volcanic origin: the Egmont and Taupo soils. By analysing the results of these experiments, the occurrence of IPA in the Egmont soil was identified and the quantification of its extent was attempted. A mathematical model using three different approaches is proposed and used for describing the adsorption observations, as well as the results from miscible displacement experiments. The relevance of IPA in longer-term experiments was also investigated. For this a pot experiment, using intermittent irrigation and in the presence of active plant growth, was carried out.

We have chosen Egmont and Taupo soils because of their contrasting characteristics with respect to ion retention. Taupo soil is a younger pumice soil with low ion-retention capacity, while Egmont is a variable-charge weathered soil with considerable ion-retention capacity (Molloy, 1988). Both soils are of volcanic origin from the North Island of New Zealand, and have allophane as the main clay constituent. The Taupo soil, however, has a much smaller allophane content. The allophane content affects the anion sorption processes in these soils, including IPA, and thus influences sulphate mobility and its availability to plants. Miscible displacement experiments using sulphate solutions, accompanied by either calcium or potassium, clearly showed evidence of IPA in the Egmont soil, while for the Taupo soil only a sample with high allophane content exhibited similar behaviour. The miscible displacement experiments procedure and the main results are presented in detail in Chapter 4. The summary of all results from this work is shown in the Appendix A.
Following the finding of IPA in the Egmont soil, a series of adsorption data was obtained by means of batch experiments. Using these results and after reviewing other published studies, three approaches were taken for devising a simple mathematical description of IPA. In these approaches the total amount of solute adsorbed is divided into single and ion-pair adsorption. An adsorption model was proposed using these approaches and the Freundlich equation, and it was used for fitting adsorption isotherms to the batch experiment data. The batch data and the procedures for the parameterisation of the adsorption model are given in Chapter 5. Implications of the model set-up are illustrated and the parameter estimates are contrasted with data from the literature.

In Chapter 6, the movement of calcium and sulphate through the soil columns studied in the miscible displacement experiments is described using the proposed IPA approaches coupled with the CDE model. The results of these analyses are discussed and the parameter estimates are compared to those obtained from the batch experiments.

As the laboratory experiments revealed that the Egmont soil exhibits IPA to a considerable extent, and that the leaching of both sulphate and calcium are significantly altered by this phenomenon, a pot experiment was set up in the glasshouse to investigate the possible relevance of IPA on the sulphate balance over a longer term and with plants growing. In this experiment rapeseed (*Brassica napus*) was sown in pots with repacked soil fertilised with either CaSO₄ for inducing IPA, or K₂SO₄. Several plant and soil characteristics were monitored. This experiment and the analyses of its results are presented in Chapter 7.

In Chapter 8 a synopsis of the experiments that were carried out and of the analyses of their results is presented. The conclusions from each chapter are linked and the general outcomes listed. Some recommendations for further work are then presented.
1.3. Objectives of the study

The main objective of this thesis is to make a contribution towards a more comprehensive description of the sulphur dynamics in the soil. The research was particularly focused on studying the sulphate adsorption with respect to the presence of different cations. A mathematical description of the ion-pair adsorption was sought, and a computer model was built to simulate the movement of ions which present such interaction.

More specific objectives set for this work were to:

- Investigate the occurrence of IPA in some volcanic soils of New Zealand;
- Investigate the extent of IPA and its effect on ion transport through the soil;
- Introduce a model framework for describing ion adsorption in soils taking the occurrence of IPA into consideration;
- Evaluate the performance of the adsorption model to describe the observed data sets from batch and miscible displacement experiments;
- Investigate some parameterisation procedures and their implication on the validation of the adsorption model;
- Investigate possible effects of IPA on plant uptake;
2. Modelling the movement of solutes in the soil

2.1. Introduction

Natural systems are inherently complex, prone to be unstable, and often in dynamic non-equilibrium. To represent such systems, or the processes that are part of it, humankind has been making use of models. Despite the fact that models are always simplifications, they can be used to predict with reasonable accuracy the behaviour of real systems. Models might describe quite well a particular process under restricted conditions, but attempts to widen the environmental conditions, or to integrate this process with others, can be very challenging. When defining how complex a model should be, one should take into account the natural complexity of the system being modelled, but also, and in many cases more importantly, the purpose of use and the confidence level for the model’s representation. A model’s complexity also depends on the scale being represented and on the variety of conditions the model should deal with (Aikman and Scaife, 1993; Western and Bloschl, 1999; Wauchope et al., 2002). In general, the simpler the model the bigger the uncertainties. By a simpler model, it is meant here one with a small number of processes considered. Although model complexity also depends on the way the processes are described. The addition of less important side-processes acts as a means of fine tuning the model performance, but this increase in complexity has its costs. The mathematical-computational framework can become overwhelmingly complicated. Also, as the number of parameters required for the representation increases, the work involved in obtaining them can become prohibitive. Furthermore, the possibilities for fitting errors increase proportionally with the addition of extra parameters (Simunek et al., 2003;
Friedel, 2005; McCray et al., 2005). As a result, the reliability of the description may be compromised. This problem is more likely in “general” models, where processes that are important under some conditions may be irrelevant in others, or where the variability of the parameters is high (Probert and Keating, 2000; van den Berg and Driessen, 2002). The study and selection of the relevant processes, and the best way for representing them, is therefore a crucial matter for increasing the reliability of the modelling of natural systems (van den Berg and Driessen, 2002; Wauchope et al., 2002; Simunek et al., 2003).

Numerous computational models for describing and predicting the dynamics of natural systems have been developed over the last three decades, or so. This development has been based on the increasing computational capacity, as well as improved scientific knowledge. The focus of these models has been for both scientific and practical purposes. The modelling of agricultural systems has brought significant improvements to farm productivity and also has raised awareness to environmental concerns (Goudriaan and van Laar, 1994; van den Berg and Driessen, 2002; McCray et al., 2005). The use of models to predict yield, and for the management of nutrients and irrigation is common nowadays, and their use for monitoring the environmental implications of the farming procedures has increased recently (Ledgard et al., 2001; Dragten and Thorrold, 2005). In this area, a reliable description of water flow and solute transport in the unsaturated zone of the soil is often required for predicting the impact of human activities on the environment (Feyen et al., 1998; Kyriakidis and Journel, 1999).

Water is the key substance of central importance in the transport of solutes, whether in the soil or plants (Tinker and Nye, 2000). It is in the water that solute dilution and reactions take place. Water is the main carrier of solutes through the soil, therefore any good description of solute movement depends on a reasonably good description of water flow. Existing descriptions of water-solute movement differ in terms of their underlying assumptions and complexity. They range from relatively simplistic models to more complex
physically based dual-porosity, dual-permeability, and multi-region type models (Simunek et al., 2003). Despite the tendency for using increasingly complex models, simpler solutions can still deliver a good description of the solute dynamics, especially if complemented with some handling of the minor processes which can be relevant under certain conditions (Vogeler, 1997). Certainly adsorption/desorption is a process relevant for the description of reactive solute movement. Adsorption/desorption processes control the amount of solute available to plants and microorganisms, and also for leaching (Edwards, 1998). The adsorption process can be subdivided according to the different bonding reactions, such as electrostatic attraction or various chemical reactions, which may be important in some soils or with some solutes, but not in other situations. These reactions may happen simultaneously and are often very difficult to distinguish (Scheidegger and Sparks, 1996). Some generalisations, however, do result in a good representation of experimental data. Soils with similar physico-chemical properties may respond similarly to certain solute combinations. In this case, the description of the relevant adsorption reactions is a useful tool for improving the general performance of solute movement models.

In this review, an overview of water movement through the soil is first presented. Then the convection-dispersion approach for modelling solute movement is revisited and the implications of solute adsorption on this modelling approach are discussed. Some pertinent aspects of solute adsorption in soils and its modelling that are related with sulphate movement are also discussed. This overview concludes with some comments on model parameterisation and the adjusting models to fit experimental data.
2.2. Water movement

The general balance of water in the soil-plant-atmosphere system can be summarised as shown in Figure 2.1. In this simplified model, the inputs and outputs considered are mainly vertical fluxes, which are of interest for this review. The description of horizontal fluxes, whether on the surface (runoff) or within the soil profile (lateral flow), is in general more complex. The water inputs accounted for are commonly limited to rainfall and irrigation, although upward movement from deeper layers sometimes occurs. Drainage and plant transpiration are the main water outputs, with evaporation from the soil being important only if the plant coverage is absent or partial. Evapotranspiration, which comprises evaporation from the soil and transpiration from plants, is a complex function of soil, plant and atmosphere variables, and it has been the focus of extensive studies due to its importance for irrigation management. Although in simple situations, such as with an extensive area of homogenous plant cover and a non limiting water supply, evapotranspiration can be satisfactorily modelled, it still is a challenge to account for the diversity of plants responses to varying environments conditions.

Figure 2.1. Simplified schematic of the water balance components.
Modelling the drainage process, which also may account for the capillary rise and the uptake by plant roots, depending on the approach used, is commonly based on the description of the water flow in terms of energy gradients and the hydraulic conductivity of the soil.

Water in the soil is held by electrostatic and capillary forces, which define its energy status (Kutilek and Nielsen, 1994; Libardi, 2000). To describe the water energy status in the soil the most commonly used measure is the water potential ($\psi$ - kPa). The soil water potential is generally expressed in pressure units (kPa, psi, etc), which are equivalent to energy per volume (kPa = kJ m$^{-3}$), or, for convenience, by water head units (m). The water potential in the soil can be divided into several components, but the two most important in unsaturated soils are the matric potential, resulting from the electrostatic bonding and capillary forces, and the gravitational potential, which accounts for the differences in level within the earth’s gravitational field.

Water in the soil moves spontaneously when there is a difference in the potentials between two regions. Water flows from the highest to the lowest potential, and the speed of movement is dependent on the potential gradient. The classic Darcy’s equation represents this relationship:

$$q_w = -K_w \frac{\Delta \psi}{\Delta z}$$  \[2.1\]

where $\Delta \psi$ (kPa) is the difference in the total soil water potential between two locations apart from each other by $\Delta z$ (m), and $K_w$ (m s$^{-1}$) is the soil’s hydraulic conductivity. The conductivity describes the ease with which water can move through the soil. It is a function of soil type and structure, and also highly dependent on the water content of the soil. Darcy’s equation is often used with the soil water potential expressed in pressure head units (m). Consequently, considering only the matric and gravitational components of the water potential, Equation [2.1] can be expressed, using partial derivative notation, as:
\[ q_w = K_w \left( \frac{\partial h}{\partial z} - 1 \right) \]  

[2.2]

where \( h \) (m) is the matric potential head.

For a more general expression of the water dynamics in the soil, the water content in the soil can be described by combining the flux equation and the mass conservation principle, leading to the Richards' equation:

\[ \frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( K_w \frac{\partial h}{\partial z} - K_w \right) + \delta \]  

[2.3]

where \( \delta \) (mm s\(^{-1}\)) is a source/sink term. This term accounts for inputs, such as rain or irrigation, and outputs, particularly the plant uptake, or more generally, the evapotranspiration.

To avoid dealing with two variables (\( \theta \) and \( h \)) a common simplification is to introduce the water diffusivity \( D_w \) (m\(^2\) s\(^{-1}\)), defined as:

\[ D_w = \frac{\partial h}{\partial z} \frac{\partial \theta}{\partial h} \]  

[2.4]

The Richards' equation can then be re-written as:

\[ \frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( D_w \frac{\partial \theta}{\partial h} \right) - \frac{\partial K_w}{\partial h} + \delta \]  

[2.5]

Both \( K \) and \( D_w \) are highly dependent on the water content, therefore to solve Equation [2.5] mathematical representations of them as functions of the water content, or the water potential, are needed. The most common set of equations for describing the soil hydraulic characteristics is the Mualem-van Genuchten approach (Mualem, 1976; van Genuchten, 1980).

Preferential flow is not described satisfactorily by these equations per se. For this description, different equation sets, or variations of some of these equations, have been proposed. Nonetheless, the most common approach is to divide the soil into two or more fractions with different hydraulic characteristics, and employ the equation set to each fraction. This expedient is
used especially when describing water movement plus the solute or gas transport simultaneously (Feyen et al., 1998; Simunek et al., 2003; Moldrup et al., 2004; Kohne et al., 2006). Although this approach seems to describe better the results of several studies, it is often criticised because the partition of the soil is arbitrary and cannot be directly measured, nor can the many parameters for each fraction. The better fitting obtained is probably just due to the increase in the number of optimised parameters and not due to a better description of the system. This discussion could go further, but is beyond the scope of this review.

The uptake of water by plants is one of the main components of the water balance and greatly influences the distribution of water in the soil profile. Because of this, roots are responsible to a great extent for the movement of solutes in the soil (Clothier and Green, 1997). Therefore, evapotranspiration cannot be ignored when describing solute movement if plants are present. Because the modelling of plant uptake is not going to be attempted in this thesis, further description of these processes is out of the scope of this review. Further informations can be found elsewhere (Clothier and Green, 1997; Allen et al., 1998; Tinker and Nye, 2000; Green et al., 2003).

2.3. Solute movement – the convective-dispersive approach

The description of solute movement in the soil involves dealing with a very complex system governed by many interconnected and dynamic processes. In order to represent this system, simplifications must be made. If required, additional processes may be added to this initial model in order to increase its reliability, but always at the cost of escalating complexity, and the burgeoning need for parameterisation.

A very simple representation of the soil system considers it to consist of tubes of varying sizes (the pores) embedded in a soil matrix (Figure 2.2a). Depending on the degree of saturation, individual pores can contain either
water or air. In this representation, solutes are carried by the water moving through the pores. This process is called convection, or mass flow, and depends on the water flux density and it is unrelated to the solutes' nature. The mathematical representation is given by equation [2.6]:

\[ q_s = q_w C \]  

where \( q_s \) (mol m\(^{-2}\) s\(^{-1}\)) is the solute flux density, \( q_w \) (mm s\(^{-1}\) = L m\(^{-2}\) s\(^{-1}\)) is the water flux density, and \( C \) (mol L\(^{-1}\)) is the solute's concentration in the soil solution. Solute movement can be retarded if adsorption onto the soil matrix is significant. For reactive solutes, this process needs to be considered for improving the model's performance.

---

**Figure 2.2.** Schematic of simplified models for describing the movement of water and solutes in the soil. The dark-grey colour represents the soil matrix, the white and light-grey represent the pores with different solution concentrations. In (a) pores are unconnected and the dispersion is scaled with depth, while in (b) the pore connections produce dispersion independent of depth.

Soil pores have a range of different diameters, so the speed of water moving through the soil is highly variable. Consequently the solute concentration around the invading front spreads out in apparent dispersion...
Modelling the frequency distribution of the movement speed in soil pores, assumed to be isolated, is one way of describing the movement of solutes. Such approach, known as stochastic-convective approach, has been used by several researchers (Jury and Roth, 1990; Tillman, 1991; Heng and White, 1996; Magesan et al., 1999), and it has motivated debate because it involves a non-deterministic modelling.

Clearly the pores in the soil are not all isolated, so a further step towards a more deterministic description is to consider the connection between pores (Figure 2.2b). These interconnections in the soil’s porous network lead to a more complex flow pattern induced by mixing, which in turn causes a smoothing in the solute’s invasion front and is independent on the front’s depth (Figure 2.2b). This depiction is usually modelled using the convective-dispersive approach, with dispersion treated mathematically as a modified (apparent) molecular diffusion.

To demonstrate the effect of dispersion on solute movement, consider a situation where a solute is continuously and evenly applied on the surface of a soil column, and the leachate is collected in the bottom (Figure 2.3). By monitoring the concentration of the outflow solution, a solute’s breakthrough curve (BTC) is obtained. If the solute did not interact with the soil matrix, and all pores had the same size, one could expect the theoretical BTC represented by curve A (Figure 2.3). This is termed the piston flow BTC. However, because the water flows at different velocities in pores of different sizes, the flow in the soil is not uniform. So at the bottom of the soil column a small fraction of the solute should arrive quite fast by moving through the larger pores, while another fraction would have much longer travel times. Eventually, the concentration at the bottom of the column reaches the same value as the input solution, but only after a long time. This more realistic BTC would look similar to curve B (Figure 2.3). In the same figure, the effect of solute adsorption on the BTC is represented by curve C, where the appearance of the solute in the outflow is delayed. The slope of the BTC could be altered
by the pore size distribution, and its connectivity. If the soil's physical properties are not homogeneous, or the solute reaction with the soil matrix is more complex, say time dependent, then more complex BTC shapes would be obtained.

The usefulness of BTCs as a tool for studying the movement of water and solutes through the soil has long been recognised, and it still is one of the best means for comparing results from models with measurements. On the other hand, problems with the parameterisation of solute transport models may arise, since different processes can produce similar response (shapes) in the BTC.

**Figure 2.3.** Schematic of a miscible displacement experiment in a soil column and three hypothetical shapes for the BTC obtained by monitoring the concentration in the outflow solution over time. A is the piston flow BTC, B is a common BTC for a non-reactive solute, and C is a BTC delayed due to the effect of adsorption. The ordinate axis is the concentration relative to the input solution, and the initial concentration in the soil is assumed to be zero.
Solutes can, however, move through the soil solution even without water movement. This is due to molecular diffusion. Solute diffusion occurs within the pore water whenever there is a concentration gradient. It can be mathematically expressed by:

\[ q_s = D_0 \frac{\partial C}{\partial z} \]  

[2.7]

where \( D_0 \) (m\(^2\) s\(^{-1}\)) is the diffusion coefficient in water, or diffusivity, characteristic of each solute and solvent, and \( z \) (m) is a spatial ordinate. This process is very slow, typically taking days for moving over millimetres, therefore it may be considered negligible in many practical situations compared to the mass transfer caused by the water flow. However, when water is flowing, the dilution due to the interconnections in the soil pores and the uneven distribution of velocities causes an effect that can be described in an analogous way to diffusion. Indeed, often the two processes are treated together, describing what is termed hydrodynamic dispersion.

With the two processes described above combined, the convection-dispersion approach for describing solute flux density can be written as:

\[ q_s = D_0 \frac{\partial C}{\partial z} - q_w C \]  

[2.8]

where \( D \) (m\(^2\) s\(^{-1}\)) is the hydrodynamic dispersion coefficient for the solute movement in the soil. The hydrodynamic dispersion coefficient is a parameter used to describe the combined effects of dispersion, diffusion and convective mixing (Kutilek and Nielsen, 1994), and is dependent on the soil structure, solute type, and the water flow velocity. It is commonly described by:

\[ D = \lambda v^a + \tau D_0 \]  

[2.9]

where \( \lambda \) (m) is the dispersivity, \( v \) (m s\(^{-1}\)) is the water velocity given by the ratio of the flux density and the volumetric soil water content, \( \tau \) is the soil tortuosity, and \( a \) is a constant, generally assumed to be one. Unless the water
flux is very slow, the second term in Equation [2.9] is considerably small, and can be disregarded.

Combining the mass-conservation principle with the convective-dispersive approach for solute flux, the convection-dispersion equation (CDE) can then be defined as a partial differential equation:

\[
\frac{\partial Q}{\partial t} = \frac{\partial}{\partial z} \left( \theta D \frac{\partial C}{\partial z} \right) - \frac{\partial}{\partial z} (q_w C) + \delta
\]

where \(Q\) (mmol L\(^{-1}\)) is the total solute concentration per unit of soil volume, and \(\delta\) (mmol L\(^{-1}\)) is a source-sink term to account for reactions, plant uptake, or solute sources. Under non-steady conditions this equation has to be solved simultaneously with the water flow description. A description of the solute adsorption or plant uptake should also be included if pertinent.

The CDE model assumes that the flow through the soil occurs relatively uniformly throughout the soil volume. This is not always a valid assumption. Approaches such as the partition of the soil into so-called “mobile” and “immobile” fractions have been proposed to deal with such situations. However in many cases, the increase in complexity and number of parameters do not lead to a proportional improvement in the model’s performance. Also with some assumptions about some additional processes, the CDE can often be used with satisfactory results (Vogeler, 1997). The mathematical treatment of the CDE is less complicated, and analytical solutions have even been developed for simple boundary and initial conditions.

A simpler formulation of the CDE is obtained assuming steady-state conditions for the water flow and for non-reactive solutes:

\[
\frac{\partial Q}{\partial t} = \theta D \frac{\partial^2 C}{\partial z^2} - q_w \frac{\partial C}{\partial z}
\]

In the simpler case where the adsorption can be disregarded, the term \(Q\) is replaced by \(C\) and the solution is rather easy. Otherwise if solute adsorption
can be described satisfactorily by a linear relationship, the movement can be described by:

\[ R \frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial z^2} - v \frac{\partial C}{\partial z} \]  

where \( R \) is the retardation factor, defined by:

\[ R = 1 + \frac{\rho}{\theta} k_d \]

where \( \rho \) is the soil bulk density, \( \theta \) is the volumetric soil water content and \( k_d \) is the adsorption partition factor, to be defined in Section 2.5.

The value of \( R \) indicates if there is adsorption (\( R>1 \)), or exclusion (\( R<1 \)). Because adsorption retards the movement of solutes the value of \( R \) also gives an indication of this delay, and therefore the strength of the adsorption. For example, a value of two for \( R \) indicates that the solute will take twice as long to move as compared to the movement of inert tracers. Due to the complex interactions among soil-water movement, diffusion, and adsorption processes, several measured BTCs can be reasonably well described by equation [2.12]. This then exposes a weakness of the use of BTCs for solute movement analysis, it is equivalent to the so-called equifinality problem described in hydrology (Beven and Binley, 1992; Beven and Freer, 2001). Many processes cannot be distinguished by solely analysing BTCs. In cases where the simpler approach is not satisfactory, or there is the necessity for further discrimination of the processes involved, more general CDE formulations as well as solute adsorption, solute reactions, and the water flow, should be studied and modelled concomitantly. For solving this, numerical procedures are often used.
2.4. Ion adsorption

An amount of a solute present at a solid-solution interface can be partially dissolved in the solution and partially retained into the solid phase. In the solid phase, the solute can be present as a precipitated mineral, adsorbed onto the particles’ surface, or being part of the organic matter pool (Figure 2.4). Several processes can act for exchanging ions from or to the solid phase and the solution. The partition between the two fractions, dissolved and sorbed, is of prime importance for defining the behaviour and environmental fate of the solute (Burau and Zasoski, 2002). While the soil solution is the reactive phase and provides ions to be taken up by plants and microorganisms, as well as to be leached, the sorption into the solid phase nonetheless acts as the main control of the solution composition.

![Figure 2.4. Schematic of the solid-solution interface and the main processes involving the ions present in this system. Also, in the detachment, it is a representation of the solid-solution interface in more detail, regarding the adsorption/desorption processes, with cations (Θ) and anions (Θ) retained in the particle’s double layer.](image)
Adsorption is one of the most important chemical processes in soils, and has been one of the most studied aspects of soil chemistry (Scheidegger and Sparks, 1996). Adsorption affects the transport of nutrients and contaminants in soils, and defines the amount of nutrients available to plants and microorganisms (Sposito, 1984; Burau and Zasoski, 2002). Adsorption is a term that is generally used to refer to the disappearance of solutes from solution with the presumption of them being bonded to a solid phase (Burau and Zasoski, 2002). However for this usage, the term sorption seems to be more appropriate (Scheidegger and Sparks, 1996). Adsorption can be more suitably defined as the accumulation of a substance at an interface of a solid surface and a bathing solution (Scheidegger and Sparks, 1996). Absorption may be used to identify the process in which the substance is taken up through the surface into the solid phase. Sorption therefore would include both, adsorption and absorption, plus precipitation (if mediated by the solid surface). Sorption is determined in practice by the extent of solute removal from the solution after equilibration in batch or leaching experiments (Scheidegger and Sparks, 1996; Burau and Zasoski, 2002). To quantify the true adsorption, the absorption and precipitation fractions should be separated. However, these fractions are often difficult to distinguish, and the use of the term adsorption to cover such general cases is widely spread (Scheidegger and Sparks, 1996).

The forces involved in the adsorption process can be either physical or chemical. Physical interactions comprise from weak van der Waals’ forces to electrostatic outer-sphere complexes. The chemical interactions include several inner-sphere processes, such as covalent bonding, hydrogen bridges, etc. (Sparks, 1989; Scheidegger and Sparks, 1996; Bolan et al., 1999b). The mechanism involved in the adsorption process depends on the type of surfaces available and the nature of the solute. Inorganic surfaces are in general highly polar, and contain both positive and negative charge sites. Organic surfaces are more complex and may have polar and nonpolar regions. Electrostatic
bonding of ions can happen at charged polar surfaces, while chemical interactions can occur in both polar and non-polar surfaces, but these are only significant with certain solutes (Sposito, 1984; Scheidegger and Sparks, 1996).

The release of adsorbed ions is often referred to as desorption. Although most studies in soil chemistry have focused on the adsorption of solutes in soils, the desorption process is also very important (Scheidegger and Sparks, 1996; Edwards, 1998; Zhang and Selim, 2005). The release of ions can increase the amount of nutrients available to plants but it also allows them to be leached. The desorption process is often more difficult to describe than adsorption (Selim and Zhu, 2005; Alves and Lavorenti, 2006). The reaction may be slower and not all the adsorbed solute may be released. Consequently corresponding equilibrations, forward and backwards, would not coincide (Verburg and Baveye, 1994; Undabeytia et al., 1998; Zhang and Selim, 2005; Wadaskar et al., 2006). This is normally called hysteresis or non-singularity, and may be caused by operational problems, such as a failure to attain equilibrium (Sparks, 1989; Zhang and Selim, 2005). Nevertheless, real hysteresis can occur and seems to depend especially on the type of adsorbent (Scheidegger and Sparks, 1996).

Many studies on the various aspects of adsorption-desorption processes have been published, however no real mechanistic information has yet been recorded (Scheidegger and Sparks, 1996; Burau and Zasoski, 2002). Adsorption isotherms are purely mathematical representations of macroscopic data and they do not directly imply a reaction mechanism. Also, it is not possible to separate adsorption from other sorption processes. Surface complexation models are often more complex and can describe adsorption over a wider range of experimental conditions. But they also do not provide a mechanistic description. In addition, different models can fit a given data set equally well, due to the large number of fitting parameters (Scheidegger and Sparks, 1996). Simpler models, especially adsorption isotherms, assume that the reactions in the adsorption-desorption process happen fast enough to be
considered instantaneous. Consequently the ions in the solution and the solid phase are assumed to be in equilibrium. This is seldom, if ever, true (Barrow, 1992b; Scheidegger and Sparks, 1996). Most reactions in soil are time dependent, and are influenced by fast-changing environmental variables, such as temperature and pH (Barrow, 1992a; Barrow and Cox, 1992). The rate of many reactions is also dependent on the type of soil components involved, for instance adsorption is much faster onto kaolinite than it is onto vermiculite (Scheidegger and Sparks, 1996). The reaction speed also depends on the type of surface complex, for example outer-sphere complexation is fast and reversible while inner-sphere complexation is slower and is, or may appear to be, irreversible (Sparks, 1989). Different ions may have a preference for different complexation processes. For example, ions that are adsorbed in inner-sphere, such as phosphate, are more strongly bonded. The term specific adsorption has been used to differentiate this from the weaker, fast reaction, outer-sphere adsorption (Sposito, 1984; Burau and Zasoski, 2002). Sorption reactions in the soil can be generally described by a fast stage followed by a slower one (Scheidegger and Sparks, 1996). Fast reactions can occur in milliseconds to some hours, depending on the criterion used to separate fast from slow reactions (Figure 2.5). Slow sorption can take place over several days or longer. Diffusion into soil micropores has been suggested as one reason for slow reaction times (Sparks, 1996), so soil structure may influence the speed of adsorption. Reactions with microbial biomass also happen at a slower rate than electrostatic adsorption, and may also deplete ions, such as sulphate, from the soil solution (Randlett et al., 1992; Watkinson and Kear, 1996a). Thus such reactions may also be unwittingly included in the general sorption process as part of slow adsorption.
2.5. Adsorption isotherms

At the solid-solution interface (Figure 2.4) the amount of solute bonded onto the solid surface \((S - \text{mol kg}^{-1})\) and dissolved in the solution \((C - \text{mol L}^{-1})\) are exchanged until a thermodynamic equilibrium is reached (Sposito, 1984; Burau and Zasoski, 2002). This equilibrium, represented in Equation [2.14], is the balance between the solute’s activities in the two phases. Activity is a useful notion in electrochemistry and describes the “restlessness” of a chemical species in its environment (Oldham and Myland, 1994). A system is at equilibrium if the activity of all its components is the same. In the case of ions in an aqueous solution, the activity is a complex function of the concentration (plus temperature and pressure). Dissolved ions tend to move to different areas (diffusion), or to a different state (precipitation or adsorption), with lower activity in order to reach equilibrium (Oldham and Myland, 1994).

\[
S \xrightleftharpoons[k_{\text{adsorption}}]{k_{\text{desorption}}} C \tag{2.14}
\]
The question of whether the ions are bonded to the solids, or dissolved in the solution, is crucial for determining the fate of these ions in the environment (Burau and Zasoski, 2002). Therefore the description of this partition is of prime importance for a wide variety of agricultural and environmental studies. This description can become very complex, if one wants to account for most of the factors that affect this adsorption-desorption reaction.

Simpler models are also commonly used, as they are easier to handle and can lead to reasonable descriptions of real data, although they can be employed only under more restricted situations. Here a review of some simpler models is presented. This will provide the basis for further discussion later in the thesis.

Considering the simple representation of the solute equilibrium of Equation [2.14], the total content of an ion in the soil ($Q$, mmol L$^{-1}$ soil) is obtained by:

$$Q = \theta C + \rho S$$  \hspace{1cm} [2.15]

where $\theta$ (L L$^{-1}$) is the soil water content and $\rho$ (kg L$^{-1}$) is the soil bulk density.

The ratio between the amount of solute dissolved in the solution and the amount adsorbed in the soil at equilibrium is called the distribution factor or partition coefficient, $k_d$ (L kg$^{-1}$):

$$k_d = \frac{S}{C}$$  \hspace{1cm} [2.16]

This factor may represent the equilibrium constant of Equation [2.14] ($k_{adsorption-desorption}$) in the simplest situation where the environmental conditions are steady, and the reaction rates are equivalent in both directions. The distribution factor is a function of temperature, and often also dependent on the concentration of solute and the pH. The relation of several sets of
dissolved-adsorbed data points collected at the same temperature is termed an adsorption isotherm. Such isotherms have been extensively used to summarise adsorption data in the soil. A linear adsorption isotherm can be represented by Equation [2.16] with $k_d$ constant, and is often used in simple models, or when the variation range of the solute concentration is small. In most cases, however, adsorption isotherms are non-linear. To describe this relationship several equations have been proposed (Kinniburgh, 1986; Altin et al., 1998; Hinz, 2001; Burau and Zasoski, 2002). Two simple and most common equations are the Freundlich (Equation [2.17]) and Langmuir (Equation [2.18]). Examples of their shapes are shown in Figure 2.6.

The Freundlich equation is given by:

$$ S = k_F C^N $$

[2.17]

where $k_F$ (L kg$^{-1}$) and $N$ are fitting parameters. It can be seen that as $N$ approaches one, the isotherm becomes linear and $k_F$ becomes the distribution factor. At low concentrations the Freundlich equation tends towards a linear relationship, which agrees with some theoretical assumptions derived from Henry’s law (Kinniburgh, 1986). This equation has been found to better suit most adsorption data sets, in spite of having no limit for maximum adsorption (Elzinga et al., 1999; Wu et al., 2002; Alves and Lavorenti, 2004).

The Langmuir equation is given by:

$$ S = M_L \frac{\phi C}{1 + \phi C} $$

[2.18]

where $M_L$ (mmol kg$^{-1}$) and $\phi$ (L mmol$^{-1}$) are fitting parameters. This equation is asymptotic to a maximum value defined by $M_L$. This agrees with the intuitive notion that there are a maximum number of adsorption sites. This is consistent with, for example, most phosphate adsorption data (Cajuste et al., 1998; Casagrande et al., 2003; Magesan et al., 2003a). This equation does not approach a linear shape at low concentrations. The parameter $\phi$ is often
referred to as being related to the binding energy (He et al., 1994; Dubus and Becquer, 2001; Sullivan et al., 2003).

**Figure 2.6.** Examples of adsorption isotherm equations. For Freundlich equation, $k_F = 1 \text{ L kg}^{-1}$ and $N = 0.5$; for Langmuir equation, $M_L = 2.8 \text{ mmol kg}^{-1}$ and $\phi = 1.5 \text{ L mmol}^{-1}$.

These equations were proposed some 90 years ago and they are still being commonly used, probably due to their simplicity and their ability to fit a wide range of adsorption data (Kinniburgh, 1986; Hinz, 2001). Nonetheless, to account for experimental deviations or more complex theoretical assumptions, some variations for these equations have been suggested (Altin et al., 1998; Ludwig et al., 1999; Hinz, 2001; Burau and Zasoski, 2002; Wu et al., 2002; Bodmann et al., 2004; Barrow et al., 2005). Although some physical meaning for the isotherms parameters have been tentatively proposed, these equations are probably best viewed as just being mathematical representations of macroscopic adsorption data. These adsorption isotherms, can still be successfully used for problems at a macroscopic level, although they are not mechanistic models of the solid-solution interface reactions (Scheidegger and Sparks, 1996; Burau and Zasoski, 2002).

Three major problems arise when using adsorption isotherms for modelling the fate of ions in the soil. Firstly, these equations imply that the
reactions in the soil are instantaneous, so that the soil-solution system remains always in equilibrium. This is, however, rarely true. Many researchers state that the dynamics of adsorption-desorption processes should not be ignored for an accurate prediction of the fate and movement of solutes in the soil (Verburg and Baveye, 1994; Scheidegger and Sparks, 1996; Undabeytia et al., 1998; Zhang and Selim, 2005; Wadaskar et al., 2006). Of course this depends on the level of detail and degree of confidence desired, as well as the characteristics of the system being described (Ludwig et al., 1999; Sarkar et al., 2006). A division of the process into instantaneous and time dependent reactions may also be employed (Selim et al., 2004). The second problem involved in the use of simple adsorption isotherms is that variations in soil temperature and pH can be significant, and this can amplify the uncertainties to levels beyond acceptability. To avoid discrepancies, it is always recommended using the isotherms under similar conditions to those in which they have been determined. Sub-functions of the isotherms parameters dependent on pH or temperature have also been employed to overcome such problems (Curtin et al., 1993; Sullivan et al., 2003). The third issue to be considered when using simple adsorption isotherms is whether the adsorption and desorption processes follow the same relationship. Different interactions with the environment, and especially different dynamics, can alter the equilibrium between adsorbed and solution phases, resulting in hysteresis. This has been observed in many studies (Undabeytia et al., 1998; Korom, 2000; Selim and Zhu, 2005; Zhang and Selim, 2005; Wadaskar et al., 2006), although the effects were small or non-existent in other studies (Aylmore et al., 1967; Gustafsson, 1995).

Despite these problems, it seems that the Freundlich and Langmuir equations still have a valuable role in the modelling of solute movement. Due to their simplicity and small number of parameters, the data set needed for a reasonable description using these equations can be relatively small (Kinniburgh, 1986; Schulthess and Dey, 1996; Elzinga et al., 1999). As a
consequence their parameters are easy to obtain and there are plenty of values in the scientific literature for comparisons and reference (Shaffer and Stevens, 1991; Elzinga et al., 1999; Korom, 2000; Imtiaz et al., 2006). Also in many cases, the predictions using such simple models can be comparable in accuracy with predictions from more complex models (Wu et al., 2002; Dubus et al., 2004). Being simple, they are easy to handle and can be incorporated into larger environmental models. Small adaptations, such as non constant parameters that vary in relation to the environmental conditions, can widen the range of applicability of these equations with little increase in complexity (Curtin et al., 1993; Wu et al., 2002; Sullivan et al., 2003).

2.6. Model fitting and parameterisation

For a reliable modelling of natural systems, two basic issues should be addressed. Firstly an appropriate model should be chosen and secondly its parameters have to be correctly estimated (Sen and Srivastava, 1990). To select a model, one has to consider first the purpose of the modelling, define the accuracy required and the scale at which to work. Defining the degree of generalisation is also important because uncertainties and complexity tend to increase as the description becomes more general. Also it is important to take into account the availability of the required parameters, or otherwise the procedure for obtaining them.

The estimation of a model’s parameters, also referred to as parameterisation, is a crucial part of the modelling process (Sen and Srivastava, 1990; Vrugt et al., 2002). Having a good model with the wrong parameters is worthless. For the parameterisation of a model it is important to have some information on the variability of the parameters and correlations between the processes involved, since this can restrict the use of a particular parameter set.
The evaluation of parameters can involve direct measurement, such as plant size or the amount of rain over a certain period. Literature specific or generalised data, such as for the particle size distribution and the bulk density of a soil, might be used as well. Finally, parameters may have to be estimated by means of specific experimentation and model fitting. The parameters needed and the procedures used to obtain them should be taken into account, as far as possible, when planning experiments or the data collection required to implement the model. The degree of uncertainty on the estimates, especially if they are obtained in indirect measurements, is also relevant when considering the amount of data necessary and procedures used to analyze the data (Sen and Srivastava, 1990; Vrugt et al., 2002; Friedel, 2005).

Non-equilibrium and spatial variability are the rule for natural processes and therefore their parameterisation necessarily involves stochastic relations (Kyriakidis and Journel, 1999; Simunek et al., 2003). The spatio-temporal variability is usually not fully described when using simplified models, what may amplify the uncertainties. Commonly, the uncertainty of a model is the sum of several components involving the model design, the parameter estimation, and the errors in obtaining the data against which to compare the model. The definition of the scale at which the model should be used, and the processes relevant at that scale, are the main factors to consider when defining the model complexity, because this has implications on the degree of uncertainty (Western and Bloschl, 1999; Friedel, 2005). Several other aspects can also affect the model’s uncertainty, such as the natural variability and the level of knowledge of the processes involved. However, the uncertainties in obtaining data are inherent to any measurement procedure, and can only be minimised rather than eliminated (Pugh and Winslow, 1966). This can be done by selecting the appropriate procedure, followed by a good execution and the use of the best available equipment.

It is in the link between the data and the model where most of the possible refinement is possible and the model’s reliability is defined. This link
encompasses the parameterisation and the checking of model components, or the model in general, contrasted with the observed data. Parameterisation often involves the comparison of two measures in order to verify their relationship. Whether comparing two measured data sets or a measured and a predicted data set, several statistical tools are available. Minimisation of the least squared errors and maximum likelihood are common procedures employed for fitting mathematical models to data (Sen and Srivastava, 1990; Jacques et al., 2002; Vrugt et al., 2002; Dubus et al., 2004; Mertens et al., 2006). The goodness of fit and model performance can be assessed by analysis of variance, error tracking, correlation indexes (Pearson or Spearman), and other procedures (Pugh and Winslow, 1966; Conover, 1980; Willmott et al., 1985; Vrugt et al., 2005). More recently the use of Monte Carlo recursive procedures for bootstrapping and inverse modelling have been successfully used for identifying uncertainties in models, and the relevance of the various model components (Huang et al., 2003; Hupet et al., 2003; Hupet et al., 2005; Mertens et al., 2006). The analysis of spatial and temporal variability, and the procedures to model it have also improved significantly in the last two decades (Kyriakidis and Journel, 1999; De Cesare et al., 2001; Heuvelink and Webster, 2001; Oliver, 2004). The inclusion of these techniques on water and solute movement models show promising results (Snepvangers et al., 2003; Wilson et al., 2004; De Iaco et al., 2005; Hupet and Vanclooster, 2005).

The estimation of parameters can be compromised by not considering the probability distribution function presented by the data set and the occurrence of correlation between parameters (Sen and Srivastava, 1990; Beulke and Brown, 2006). Furthermore, for a reliable parameterisation, the behaviour of errors and their propagation into different components of the model should be considered (Pugh and Winslow, 1966; Sen and Srivastava, 1990; Bruzzone and Moreno, 1998). Analysis of the error distribution may also lead to advances in understanding the processes being modelled (Friedel, 2005; Hupet et al., 2005; Vrugt et al., 2005).
3. Sulphur in crop production

3.1. Introduction

Although sulphur is essential for plant growth, and is present in plants at amounts similar to those of phosphorus, it has not received much attention for years (Scherer, 2001). Sulphur’s importance to plants and bacteria is closely linked to nitrogen, as both are directly involved in the photosynthesis process. The more evident nutritional concerns on nitrogen have, perhaps, overshadowed sulphur studies. The major processes involving sulphur in plant metabolism are the synthesis of cysteine and methionine, two amino-acids essential to build proteins and a series of other secondary products. These processes have long been described, but the side effects on plant health, the pathways for sulphur uptake and the plants’ response to sulphur starvation have only more recently been the focus of scientific studies (Droux, 2004; Bloem et al., 2005b; Nikiforova et al., 2005; Hawkesford and De Kok, 2006).

The reasons for this lack of interest can be credited to the fact that sulphur nutrition used to be an almost irrelevant issue (Edwards, 1998; Scherer, 2001). The use of highly purified fertilisers, lower return of farmyard manure, the use of high yielding and sulphur-demanding crop varieties, plus the reduction in atmospheric deposition, especially in the northern hemisphere, due to a decrease in air pollution, are the most cited causes for the increasing number of reports on nutritional problems involving sulphur (Haneklaus et al., 1999; Blake-Kalff et al., 2001; Scherer, 2001; Zhao et al., 2001; Malhi and Gill, 2006). The advance of agriculture into areas with nutritionally poor soils, such as many tropical areas, and the intensification of farming, with
a larger removal of nutrients from the field can be included in the reasons for the increasing interest in sulphur dynamics in agricultural environments (Eriksen et al., 1998; Alves and Lavorenti, 2004). Supplying sulphur, whether by composed fertilisers or specifically by sulphur amendment, has become a common recommendation in many parts of the world. There is a need to establish standard procedures to assess sulphur nutritional status, as well as the deficiency thresholds (Pinkerton, 1998; Schnug and Haneklaus, 1998; Blake-Kalff et al., 2000). Studies of the dynamics of sulphur in the soil also require more attention (Bloem et al., 2005a; Edmeades et al., 2005).

In the soil, sulphate is the most important form of inorganic sulphur. It is the mobile form which can be taken up by plants and microorganisms, and also it is the form that reacts with soil particles and it is prone to be leached (Edwards, 1998; Scherer, 2001). Losses of sulphate via leaching can be considerable in low retentive soils and/or after liming or fertilisation (Bolan et al., 1988; Santoso et al., 1995; Bloem, 1998). Adsorption onto the soil particles is the main process that mitigates or retards losses of sulphate by leaching. On the other hand adsorption also diminishes the amount readily available to plants. The adsorption of sulphate is highly dependent on the soil pH, and also can be easily displaced by phosphate and organic anions (Bolan et al., 1986b; Edwards, 1998; Jara et al., 2006). On the other hand the presence of cations, in particular calcium, can enhance the retention of sulphate (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Ajwa and Tabatabai, 1995a; Mora et al., 2005). Sulphate can be adsorbed both in the electrostatic outer-sphere and in the inner-sphere of the soil particles. Interactions of sulphate with cations in the adsorption process is quite complex. Specific adsorption of sulphate and the subsequent increase in cation adsorption have been reported (Agbenin, 1997); cation-induced sulphate retention by a similar process has also been identified (Bolan et al., 1993). In some soils, especially variable-charge tropical and volcanic soils, the increase in sulphate and cation retention, particularly calcium, seems to occur cooperatively. In this process,
retention increases in equivalent amounts for both ions (Marcano-Martinez and McBride, 1989; Ajwa and Tabatabai, 1995a; Pearce and Sumner, 1997). This has been termed salt adsorption or ion-pair adsorption (IPA) (Marcano-Martinez and McBride, 1989; Qafoku and Sumner, 2002).

The occurrence of IPA increases the retention of sulphate, and therefore can retard the leaching process. On the other hand, retention by IPA seems to be reversible (Qafoku and Sumner, 2002), so it would not reduce significantly the availability of sulphate to plants. The study of IPA is still incipient and a better description of it is needed. There is no mathematical relationship proposed to evaluate the amount of sulphate adsorbed due to IPA that could be used for modelling. Also the relevance of IPA in the presence of growing plants has not yet been investigated.

Meanwhile, the use of models to describe agricultural systems, as well as for use in decision support tools, has been increasing. The identification of relevant processes is essential for improving the models' reliability and to widen the usefulness of such tools. Sulphur balance models have been proposed, and a few are being used to predict or to monitor the field sulphur nutritional status. However improvements are still required (Bloem, 1998; Bloem et al., 2005a; Edmeades et al., 2005). Due to the ever increasing competition faced by farming businesses, improvements, even small ones, for preventing losses, or increase yield or quality, can make a difference for sustainable practices.

3.2. Importance of sulphur for plants

Recently there have been a number of publications reviewing the role of sulphur in plant metabolism, the deleterious effects of its deficiency, and in the responses to it by plants (Droux, 2004; Hawkesford et al., 2005; Nikiforova et al., 2005; Hawkesford and De Kok, 2006). Also there are reviews on the broader role of sulphur in crop production (Edwards, 1998; Scherer, 2001). A
number of books covering the effect of sulphur and its deficiency in plants, as well as the modelling of its balance in soils, have also been published (Marschner, 1995; Schnug, 1998; Abrol and Ahmad, 2006). In this section, a brief overview of the relevance of sulphur for plants and the basic processes involving sulphur nutrition is presented.

Sulphur is an essential nutrient for the growth and physiology of plants (Scherer, 2001). Its content, however, varies significantly among different plant species, with reported values ranging from 0.1% up to 6% of dry mass (de Kok et al., 2005). Sulphur requirements for good plant growth are distinct among plant families, with smaller variations among species within each family. These differences are reflected in the sulphur content of their seeds (percentage of dry weight): 0.18-0.19% for graminae, 0.25-0.3% for leguminosae and 1.1-1.7% for cruciferae (Marschner, 1995). The distribution of sulphur in the plant is relatively homogeneous, with little variation between shoot and roots, or between young and old leaves (Marschner, 1995). However, the chemical form in which most sulphur is present may vary with tissue age (Blake-Kalff et al., 1998). Especially in oil-producing plants, seeds may accumulate a substantially high portion of plant sulphur at the end of the crop season (Matula and Zukalova, 2001; Naeve and Shibles, 2005).

The uptake of sulphur by plants takes place mainly in the roots, and sulphate is the ion taken up in the normal physiological pH range (Marschner, 1995). Uptake occurs at relatively low rates, varying between 2 to 10 mmol kg⁻¹ day⁻¹ (fresh weight) (de Kok et al., 2005). The maximum uptake rate occurs at soil concentrations above around 0.1 mmol kg⁻¹ (Hawkesford, 2000). Sulphate is transported through plants in the xylem. The uptake of sulphate by plants is active (energy dependent), and strictly controlled (de Kok et al., 2005). It has been shown that plants, especially when in deficiency, can also directly absorb atmospheric gaseous sulphur compounds, such as H₂S and SO₂ (Durenkamp and De Kok, 2005; Yang et al., 2006). The assimilation of sulphur is in many cases similar to that of nitrogen. However, sulphur can
also be assimilated without reduction, and can be re-oxidised to sulphate (Marschner, 1995).

Sulphur is a constituent of the amino-acids cysteine and methionine, and consequently of many proteins. These amino-acids are also the precursors of many coenzymes and other secondary plant metabolites (Marschner, 1995; Scherer, 2001). Because of its role in protein synthesis, sulphur is strongly linked to the nitrogen metabolism in plants. The nitrogen to sulphur ratio (N:S) of plants reflect that of the plant protein composition. The N:S ratio varies among different families, being around 40 for leguminosae, 30 for cereals (Marschner, 1995), and it may be less than 10 for brassicas (Blake-Kalff et al., 2000). These ratios may vary in different growth stages and in case of nutrient deprivation (Marschner, 1995; Blake-Kalff et al., 2000). Selenate can compete with sulphate in the uptake process, while phosphate, nitrate, or chloride seem to have no effect (Scherer, 2001). Selenium may be assimilated in the plants in a way analogous to sulphur, due to their atomic similarities. Competition with sulphur seems to be a major cause of selenium toxicity (Shrift, 1969; White et al., 2004).

Deficiency of either sulphur or nitrogen can result in similar symptoms, making visual assessment difficult. Sulphur deficiency inhibits general protein synthesis, although the production of low sulphur-containing protein may be stimulated (Marschner, 1995). Accumulation of starch is also enhanced. Because proteins in leaves are mainly located in the chloroplasts, sulphur deficiency causes a direct reduction in the chlorophyll content and can consequently jeopardise the photosynthesis process (Ahmad and Abdin, 2000). The result of this is chlorosis, which is similar to nitrogen deficiency. However, because sulphur is distributed more homogeneously in plants than nitrogen, its deficiency symptoms can be found in both young and old leaves (Freney et al., 1978; Schnug and Haneklaus, 2005). In legumes, the nitrogenase activity in the root nodules is affected by sulphur deficiency earlier than the photosynthesis. This causes a shortage in nitrogen supply, and therefore the
symptoms of sulphur and nitrogen deficiency cannot be distinguished (Marschner, 1995; Scherer, 2001). Morphologically the effect of sulphur deficiency is also similar to nitrogen deficiency, with shoot growth being suppressed more severely than root growth. Sulphur deficiency also may reduce transpiration not only by a decrease in leaf area, but also by reducing the hydraulic conductivity of the roots (Karmoker et al., 1991). Sulphur deficiency decreases the efficiency of nitrogen assimilation (Schnug et al., 1993; Fismes et al., 2000; Jackson, 2000), and can consequently decrease the plant’s response to nitrogen fertilisation. As a side effect, this may increase nitrogen leaching through the rhizosphere into the groundwater (Haneklaus et al., 1999).

The main effect of sulphur shortage is a reduction of crop yield. Reported losses can reach up to 70% for rapeseed and 50% for cereals (Zhao et al., 2001). Beside that, sulphur deficiency, even at low intensity, may alter the quality of crops. For example, sulphur deficiency can reduce the baking quality of wheat flour (Kettlewell et al., 1998; Zhao et al., 1999b; Hagel, 2005), and change the oil content and taste of brassicas (Haneklaus et al., 1999; Zhao et al., 1999a; Bloem et al., 2004; Malhi and Gill, 2006). Susceptibility to plant diseases is also enhanced by sulphur deprivation (Bloem et al., 2005b; Dubuis et al., 2005; Klikocka et al., 2005), and flowers may even become less attractive to bees (Schnug and Haneklaus, 2005). The shortage of sulphur during the development period of plants causes irreversible losses in yield and/or crop quality, even without visible symptoms of deficiency (Zhao et al., 1999a; Scherer, 2001; Schnug and Haneklaus, 2005). Therefore the timing of fertilisation to ensure an adequate sulphate supply is important (Haneklaus et al., 1995; Eriksen and Mortensen, 2002; Ahmad et al., 2005).

3.3. Diagnosis of sulphur status

Several procedures have been proposed to estimate the crop needs and the amount of plant available sulphur in the field. This allows intervention to
avoid crops suffering from sulphur deficiency (Nguyen and Goh, 1994; Pinkerton, 1998; Schnug and Haneklaus, 1998; Blake-Kalff et al., 2000; Bloem et al., 2005a; Edmeades et al., 2005). Fertiliser needs may be estimated before sowing by assessing the crop demands and the available amount in the soil. Other factors such as mineralisation, or mid-season fertilisation may also be considered. In places where deficiency is likely to occur, monitoring the sulphur status over the season may be a better option, especially if the available sulphur can vary significantly, say for example, by leaching due to lack of adsorption.

It is difficult to define a priori the amount of sulphur in the soil available to plants for a growing season. The balance of sulphur (sulphate) available in the soil is a result of inputs (atmospheric depositions, fertilisation, etc.) and outputs (leaching, plant uptake) and the cycling between organic and inorganic forms (Edwards, 1998; Scherer, 2001). This cycling is dependent on microbial activity, which is seasonal and itself dependent on several environmental factors. As a consequence, the available sulphur content in the soil can be highly variable, especially in soils with high organic content. Soil analysis is useful then only for the time around when it has been taken (Schnug and Haneklaus, 1998).

A high degree of uncertainty can be expected estimating the sulphur needs based in an early soil analysis and the estimated sulphur balance. Therefore, it should be employed only if the risks or costs of wrong fertilisation are low. Under-fertilisation can result in sulphur starvation, while excess of fertilisation implies extra costs. Besides, sulphur may then be leached to the ground water and water bodies. Although there is no significant environmental issues related to the presence of sulphate in water, there are regulatory standards for its content in the water (Bast, 1991; Stewart et al., 2006). Taste change is the main effect caused by the presence of sulphate in the water. As a consequence, monitoring the sulphur status throughout the
growth season, and proper intervention, is the recommended procedure (Scherer, 2001; Bloem et al., 2005a).

Monitoring the plants seems to be the best way to obtain reliable sulphur nutritional status data (Stuiver et al., 1997; Zhao et al., 1997; Schnug and Haneklaus, 1998; Blake-Kalff et al., 2000). Several plant parameters may be employed for determining the nutritional status, and research is still being carried out to assess their advantages and disadvantages, as well as their thresholds (Blake-Kalff et al., 2000; Scherer, 2001). Amongst the objective parameters, the total sulphur content in leaves is the most commonly used (Schnug and Haneklaus, 1998; Blake-Kalff et al., 2000; Scherer, 2001). Thresholds vary with plant species, and even varieties. For wheat, for example, deficiency occurs if the concentration is below 2 mg g⁻¹ (Withers et al., 1995). For rapeseed this value range from 3 to 3.5 mg g⁻¹ for “single-” or “double-low” varieties, respectively (Scherer, 2001). The threshold for rapeseed was found to be 2.5 mg g⁻¹ in Australia (Pinkerton, 1998), while Schnug and Haneklaus (1994) suggest two threshold levels; 6.5 mg g⁻¹ where yield and quality losses occur without visible symptoms and a value around 3 mg g⁻¹, where symptoms become visible. These variations may partly reflect the different stages that samples were collected, as well as differences in the environment that influence the potential crop yield (Blake-Kalff et al., 2000; Scherer, 2001). The fact that sulphur is mobile within the plant adds to the problem, and this makes total sulphur concentration a parameter of low sensitivity. The sulphate content was found to be more sensitive (Scalfie and Burns, 1986), but also more dependent on the growth stage (Blake-Kalff et al., 2000). Besides sulphate measurement is prone to higher uncertainties, as compared to those of total sulphur, which per se was found to be very high (Crosland et al., 2001). The N:S ratio has also been suggested as a useful parameter to assess plant nutritional status (Rasmussen et al., 1977). However, it is influenced by both nitrogen and sulphur supply, and may reflect surplus as well as deficiency of either one, making interpretation difficult (Scherer,
2001). Furthermore two analyses are needed, increasing the possibility of errors (Jones, 1986; Blake-Kalff et al., 2000). Plant metabolites related to sulphur have also been tentatively used for estimating sulphur nutritional status (Scherer, 2001). The more common are; glutathione content (Zhao et al., 1996), amides content in roots (Bell et al., 1995) and malate to sulphate ratio (Blake-Kalff et al., 2000). Although some are more sensitive (glutathione) or more accurate (malate), their analyses require specialised equipment. More studies to define better their threshold values are also needed.

The deficiency of sulphur may also be detected by visual inspection, although the symptoms may be confused with those of nitrogen. Even in plants where the visible symptoms are singular of sulphur deficiency, as for brassicas (Schnug and Haneklaus, 2005), damage to plant growth, and consequently yield and quality, are already significant by the time the symptoms become noticeable (Schnug and Haneklaus, 1998; Scherer, 2001). As a matter of fact, the problem with timing for detecting sulphur deficiency is also true for the tissue analysis (Pinkerton, 1998; Blake-Kalff et al., 2000). Most analyses are recommended to be done at the beginning of the flowering stage, however, by the time the results are ready it is often too late for remediation in the same growing season.

An indirect way of “monitoring” sulphur nutritional status over the growing season is by using models (Scherer, 2001; Bloem et al., 2005a). In soils with low sulphate retention, the water balance coupled with a plant stage chart for sulphur requirements may be used for estimating the sulphur status. Some versions of this, such as Schwefel-Schätzrahmen (BASF) or MOPS (Bloem, 1998), are already being used in northern Europe. Because of their simplicity, the estimates of these models are often too coarse for efficient fertilisation management, and over-fertilisation has been reported (Bloem, 1998). Improvements in such models, especially on sulphur movement/storage, would refine their estimates and thus make them more useful for avoiding sulphur losses (Bloem, 1998; Bloem et al., 2005a). In New Zealand, a
model for the sulphur requirement in pastures was developed in early 80's (Sinclair and Saunders, 1984). This model considers that the accumulation of sulphur in the soil has reached steady-state. Although subsequent tests showed reasonable agreement with long-term field data (Goh and Nguyen, 1997), a need for a dynamic model had been suggested (Saggar et al., 1981; Nguyen and Goh, 1994). This has lead to the development of a quasi-equilibrium model (Watkinson and Perrot, 1990). These developments, and an extensive database have been incorporated in the Overseer® model (of New Zealand Pastoral Research Institute Ltd – AgResearch) to assist consultants on fertiliser management (Wheeler and Thorold, 1997; Edmeades et al., 2005). However, this is not a deterministic model and still requires validation in a wider variety of environments (Edmeades et al., 2005).

3.4. Sulphur in the soil

Sulphur in the soil may be divided into two major pools, the organic and the inorganic sulphur fractions, and it is continuously cycling between these fractions (Edwards, 1998; Scherer, 2001). Generally more than 90% of the total sulphur is present in organic forms, although it can be up to 98% (Bloem, 1998). In the soil profile, the organic sulphur distribution follows that of the organic matter (Scherer, 2001). The amount of sulphur and distribution over time in the organic pool depends on environmental conditions, such as soil moisture and temperature, as well as land management practices (Watkinson and Kear, 1996a; Scherer, 2001). The organic pool is highly variable in composition. It includes plant and animal residues, microorganisms, and humus (Freney, 1986). Soil microbial biomass can contain from 1.5% to 5% of the organic sulphur (Banerjee et al., 1993; Wu et al., 1993), with an ideal N:S ratio of about 10, although this value can become as high as 100 under sulphur deficiency (Banerjee et al., 1993). Organic forms of sulphur are unavailable to plants, and thus must be mineralised to sulphate in order to be taken up
(Castellano and Dick, 1991; Banerjee and Chapman, 1996). The C:S ratio can be used to estimate the release of sulphur from the organic pool (Barrow, 1961). At C:S values smaller than 200, mineralisation occurs. With C:S above 400, immobilisation takes place. Between these values neither of the processes dominates. Interactions with nitrogen are more variable and seem to be dependent on various environmental and biochemical factors (Scherer, 2001). The addition of carbon sources, such as straw, tends to increase the amount of sulphur immobilisation into the soil organic pool (Saggar et al., 1981; Eriksen et al., 1998). Conversely the addition of organic matter with high sulphur content, such as young rapeseed leaves, increases the release of sulphate (Wu et al., 1993; Mengel, 1996).

Although the microbial biomass represents a small fraction of the soil’s organic sulphur, it is considered the most active pool for sulphur mineralisation (Banerjee and Chapman, 1996; He et al., 1997). And it can cycle very fast. Therefore this fraction is of great importance in the sulphur cycle (Randlett et al., 1992), and may act as a link between the other organic forms, and the inorganic fraction (Tan et al., 1994; Watkinson and Kear, 1996a). A quasi-equilibrium model (Watkinson and Perrot, 1990) uses a mineralisable organic sulphur (MOS) pool (Figure 3.1) to account for the fast exchange between organic and inorganic forms of sulphur. This MOS pool is not necessarily the same as the microbial biomass, although it should include it (Watkinson and Perrot, 1990). Exchange between the pools should be highly correlated with the microbial activity. This model accounts reasonably well for the seasonal variations in available sulphur in the soil (Watkinson and Kear, 1996b; Edmeades et al., 2005).

The inorganic sulphur form in the soil is generally mostly sulphate (Edwards, 1998; Scherer, 2001). Sulphate can be dissolved in the soil solution, adsorbed onto the soil particles, or precipitated as a salt (Edwards, 1998). In calcareous soils, sulphate impurities in CaCO₃ precipitates can account for a significant fraction of the total soil sulphur. Also, tidal marsh soils contain
large amounts of sulphur as sulphide metal, such as pyrite, that can be readily oxidised to sulphate (Scherer, 2001). These acid-sulphate soils pose an environmental issue as coastal lands are being reclaimed drained. Nevertheless, in terms of the sulphur balance in most agricultural soils, sulphate is the form of interest.

---

**Figure 3.1.** Schematic of the quasi-equilibrium model for sulphur exchange between the organic and inorganic pools. Redrawn from Watkinson and Kear (1996a).

The mobility of sulphate, or how easy it moves through the soil, is directly, and inversely, related to its adsorption onto soil particles. Soils with low adsorption capacity, such as sandy soils, retain small quantities of sulphate and therefore are prone to be leached. On the other hand, in clayey soils leaching can be negligible (Scherer, 2001). Sulphate retention, however, is not a direct function of particle size, as the particles must first contain a significant number of positive sites on their surfaces. The pH, therefore, has great influence in sulphate adsorption, since it may influence the charge status of the soil particles (Bolan *et al.*, 1988; Ludwig *et al.*, 1999; Rietra *et al.*, 1999; Alves and Lavorenti, 2004; Ishiguro *et al.*, 2006). Sulphate adsorption is practically nil at pH above 6.5 (Scherer, 2001), because too few positive sites are available for holding sulphate at high pH (Bolan *et al.*, 1986a). Sulphate is also easily released by phosphate ions (Geelhoed *et al.*, 1997; Cajuste *et al.*, 2005).
Adsorption can also be reduced by organic anions, such as oxalate and citrate (Casagrande et al., 2003; Mora et al., 2005; Jara et al., 2006). Consequently, soils with higher amounts of organic matter tend to have a low sulphate retention capacity. Specific adsorption of sulphate has also been reported, and this is a reason why increasing pH does not significantly release sulphate in some tropical soils (Agbenin, 1997; Foloni and Rosolem, 2006).

Cations may help to increase sulphate retention in soils. Positive charges created due to specific adsorption of calcium have been reported to result in enhancement of sulphate adsorption (Bolan et al., 1993). Retention of sulphate in the presence of cations due to ion-pair adsorption (IPA) has been described, especially with calcium as the counter ion (Marcano-Martinez and McBride, 1989; Alva, 1993; Ajwa and Tabatabai, 1995a). The IPA results in an increase of the total amount of sulphate retained in the soil when compared to the situation without the counter ion (Qafoku and Sumner, 2002). It seems to be common to many soils, but has been identified specially in variable-charge soils, such as many tropical and volcanic soils.

The greater the amount of sulphate adsorbed, the smaller the amount leached. On the other hand, the fraction of sulphate that is adsorbed may not be readily available to be taken up by plants. In situations where sulphate is strongly adsorbed by the soil, any intervention that reduces its retention should increase its availability to plants. These treatments include using lime for increasing soil pH, and the addition of competitive ions, such as phosphate (Bolan et al., 1986a; Santoso et al., 1995; Fahrenhorst et al., 1999; Serrano et al., 1999; Scherer, 2001). These practices and the higher amounts of organic matter in the uppermost soil layer are responsible for the higher proportion of available sulphate in this layer (Eriksen, 1996; Scherer, 2001). The distribution of sulphate in the soil profile is highly variable, and depends on the soil type, environmental conditions and land use (Edwards, 1998; Scherer, 2001).
Although gaseous losses to the atmosphere by volatilisation may occur (Edwards, 1998; Eriksen et al., 1998), the main potential factor responsible for sulphur depletion in soils, other than plant uptake, is leaching (Edwards, 1998; Scherer, 2001). The amount leached depends on the mobility of sulphate, and the amount of water being leached. Increasing the amount of sulphate in the soil, due to fertilisation for example, should increase the potential for leaching (Santoso et al., 1995; Scherer, 2001). Bare soils also present high potential to be leached (Kirchrnann et al., 1996). Soils prone to preferential water flow may show less sulphate depletion by leaching if the sulphate is present inside the aggregates (Bloem et al., 2005a). Also leaching is expected to be minimal during the plants active growth period (Scherer, 2001). It has been estimated that up to 60 kg ha\(^{-1}\) year\(^{-1}\) of sulphate losses due to leaching occur in low retentive German soils (Bloem, 1998). In New Zealand, losses of up to 89 kg ha\(^{-1}\) year\(^{-1}\) have been reported (Nguyen and Goh, 1993; Edmeades et al., 2005).
4. Interactions between sulphate and cations in allophanic soils during miscible displacement experiments

4.1. Introduction

The management of the nutritional status of agricultural fields is one of the hallmarks of the green revolution. The addition of fertilisers has become a common practice, and this has resulted in a significant increase in food production. In many areas fertilisation can be an important fraction of the costs related to crop production. On the other hand, yield losses caused by nutrient deficiency can shrink the already narrow profit margin of most of the farms. Because this margin is narrowing, and also due to increasing concerns about the environmental effects of fertilisers, a more precise description of the field nutritional status and potential losses through leaching and gaseous emissions is needed. For many years sulphur has received little attention from researchers, although more recently studies of the management of sulphur status in soils and the processes involved in its mobility have increased (Scherer, 2001; Hawkesford and De Kok, 2006). Describing the balance of sulphur in the soil is a basic tool for assisting fertiliser management. One of the most important components of this balance is the description of sulphate movement. Sulphate is the mobile form of sulphur in soils and also the form taken up by plant roots (Edwards, 1998; Scherer, 2001). There have been many studies examining the processes involved in the movement of sulphur in soils, and models describing these processes have been presented. Some of the models describing the sulphur balance are being used by consultants for
fertiliser management. However, it has been argued that more studies are required to improve the reliability of these models (Bloem, 1998; Edmeades et al., 2005). Sulphate retention onto soil particles can have an important effect on its movement and availability to plants. Phenomena such as specific adsorption or ion-pair adsorption (IPA) involving sulphate have been identified in many soils and can significantly affect its movement (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Mora et al., 2005). Variable-charge soils, such as many volcanic and tropical soils, are often associated with these adsorption phenomena. Although these soils have become important for world agriculture, few studies have been performed to examine the effects of adsorption phenomena on sulphate movement in these soils. New Zealand, which has soils with such characteristics, similarly needs more research on sulphate movement.

This chapter describes a series of miscible displacement (MD) experiments performed in the laboratory using two volcanic soils from New Zealand’s North Island. These soils were chosen because of their contrasting ion adsorption capacities. Preliminary experiments were set up to identify the sulphate-movement characteristics in these soils, and to examine possible interactions with the accompanying cations. The results of these experiments indicated a strong relationship between sulphate and calcium adsorption in one of the soils. Further MD experiments were conducted in order to identify the possible phenomena involved. Results from experiments applying sulphate solutions with calcium or potassium as the accompanying cation indicated ion-pair adsorption as the most likely phenomenon. Further experiment with calcium solutions without sulphate confirmed this hypothesis. Comparisons between results for both soils also support this conclusion.

These experiments and the relevant results have been written up in a scientific article and this published paper forms the main part of this chapter. As not all of the experiments results were presented in this article, the
unpublished results are then shown in Appendix A, where the results of all the columns are summarised in a series of graphs for comparison. The experimental procedures used in all the experiments are the same as those described in this chapter. The results of these experiments instigated further studies, and a solute movement model which includes a mathematical description of the IPA phenomenon has been developed. This model was tested against the data sets obtained from these studies. This work is described in the subsequent chapters.

4.2. Cation influence on sulphate leaching in allophanic soils

by: Rogerio Cichota, Iris Vogeler, Nanthi S. Bolan and Brent E. Clothier

4.2.1. Abstract

We have examined the influence of the ionic composition of soil solution on the movement of sulphate and calcium in two New Zealand soils with differing allophane content. For this study, we have carried out a series of miscible displacement experiments using repacked and intact soil columns, in which sulphate was applied in the presence of either calcium or potassium as the accompanying cation. Our results showed that sulphate leaching was significantly retarded in the soil with higher allophane content when applied with calcium. On the other hand, no effects were observed for all studied soils when potassium was used as the accompanying cation. In addition, in soils with high allophane content, calcium also had its retention increased when sulphate was present. The increase in sulphate adsorption was accompanied by corresponding increase in calcium adsorption. These findings evidenced the presence of co-adsorption, or ion-pair adsorption (IPA), in allophane-containing soils. The extent of this adsorption is dependent on the soil pH, the accompanying cation and the allophane content of the soil.
4.2.2. Introduction

Sulphur deficiencies in soils have been increasingly reported in many countries worldwide including New Zealand (Nguyen and Goh, 1994; Schnug et al., 1995; Scherer, 2001; Edmeades et al., 2005), especially since the reduction of air pollution enforced by ‘clean air’ legislation (Henderson, 1996; Greenstone, 2004). The use of non sulphur-containing nitrogen (N) or phosphorus (P) fertilisers, such as urea and di-ammonium phosphate, and the introduction of new high yielding and sulphur-demanding crop cultivars tend to intensify this problem. Sulphur deficiency in soils leads to yield losses and can influence crop quality, as well as increase plant susceptibility to some diseases (Zhao et al., 1999a; Bloem et al., 2005b; Klikocka et al., 2005; Rausch and Wachtter, 2005). In many cases, specific sulphur amendment to these soils is required.

Sulphate (SO$_4^{2-}$) is the most important inorganic form of sulphur in soils and is readily available to plants. It is applied to the soil through different available sulphur fertilisers, with different accompanying cations. Ammonium sulphate, potassium sulphate and gypsum (dihydrated calcium sulphate), alone or as part of single superphosphate, are some of the important sulphur sources used in agriculture. Gypsum is used as a source of calcium and sulphate, and also as an amendment to improve soil structure (Bolan et al., 1993). Substantial sulphate losses via leaching can occur in soils with low retention capacity, and this has been observed in New Zealand (Edmeades et al., 2005). Pumice soils are an example for these low retentive soils, and they present the highest yield responses for sulphur fertilisation in New Zealand, in
contrast, for example, with the variable-charge Egmont soils, which are more effective in the retention of sulphate (Edmeades et al., 2005).

The sulphate content in soils is in a dynamic equilibrium with other forms of sulphur, especially organic forms. This equilibrium may vary over the year (Tan et al., 1994). Nevertheless, because sulphate is the mobile form of sulphur, leaching is, in general, related to fertiliser input. It has been shown that sulphate adsorption can be influenced by the presence of other ions in the soil solution. The influence may be competitive for ions with the same charge, such as phosphate, or it can be cooperative for ions with opposite charge, such as calcium. The interaction also depends on the properties of the soil. Specific adsorption of anions may increase the soil net negative charge and thus allow further cation adsorption. This has been reported in many studies, especially involving phosphate (Ryden and Syers, 1976; Bolan et al., 1988; Agbenin, 1996; Bolan et al., 1999a; Bolan et al., 1999b), or sulphate (Alva et al., 1990; Curtin and Syers, 1990). Cations can also be specifically adsorbed and induce the retention of anions in soils (Bolan et al., 1993; Cajuste et al., 1998). Cooperative adsorption that occurs without changing the soil net charge has also been observed, especially in variable-charge soils (Marcano-Martinez and McBride, 1989; Alva et al., 1990; Ajwa and Tabatabai, 1995a; Qafoku et al., 2000; Qafoku and Sumner, 2002). In these cases, cation adsorption increases due to the presence of an anion, and vice versa. Because the amount of additional adsorption resulting from the co-adsorption process is equivalent to the ratio of the molar masses of the anion and cation, this process has also been called salt adsorption, or ion-pair adsorption (IPA) (Marcano-Martinez and McBride, 1989; Qafoku and Sumner, 2002).

IPA seems to be a phenomenon related to variable-charge soils, although not all studies with variable-charge soils indicate IPA. Even though it can occur with various ion combinations, IPA is more likely to happen with multivalent ions (Ajwa and Tabatabai, 1995a; Pearce and Sumner, 1997). IPA has been identified, in particular, for calcium and sulphate (Marcano-Martinez
and McBride, 1989; Alva et al., 1990; Bolan et al., 1993; Davis and Burgoa, 1995; Mora et al., 2005). Despite many studies describing the IPA phenomenon in soils, its influence on sulphate leaching has not been well explored yet. If the adsorption of both calcium and sulphate is influenced by each other, then their movement through the soil is also likely to be affected by these interactions.

To determine these interactions, we conducted a series of experiments in order to unravel the influence of cations on the movement of sulphate in two contrasting New Zealand soils. These soils are contrasting in relation to their variable-charge components and ion adsorption capacity. In this paper, we describe experimental observations from several miscible displacement experiments. Evidences of IPA in the variable-charge soil are shown, and its effect on sulphate leaching is determined and contrasted with the results from the low-adsorptive soil.

4.2.3. Material and methods

4.2.3.1. Soil

Two New Zealand soil types were used. One soil was Egmont loam (Typic Dystrandept), an Allophanic Soil from South Taranaki (Hurleyville, Patea) which is dominated by variable-charge components; and the other was Taupo soil (Typic Vitrandept) a low allophane-containing Pumice Soil from the Taupo region (Hurakia airstrip, Mangakino). The Egmont soil is a weathered soil of volcanic origin, containing allophane as the main clay component (Molloy, 1988). It has a well developed structure and the bulk density is usually below 900 kg m\(^{-3}\). The weakly weathered and well-drained Taupo soil has almost no structure, and a bulk density ranging from 600 to 800 kg m\(^{-3}\). Soil samples were collected in pastoral fields between the depths of 0.05 m to 0.20 m. Some basic properties of the soils are presented in Table 4.1. To illustrate the influence of soil mineralogy on the IPA process, one
additional experimental run was carried out with a Taupo soil with higher allophane content than the soil previously described.

**Table 4.1.** Selected properties of the experimental soils.

<table>
<thead>
<tr>
<th>Soil</th>
<th>pH</th>
<th>Sand</th>
<th>Silt</th>
<th>Clay</th>
<th>Allophane</th>
<th>OM</th>
<th>CEC</th>
<th>Calcium</th>
<th>Sulphate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(H2O)</td>
<td>(g kg⁻¹)</td>
<td></td>
<td></td>
<td></td>
<td>(mmol kg⁻¹)</td>
<td></td>
<td>(mmol kg⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Egmont</td>
<td>4.6</td>
<td>390</td>
<td>460</td>
<td>150</td>
<td>92</td>
<td>110</td>
<td>343</td>
<td>36.8</td>
<td>1.75</td>
</tr>
<tr>
<td>Taupo</td>
<td>6.3</td>
<td>820</td>
<td>110</td>
<td>70</td>
<td>24</td>
<td>1</td>
<td>17</td>
<td>2.4</td>
<td>0.21</td>
</tr>
<tr>
<td>Taupo (Ta)</td>
<td>5.6</td>
<td>700</td>
<td>150</td>
<td>150</td>
<td>54</td>
<td>16</td>
<td>59</td>
<td>5.4</td>
<td>1.80</td>
</tr>
</tbody>
</table>

¹ Particle size measured by the pipette method; ² Allophane determined by Al:Si ratio (Parfitt and Wilson, 1985); ³ organic matter (OM) by loss on ignition method; ⁴ CEC and calcium using NH₄OAc (1.0 M) extraction method (pH 7); ⁵ sulphate by KH₂PO₄ extraction (0.01 M).

**4.2.3.2. Miscible displacement experiments**

Breakthrough curves (BTCs) for calcium, potassium, chloride, and sulphate were measured in the leachate of four columns each soil, Egmont (identified by letter E) and Taupo (identified by letter T). The additional allophanic Taupo soil column was identified by Ta. Each experiment was divided into two phases: a pre-leaching event, which aimed to minimise indigenous ions and attain a known soil solution composition; and a main leaching event for applying the appropriate sulphate solutions. Details of the solutions used in the experiment and characteristics of the soils columns are presented in Table 4.2. For Taupo soil, and two columns of Egmont soil, two different concentrations for the leaching solution were used, in order to investigate any influence of concentration on sulphate movement. For each concentration an intact soil and a repacked soil column were used with Taupo soil. Ta was an intact sample. In the case of the Egmont soil, only repacked samples were available.

As single adsorption, and possibly IPA were expected to occur in the Egmont soil, in addition to the leaching with CaSO₄ solutions, we used two
other columns set up to determine the BTCs of sulphate and calcium when leached without (or minimizing) the influence of each other. In these columns, K$_2$SO$_4$ and CaCl$_2$ were used in the leaching solutions.

**Table 4.2.** Concentration of the leaching solutes and some physical characteristics of the Egmont (E) and Taupo (T) soil columns used in the miscible displacement experiments (columns T$a$, T$_1$ and T$_3$ were intact samples).

<table>
<thead>
<tr>
<th>Column</th>
<th>Solution concentration (mol L$^{-1}$)</th>
<th>$\rho$</th>
<th>$\theta$</th>
<th>WFPV</th>
<th>$q_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$_1$</td>
<td>0.0067 - CaCl$_2$ 0.005 - CaSO$_4$</td>
<td>754.8</td>
<td>0.643</td>
<td>819.2</td>
<td>44.11</td>
</tr>
<tr>
<td>E$_2$</td>
<td>0.0133 - CaCl$_2$ 0.01 - CaSO$_4$</td>
<td>754.5</td>
<td>0.607</td>
<td>763.2</td>
<td>29.86</td>
</tr>
<tr>
<td>E$_3$</td>
<td>0.03 - KCl 0.01 - K$_2$SO$_4$</td>
<td>769.7</td>
<td>0.627</td>
<td>789.1</td>
<td>20.48</td>
</tr>
<tr>
<td>E$_4$</td>
<td>0.0133 - CaCl$_2$ 0.01 - CaCl$_2$</td>
<td>752.4</td>
<td>0.638</td>
<td>807.9</td>
<td>34.30</td>
</tr>
<tr>
<td>T$_a$</td>
<td>0.0133 - CaCl$_2$ 0.010 - CaSO$_4$</td>
<td>892.8</td>
<td>0.550</td>
<td>700.5</td>
<td>9.25</td>
</tr>
<tr>
<td>T$_1$</td>
<td>0.0133 - CaCl$_2$ 0.010 - CaSO$_4$</td>
<td>859.6</td>
<td>0.465</td>
<td>580.9</td>
<td>41.87</td>
</tr>
<tr>
<td>T$_2$</td>
<td>0.0133 - CaCl$_2$ 0.010 - CaSO$_4$</td>
<td>884.6</td>
<td>0.468</td>
<td>580.7</td>
<td>46.64</td>
</tr>
<tr>
<td>T$_3$</td>
<td>0.0067 - CaCl$_2$ 0.005 - CaSO$_4$</td>
<td>839.8</td>
<td>0.454</td>
<td>578.6</td>
<td>33.23</td>
</tr>
<tr>
<td>T$_4$</td>
<td>0.0067 - CaCl$_2$ 0.005 - CaSO$_4$</td>
<td>683.0</td>
<td>0.409</td>
<td>511.1</td>
<td>72.91</td>
</tr>
</tbody>
</table>

$^1$ $\rho$ is the soil bulk density; $^2$ $\theta$ is the soil water content; $^3$ WFPV is the water filled pore volume; $^4$ $q_w$ is the water flux density in the leaching stage.

All leaching experiments were conducted under unsaturated conditions, at a pressure potential of -0.10 kPa, except for the allophanic Taupo soil (T$_a$), which was at -0.05 kPa. The columns were 0.15 m high and had diameter of 0.10 m. The experiments were carried out following a procedure similar to that described by Magesan et al. (2003b). The solution was applied using a disk permeameter placed in the top of the soil column (Figure 4.1). The leachate solution was collected in small aliquots varying from 50 mL to
100 mL, the collecting containers were in a pressure controlled chamber. The pre-leaching solution (Table 4.2) was applied until at least 5 pore volumes (PV) of leachate was collected; after this the input solution was immediately replaced by the main leaching solution, and applied until another 5 PV of leachate was collected.

**Figure 4.1.** Schematic of the leaching apparatus used in the miscible displacement experiments.

### 4.2.3.3. Soil and leachate analyses

The leachate aliquots were analysed for pH and the concentrations of sulphate, chloride, calcium, potassium and magnesium. Similar analyses were carried for the soils before and after leaching. Sulphate was extracted using KH₂PO₄ (0.01 M), and NH₄OAc (1.0 M) was used to extract cations. Soil pH was measured in water. Calcium, potassium, and magnesium were determined using atomic absorption spectroscopy, sulphate was measured by
the methylene blue method (Johnson and Nishita, 1952), and chloride by the mercury thiocyanate-iron method (Florence and Farrar, 1971).

To assess the performance of the analyses, since we used only one replication, the ion mass balance ($\beta$, %) was evaluated. $\beta$ was defined as the ratio between the sum of the final ion amount in the soil ($Q_f$) plus the amount collected in the leachate ($Q_L$), and the sum of the initial amount of ion in the soil ($Q_i$) plus the amount added via leaching solution ($Q_A$):

$$\beta = 100 \frac{Q_f + Q_L}{Q_i + Q_A}$$

[4.1]

4.2.4. Results and discussion

The mass balance for chloride, calcium, and sulphate for each leaching column is presented in Table 4.3. The recovery for all solutes was close to 100%, indicating good performance of the experimental procedure.

The BTCs for sulphate highlight the differences between the soils with respect to cation-induced sulphate leaching (Figure 4.2). The BTCs for Taupo soil indicate negligible sulphate sorption for this soil, even though it was applied simultaneously with calcium. There was no effect of the concentration of CaSO$_4$ leaching solution on the shape of BTC. However the spread of the solution, or its dispersivity, was slightly greater for intact soil columns than for repacked ones. For the columns with Egmont soil where sulphate was applied with calcium (e.g. E2), the BTCs were noticeably delayed, indicating that sulphate adsorption has occurred (Figure 4.2b). On the other hand, when using potassium as the accompanying cation (E3), sulphate was only slightly retarded (adsorbed) in the Egmont soil, and the BTC was almost identical to those obtained with the non-allophanic Taupo soil. Sulphate retention was also high in the allophanic Taupo soil (column T$_a$), being even larger than in the Egmont soil (Figure 4.2a). Differences in soil pH might also have influenced these variations in sulphate adsorption. It is known that adsorption
capacity of variable charge components such as allophane is dependent on soil pH. However retention of sulphate in column E3, leached with K₂SO₄, presents only slightly higher retention compared with the Taupo columns, despite the differences in pH which would favour greater sulphate adsorption in Egmont soil. Therefore, the presence of calcium was the main contributing factor for the increase in sulphate retention.

**Table 4.3.** Mass balance (%) for chloride (Cl⁻), Calcium (Ca²⁺) and sulphate (SO₄²⁻) for all soil columns of the miscible displacement experiments on Egmont (E) and Taupo (T) soils.

<table>
<thead>
<tr>
<th></th>
<th>E₁</th>
<th>E₂</th>
<th>E₃</th>
<th>E₄</th>
<th>Tₙ</th>
<th>T₁</th>
<th>T₂</th>
<th>T₃</th>
<th>T₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl⁻</td>
<td>101.6</td>
<td>103.4</td>
<td>106.7</td>
<td>n.a.</td>
<td>102.6</td>
<td>102.1</td>
<td>104.5</td>
<td>95.7</td>
<td>104.8</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>94.3</td>
<td>92.4</td>
<td>107.9</td>
<td>98.5</td>
<td>92.8</td>
<td>100.8</td>
<td>100.5</td>
<td>102.4</td>
<td>98.5</td>
</tr>
<tr>
<td>SO₄²⁻</td>
<td>97.6</td>
<td>102.4</td>
<td>93.5</td>
<td>102.4</td>
<td>95.4</td>
<td>91.7</td>
<td>92.9</td>
<td>94.0</td>
<td>90.6</td>
</tr>
</tbody>
</table>

**Figure 4.2.** Measured sulphate breakthrough curves (BTCs) for some columns with Taupo soil (a) and Egmont soil (b). Columns T₁, T₂, Tₙ, and E₂ were leached with 0.01 M CaSO₄, and E₃ with 0.01 M K₂SO₄. PV is the equivalent pore volumes of the columns.
Similarly, calcium behaviour differed between the two contrasting soils. No significant calcium adsorption occurred in the non-allophanic Taupo soil, and its BTCs followed a predictable pattern, with the concentration dropping from the pre-leaching value to the final leaching level (Figure 4.3a). Again column Ta (allophanic Taupo soil) exhibited a different BTC, closer to those of Egmont soil. For the Egmont soil, only column E4, which was leached without sulphate, exhibited a calcium BTC with similar shape to those of Taupo soil, although presenting a delay caused by the higher calcium adsorption in this soil (Figure 4.3b). Those columns leached with CaSO₄ solution (e.g. E2) showed an additional calcium adsorption which caused a significant drop in the concentration of the leachate solution. This drop coincided with the decrease of chloride, and subsequent rise of sulphate concentrations. Measurements of magnesium and potassium confirmed that, at this stage, calcium was the only major cation present. Although column E3 was pre-leached with more than six PV of potassium solution, a small concentration of calcium could still be measured in the output solution when the leaching (with sulphate) started. This concentration also dropped to almost zero before sulphate could reach the end of the column, indicating again interaction between calcium and sulphate.

![Figure 4.3. Measured calcium breakthrough curves (BTCs) for some columns with Taupo soil (a) and Egmont soil (b). Columns T1, T2, Ta, and E2 were leached with 0.01 M CaSO₄, and E3 with 0.01 M K₂SO₄, and E4 with 0.01 M CaCl₂. PV is the equivalent pore volumes of the columns.](image)
These results suggest that there are cooperative interactions between sulphate and calcium in the Egmont soil that enhance their adsorption. Some authors (Bolan et al., 1993; Cajuste et al., 1998), suggested that specific adsorption of calcium could lead to an increase in positive charge, and therefore promote additional amount of anions, such as sulphate and chloride, to be adsorbed. However the chloride BTC obtained from the column leached without calcium (E3), was nearly identical to that with calcium (E2) (Figure 4.4). This indicates that there was no response by chloride to this possible charge enhancement, as would be expected in this case. Furthermore, the shapes of the calcium BTCs (Figure 4.3) show that the adsorption of calcium was also noticeably influenced by the presence of sulphate.

![Figure 4.4. Measure chloride breakthrough curves (BTCs) for some columns of Egmont soil. Column E2 was leached with 0.013 CaCl2, followed by 0.01 M CaSO4, and E3 with 0.03M KCl followed by 0.01 M K2SO4. PV is the equivalent pore volumes of the columns.](image)

In a similar way, sulphate-specific adsorption can be ruled out as the sole explanation for the observed increase in the adsorption of calcium. Specific adsorption of anions has been reported to occur in variable-charge soils, especially with phosphate (Ryden and Syers, 1976; Bolan et al., 1988; Agbenin, 1996; Bolan et al., 1999b; Mora et al., 2005), but also occur with sulphate (Alva et al., 1990; Curtin and Syers, 1990). However for column E3,
where the leaching solution was K₂SO₄, the adsorption of sulphate was very small (Figure 4.2a), and similar to those from Taupo soil (Figure 4.2b).

Some specific adsorption of sulphate might also have occurred, however. The amount of adsorbed sulphate in column E₃, although very small, was enough to alter the pH of the soil solution (Figure 4.5). A pH increase, probably caused by the release of OH⁻ due to ligand-exchange sulphate adsorption, was observed when the chloride concentration was dropping and sulphate was being adsorbed. This would have caused an increase in negative charges, and subsequent adsorption of potassium, and its BTC showed a drop at the same time (Figure 4.6). Columns E₁ (not shown) and E₂ also exhibited a peak in the pH measurements (Figure 4.5), which coincided with the drop in the calcium concentration in the leachate (Figure 4.3). Column E₄ did not exhibit any significant alteration in the pH. This increase in negative charge does not seem to have been enough to explain the shape of the calcium BTCs, although it probably accentuated their shape.

![Figure 4.5](image)

**Figure 4.5.** Measured pH of the leachate from three columns with Egmont soil. Column E₂ was leached with 0.01 M CaSO₄, and E₃ with 0.01 M K₂SO₄, and E₄ with 0.01 M CaCl₂. PV is the equivalent pore volumes of the columns.
The mutual adsorption of sulphate and calcium is clearly not negligible, and needs to be considered when modelling sulphur movement in allophanic soils. Assuming a linear Freundlich adsorption isotherm, the BTCs of sulphate reveal a distribution coefficient, $k_d$, of 0.35 L kg$^{-1}$ for column E3 and about 1.20 L kg$^{-1}$ for columns E1 and E2. The leaching of sulphate could thus be largely over, or underestimated, if co-adsorption, or IPA, with the accompanying cation is not considered. Similarly, the leaching of calcium would also be poorly predicted.

The likelihood of IPA is also strongly supported by comparing the amounts of additional adsorption of calcium and sulphate in the columns. The difference between the final sulphate concentration of columns E2 and E3 represented an additional retention of 8.96 mmol kg$^{-1}$ in column E2, which had calcium as the accompanying cation (the same sulphate concentration applied to both columns). This value is approximately the same as the difference of calcium concentrations between columns E2 and E4, namely 8.44 mmol kg$^{-1}$. Additional adsorption of equivalent amounts of an anion and a cation is one basic tenet of IPA theory (Marcano-Martinez and McBride, 1989; Qafoku and Sumner, 2002).

---

**Figure 4.6.** Measured potassium breakthrough curve (BTC) of Egmont soil, column E3 leached with 0.01 M K$_2$SO$_4$. PV is the equivalent pore volumes of the column.
The fact that the pH of leachate presented almost no differences before and after simultaneously applying calcium and sulphate, and the equivalent amounts of additional retention of both ions provide strong evidence for IPA in the Egmont soil. The presence of allophane gives this soil its variable-charge characteristic, and this has been commonly related to IPA (Qafoku and Sumner, 2002; Mora et al., 2005). In Taupo soil, almost without allophane, no additional adsorption was observed, whereas column $T_a$, containing this soil with significant allophane content exhibited quite similar behaviour to the Egmont soil columns.

Studies of ionic interactions which result in IPA are still incipient and the mechanisms involved have yet to be clarified. Soil mineralogy, pH and soil ionic composition are the main factors with influence on sulphate adsorption and movement in allophanic and other variable charge soils. The role of these factors on IPA needs to be addressed. The influence of IPA on ion movement especially in variable charge soils can be large enough not to be ignored, and certainly still demands further studies.

4.2.5. Conclusions

Results from several miscible displacement experiments with two New Zealand soils, Egmont and Taupo, have revealed differences in the adsorption processes. In the case of the low allophane-containing Taupo soil, the adsorption process and the movement of sulphate were not affected by the solution composition. For this soil, the use of intact or repacked columns only changed slightly the dispersive spread of the solute.

In the Egmont soil, with higher allophane content, evidence of ion-pair adsorption (IPA) was found. Both sulphate and calcium adsorption increased significantly when applied simultaneously. Also the molar mass of the extra adsorption due to IPA was similar for both ions. For the Taupo soil, only the column with a significant allophane content showed similar behaviour.
Therefore allophane seems to be a crucial component determining the ion retention capacity of these New Zealand soils. Our results also show that the IPA is likely to occur in allophane-containing soils. The extent of IPA can be large and should not be ignored when describing sulphur or calcium movement in such soils.
5. An adsorption model with IPA – Description and parameterisation

5.1. Introduction

An adsorption model can be defined as a representation of the relevant processes that define the thermodynamic status of a given solute (or solutes) in a soil-solution system. This broad meaning is restricted here as a set of mathematical expressions that can be used for describing the adsorption status of the soil-solution system. That is, the relative amounts of solute dissolved in the solution and that adsorbed onto the soil particles. The description of the equation set used in the adsorption model, and the different procedures used for estimating their parameters are the main subjects of this chapter. A general framework for presenting adsorption data and the description of the relationships between its components is briefly introduced and discussed. Then three mathematical approaches are proposed for describing IPA. These approaches, as well as different ways for their parameterisation, are described.

The term parameterisation is used here to denote the process for estimating values for the parameters of a model. The estimation procedure may or may not provide information on the variability, or degree of uncertainty, of the resolved values. Three different parameterisation procedures, covering a broad range of methodologies for exploring data sets, are employed. These procedures are hereafter referred to as the data analysis, least squares, and inverse modelling methods. Their characteristics are discussed and the resulting parameter sets are compared.
An adsorption data set, obtained in batch experiments using sulphate and calcium solutions in a wide range of concentrations, is presented. This data set is used for estimating the parameters of the adsorption model with IPA by employing the three parameterisation procedures. With the data analyses procedure it was possible to make comparisons of IPA-related relationships using data from different soils presented in published articles and our data from the batch experiments presented in this chapter. The use of these three parameterisation procedures also allowed to compare techniques and to find the best set of parameters and the confidence measures of them.

5.2. Describing solute equilibrium in the soil

Basically the soil-solution system can be considered as a volume of water solution ($V_w - L$), a mass of soil solids ($m_{soil} - kg$) with a certain adsorption capacity, and a quantity of solute or ions ($Q_{Sol} - mol$). A more common characterisation uses the relative ratios, water content ($\theta - m^3 m^{-3}$), soil bulk density ($\rho - kg m^{-3}$), and total solute concentration ($Q - mol m^{-3}$). The solute equilibrium in this system is represented by the exchanges between the adsorbed ($S - mol kg^{-1}$) and dissolved ($C - mol m^{-3}$) phases:

$$S \leftrightarrow \frac{k_{desorption}}{k_{adsorption}} C$$

[5.1]

A simple adsorption model which describes the partition of $Q$ between these two fractions is commonly expressed by:

$$Q = \theta C + \rho S$$

[5.2]

To be able to compare data obtained under various conditions or with different water-to-soil ratios, as well as to have the three components ($Q$, $C$, and $S$) at the same order of magnitude, the total solute concentration on a soil mass basis ($Q_s - mmol kg^{-1}$) can be defined as:

$$Q_s = \theta C + S$$

[5.3]
Now the same units are used for both $Q_s$ and $S$, and $C$ is given in mmol L$^{-1}$ (= mol m$^{-3}$), and the specific water volume, or water-to-soil ratio, $\theta$ (L kg$^{-1}$) is defined as:

$$\theta = \frac{\theta}{\rho} = \frac{V_w}{m_{soil}}$$

with $\rho$ expressed in kg L$^{-1}$.

Note that Equation [5.3] is equal to Equation [5.2] divided by $\rho$. This form has some advantages for the mathematics, which will become evident later in this chapter. It can be seen that the use of $\theta$ in Equation [5.3] facilitates its use with data from batch experiments, where commonly $V_w$ and $m_{soil}$ are given, as well as from miscible displacement experiments, or field experiments, where $\theta$ and $\rho$ are known.

Adsorption data sets, such as those obtained in batch experiments, are commonly represented graphically as a relationship between $S$ and $C$ (Figure 5.1). However, the quantities actually measured are $Q$ and $C$; with the values of $S$ subsequently obtained from Equation [5.3]. For simplicity, it is assumed here that the adsorption data are obtained at equilibrium. Therefore each pair $(C, S)$ is referred to as equilibrium data points. Furthermore, the relationship between $S$ and $C$ is expressed mathematically by an adsorption isotherm, such as the Freundlich equation:

$$S = k_f C^N$$

Using this equation in the adsorption model implies that $C$ is the independent variable and $S$ the dependent variable. The underlying objective of the adsorption model, however, is delivering the values of $C$ and $S$, for a given $Q_s$.

These relationships for a soil-solution system (Equation [5.3] and Equation [5.5]) can be seen in the adsorption graph (Figure 5.1). The diagonals, representing Equation [5.3] at different values of $Q_s$, seem to be
generally ignored. These diagonals represent constraints on the values of the equilibrium data points. Consider, for example, the point ① in Figure 5.1. If, for any reason, such as changes in temperature, pH, etc. (apart from changes in the amount of the solute), the adsorption conditions change then exchange between C and S will occur in order to reach a new equilibrium. In this process the equilibrium point will move to another place (point ②), to a different isotherm for example, but it will be along the same diagonal. The point would only move off the diagonal if the amount of solute is changed.

![Figure 5.1](image.png)

**Figure 5.1.** Adsorption graph showing the diagonals corresponding to constant solute amounts and two different equilibrium conditions, represented by Freundlich isotherms ($k_F = 12 \text{ L kg}^{-1}$, $N = 0.5$ for continuous line and $k_F = 22 \text{ L kg}^{-1}$, $N = 0.5$ for dashed line). The data point moves from ① to ② due to changes in the equilibrium conditions following the path constrained by Equation [5.3] ($Q_s = 40 \text{ mmol kg}^{-1}$). All diagonals assume $\theta = 10 \text{ L kg}^{-1}$ (from a batch experiment for example).

Consider now that the addition of another solute causes the equilibrium conditions to change due to induced IPA. This results in an increase in S. The first assumption for the adsorption model with IPA presented here, is that the value of S can be divided into two fractions:
\[ S = S_s + S_{ip} \]  

where \( S_s \) (mmol kg\(^{-1}\)) is the single solute adsorption described by a classical equation, such as the Freundlich isotherm (Equation [5.5]), and \( S_{ip} \) (mmol kg\(^{-1}\)) is the additional retention due to IPA. This partitioning of \( S \) can be seen in Figure 5.2. Changing the equilibrium point from \( \odot \) to \( \Box \) due to IPA results in a decrease in \( C \), and as a consequence of \( S_s \) (point \( \odot \)). This shows that the value of \( S_{ip} \) cannot be quantified by analysing the values of \( C \) and \( S \) in these two points without previously knowing the single species adsorption isotherm. This is a major problem for analysing the extent of IPA, since single-ion isotherms are, in general, difficult to obtain. To account for the values of \( S_s \) and \( S_{ip} \) mathematical models need to be employed. This demands, due to the high number of parameters, an extensive data set for parameterisation.

**Figure 5.2.** Adsorption graph showing the partition of \( S \) into \( S_s \) and \( S_{ip} \). Point \( \odot \) represents the initial condition, without IPA, and \( \Box \) is the final equilibrium with IPA, after the addition of a counter ion. This results in a move from \( \odot \) to \( \Box \) following the diagonal described by Equation [5.3] \( (Q_s = 40 \text{ mmol kg}^{-1}, \theta = 10 \text{ L kg}^{-1}) \). Point \( \odot \) represents the \( S_s \) value under IPA equilibrium. The Freundlich isotherm describes \( S_s \) \( (k_F = 12 \text{ L kg}^{-1}, N = 0.5) \).
The Freundlich equation has also been used for describing adsorption data sets obtained in the presence of IPA (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Mora et al., 2005). In these studies IPA and single adsorption were not separated. Therefore, the isotherms can only be used for soil-solution systems with the same ionic combination. The shape of the isotherms in these representations can become quite unusual depending on the combination and concentrations of the solutes. For example, Marcano-Martinez and McBride (1989) found values above unity for $N$ when fitting a Freundlich equation to adsorption data points obtained with equivalent amounts of sulphate and calcium. From these equations, unfortunately, one cannot directly obtain values for $S_{IP}$.

For the purpose of this thesis, focusing on sulphate and calcium adsorption and their interactions, an adsorption model is based on Equation [5.3] combined with Equation [5.6], and $S_{IP}$ is set to be identical for both ions:

$$Q_{s,i} = bC_i + S_{s,i} + S_{IP}$$  \[5.7\]

where the index $i$ represents the solute species and is going to be used hereafter for generalizing the equations.

Because $S_{IP}$ is equivalent and dependent on both solutes, the adsorption model has to consider them simultaneously. The general equilibrium thus can be represented by:

$$\begin{align*}
S_{s,1} & \xleftarrow{k_{s,1}} C_1 \xrightarrow{k_{s,1}} S_{IP} \\
S_{s,2} & \xleftarrow{k_{s,2}} C_2
\end{align*}$$  \[5.8\]

A generic equilibrium factor is introduced to relate $S_{IP}$ with the other concentrations. For describing this relation, three different approaches are proposed. One relates $S_{IP}$ to $S_s$ and in the other two $S_{IP}$ is related to $C$. The term IPA equilibrium factor, or simply IPA factor, is used in a general way, independently of the approach considered. As for single adsorption, it is
assumed here that the IPA equilibrium factor is independent of the direction of the reaction (sorption or desorption) and of the solute concentration.

For the description of the different IPA approaches the notation “2/i” is introduced as an index for identifying the counter solute. This notation is useful to indicate the counter ion, since i can be either one or two; and helps to simplify the mathematical representation.

5.2.1. Approach 1: Particle governed approach (PGA):

Single species adsorption is considered to be driven by interactions of the solute with the surface of the soil particles. For simplicity it can, therefore, be seen as particle-surface governed adsorption. To describe \( S_{IP} \) in a similar way, it is assumed that the additional adsorption is also driven by surface interactions. Consequently, it is assumed that the bigger \( S_s \) is the bigger \( S_{IP} \) can be. As \( S_{IP} \) is assumed to be zero if \( S_s \) of any of the two interacting solutes is zero. This condition is met if:

\[
S_{IP} \propto S_{s,i} S_{s,2/i}
\]  

[5.9]

Using a simple equilibrium factor, \( k_s \) (kg mmol\(^{-1}\)), the equation for this approach becomes:

\[
S_{IP} = k_s S_{s,i} S_{s,2/i}
\]  

[5.10]

This approach renders a linear relationship between \( S_1 \) and \( S_2 \) when \( Q_{S,1} \) is kept constant, as has been shown in some studies (Bolan et al., 1993).

5.2.2. Approach 2: “Linear” solution governed approach (SGA1):

In this approach \( S_{IP} \) is related solely to the concentration of the solutes dissolved in the soil solution. This second approach, as well as the third, is a simplified mathematical version inspired by the model presented by Qafoku
and Sumner (2002), and using the ion-pair equilibrium of dissolved salts. The equation for the description of IPA becomes:

\[ S_{ip} = \varrho k_c c_{i_1} c_{i_2} \]  

[5.11]

where \( \varrho \), the specific water volume, is used to ensure dimensional homogeneity, and \( k_c \) (L mmol\(^{-1}\)) is the equilibrium factor.

In their article, Qafoku and Sumner (2002) point out that IPA is normally observed in highly leached soils which are composed of particles with opposite net charge (for example, kaolinite (-) and iron or aluminium oxides (+)). According to their approach, the double layer of these two particles can expand to the extent that they overlap each other. This would contribute for mutual neutralisation, but also for creating areas where ions could be trapped without the need for surface-charge balancing. That could also allow salt adsorption or IPA to occur (Figure 5.3). This overlap, and therefore the amount of IPA, may be a function of the ionic strength of the soil solution (Qafoku and Sumner, 2002).

\[
\begin{align*}
\text{Ca}^{+2} & \quad \text{SO}_4^{2-} \\
\text{K}^+ & \quad \text{Cl}^- \\
\text{SO}_4^{2-} & \quad \text{Ca}^{+2} \\
\text{K}^+ & \quad \text{Cl}^- \\
\text{Ca}^{+2} & \quad \text{K}^+ \\
\text{K}^+ & \quad \text{Cl}^- \\
\text{Ca}^{+2} & \quad \text{K}^+ \\
\text{K}^+ & \quad \text{Cl}^- \\
\text{Ca}^{+2} & \quad \text{K}^+ \\
\text{K}^+ & \quad \text{Cl}^- \\
\text{Kaolinite} & \\
\text{Iron or Aluminium Oxides} & \\
\text{Double layer} & \\
\end{align*}
\]

**Figure 5.3.** Schematic of the IPA model from Qafoku and Sumner (2002). The overlap of the double layer of two soil particles with opposite charge can trap ions as ion-pairs.
When a salt is dissolved in water its molecules usually dissociate into individual ions. However, this dissociation is not complete, even below the concentration where precipitation would occur, and ion-pairs are formed (Oldham and Myland, 1994). The equilibrium between the ion-pairs and the dissociated ions of salt solutions is described by an equilibrium constant, $k_b$ (L mmol$^{-1}$):

$$k_b = \frac{C_{\text{ion}} \cdot C_{\text{cation}}}{C_{\text{Salt}}}$$

where $C$ (mmol L$^{-1}$) is the concentration of the subscripted species in the solution.

Note the similarity of this description with Equation [S.11]. It seems reasonable to imagine that the bigger the likelihood of having ion-pairs in the soil solution, the more likely it is that these pairs would be retained in the soil, trapped in the overlaps of the soil particles double layers. Multivalent ions have smaller $k_b$ than monovalent ions, and therefore more ion-pairs (Oldham and Myland, 1994). They are also more likely to exhibit IPA in soils (Ajwa and Tabatabai, 1995a). This was not considered by Qafoku and Sumner (2002), and it is not known of any attempt to make such a link. Further studies should be carried to test this idea.

### 5.2.3. Approach 3: “Radical” solution governed approach (SGA2):

This approach is similar to the second one, with the concentrations of the solutes dissolved in the soil solution used for estimating $S_{IP}$. But now the square root of their product is used, and $k_r$ (L kg$^{-1}$) is the IPA equilibrium factor:

$$S_{IP} = k_r \sqrt{C_i C_{2/i}}$$

This approach has been derived from the analyses of the literature data when estimates of $S_{IP}$ were plotted against $C_i C_{2/i}$. The data presented by
Marcano-Martinez and McBride (1989) had this relationship with a non-linear shape. A generalisation using an exponential equation merging SGA1 and SGA2 could be envisaged. However the square-root seemed to be appropriate for that particular data set as well as for the adsorption data of this thesis. These relations are presented below in the data analysis procedure for estimating the IPA factor. As this third approach was only considered after a paper with the results of the adsorption model fitting had been accepted for publication (presented in Chapter 6), and to avoid the introduction of another parameter, the exponent is set constant to 0.5 and Equation [5.13] is considered an alternative approach.

5.3. Adsorption data set

5.3.1. Methods

Experiments using the batch method were carried out for obtaining a data set describing the adsorption of calcium and sulphate at various concentrations in a New Zealand Allophanic Soil. This soil, Egmont loam soil (a Typic Dystrandept), showed significant evidence of IPA in miscible displacement experiments (as discussed in Chapter 4). Soil samples were collected from between 0.05 and 0.20 m depth, air dried, sieved (2 mm), and stored in plastic bags. Some chemical characteristics of the original soil are shown in Table 5.1.

This soil contained significant amounts of indigenous sulphate and especially calcium (Table 5.1). Thus it would not have been possible to obtain equilibrium solutions at low concentrations from the batch experiments, consequently making it impossible to find values close to \( S_s \). To diminish the influence of the indigenous ions, around 1 kg of soil was packed into a PVC column and leached with different solutions using the same apparatus as in the miscible displacement experiments shown in Chapter 4. This soil column was leached with 4 PV of MgCl\(_2\) solution (10 mmol L\(^{-1}\)), followed by 4 PV of
KCl (10 mmol L\(^{-1}\)), and finally around 3 PV of distilled water. The final ion concentrations in the soil are also shown in Table 5.1. After leaching, the soil was taken out of the column, air dried, and sieved again. This soil was used for most of the batch-experiment equilibrations, only the two basic series, as described below, were performed using the original soil along with the leached one.

**Table 5.1.** Selected chemical characteristics of Egmont soil, original soil and after leaching with magnesium and potassium solutions:

<table>
<thead>
<tr>
<th></th>
<th>Original soil</th>
<th>Leached soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH (H(_2)O)</td>
<td>4.6</td>
<td>4.7</td>
</tr>
<tr>
<td>Calcium (^{1}) (mmol kg(^{-1}))</td>
<td>44.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Magnesium (mmol kg(^{-1}))</td>
<td>8.3</td>
<td>23.6</td>
</tr>
<tr>
<td>Potassium (mmol kg(^{-1}))</td>
<td>4.7</td>
<td>32.3</td>
</tr>
<tr>
<td>Sodium (mmol kg(^{-1}))</td>
<td>7.3</td>
<td>0.9</td>
</tr>
<tr>
<td>CEC (mmol kg(^{-1}))</td>
<td>343</td>
<td>363</td>
</tr>
<tr>
<td>Sulphate(^{2}) (mmol kg(^{-1}))</td>
<td>1.75</td>
<td>0.81</td>
</tr>
</tbody>
</table>

\(^{1}\)Cations and CEC were determined using NH\(_4\)OAc extraction method (pH 7);
\(^{2}\)KH\(_2\)PO\(_4\) extractable.

The batch experiments can basically be divided into five series of adsorption equilibrations. The sulphate adsorption isotherms were determined at two different levels of calcium (0 and 4 mmol L\(^{-1}\)), and the calcium isotherms with two different levels of sulphate (0 and 4 mmol L\(^{-1}\)). Also the isotherms of both solutes were determined simultaneously at equimolar concentrations.

Nine solution concentrations between 0 and 15 mmol L\(^{-1}\) were used in these series. Additional combinations were also used to widen the coverage of possible combinations. A schematic of the (nominal) combinations between solutions with sulphate and calcium used in the equilibrations is shown in
Figure 5.4. A few combinations, due to errors in the preparation of the solutions, did not realise the nominal concentrations, in particular those with equimolar solution, where the actual concentration was around 85% of the nominal value. The results of these equilibrations were still used with the appropriate corrections. All equilibrations were done with duplicate samples. Sulphate solutions were prepared with K$_2$SO$_4$ and calcium solutions with CaCl$_2$. The equimolar solutions were prepared using CaSO$_4$, and KCl was used to maintain constant the ionic strength.

![Figure 5.4. Schematic of the combinations of solutions of sulphate and calcium used in the batch experiments. Cells marked with x represent the basic series of isotherms, and o denotes the additional combinations. Two or more symbols in a cell indicate multiple replicates and the symbols in bold specify combinations that did not exactly match the nominal value for at least one of the solutes.](image)

The equilibrations were performed in centrifuge tubes where four grams of air-dried soil was mixed with 25 mL of solution. The soil was dried
only for some ours to facilitate handling, but avoiding over-drying what might have resulted in changing the allophane properties (Shoji et al., 1993). A drop of chloroform was used to inhibit microbial activity. After shaking for 24 hours in an end-over-end shaker at room temperature, the samples were centrifuged for 5 min at 8000 rpm, and filtered (Whatman 42) to separate the solution from the soil. The solution was then stored in a cold room prior to further analysis. Sulphate was determined by the methylene blue method (Johnson and Nishita, 1952), and calcium using atomic absorbance spectroscopy. The adsorbed amount was computed as the difference between the amount in the equilibrium solution before and after equilibration.

5.3.2. Results

The results showed that the adsorption of both calcium and sulphate was influenced by the presence of the respective counter ion. The adsorption of sulphate almost doubled when calcium was present at large concentrations. Calcium showed higher overall adsorption as compared to sulphate. The addition of sulphate in the solution also caused a marked increase in the sorption of calcium. The data set is summarised in Figure 5.5, and the individual series are shown in more detail later in this chapter. The diagonals with equi-amounts of solute are clearly visible in Figure 5.5. Using a simple linear relation along these diagonals the adsorption values at zero content of the counter ions were inferred. These estimates, also shown in Figure 5.5, are very similar to the data obtained at minimum concentration of the counter ion. This was somehow not expected, especially for sulphate, since the amount of calcium in the soil, even after leaching, was still considerable (Table 5.1). This might also indicate that 7.1 mmol kg$^{-1}$ of calcium have little influence on sulphate adsorption. On the other hand, the data set showed significant variability and the statistical uncertainties for these estimates were found to be quite high (up to 13%).
Figure 5.5. Measured adsorption data for sulphate (a) at different levels of calcium ($Q_2$, mmol kg$^{-1}$), and for calcium (b) at different levels of sulphate ($Q_1$, mmol kg$^{-1}$). The series labelled as zero level represents estimates of the adsorption values at the absence of the counter-ion. The procedure to estimate them is explained in the text.

The influence of the indigenous counter ion on the results of the experiment can be seen by comparing the adsorption isotherms obtained in the original soil with those of the leached soil (Figure 5.6). For sulphate the adsorption was greater in the original soil as compared to the leached one,
while no visible differences could be observed for calcium. The influence on the sulphate adsorption was expected because of the significantly higher amount of indigenous calcium (Table 5.1). This supports the decision to use the leached soil for most of the equilibrations.

Figure 5.6. Measured adsorption data for sulphate (a) and calcium (b) determined with solutions of K$_2$SO$_4$ or CaCl$_2$ respectively, using either the original or the leached soil.

No significant changes in pH were found at the various solution concentrations for most of the equilibrations (Figure 5.7). Only those series of equilibrations using K$_2$SO$_4$ solutions exhibited a slight increase in pH at higher concentrations (with both the original and the leached soil). This might indicate some specific adsorption for sulphate. The presence of calcium somehow inhibits this pH increase, since equilibration with CaSO$_4$ or with a K$_2$SO$_4$ plus CaCl$_2$ did not exhibit any significant pH alterations.
5.4. Parameterisation of the adsorption model

5.4.1. Procedure 1 – Data Analysis

This procedure is referred to as “data analysis” because the parameters of the adsorption model are estimated by exploratory analysis of experimental data sets. Data sets from two published articles (Marcano-Martinez and McBride, 1989; Bolan et al., 1993) are initially used and later the adsorption data set presented above is also explored. Because there are insufficient data in the published articles, no actual model fitting is performed in this analysis, and therefore the parameter uncertainties are not considered. Estimates of the values for the IPA factor are pursued in this analysis in order to compare the different soils in relation to IPA. Also the different approaches could be compared in different soils.

This procedure was primarily used to identify the possible approaches for describing IPA. Therefore the following discussion also supports the presentation of the three approaches. The relationships established in this procedure, and the parameter values found, are also used for comparisons.
between the adsorption data of this thesis and those with different soils from the literature.

5.4.1.1. Summary of the published data sets

Bolan et al. (1993) presented results from batch experiments with four different soils, two variable-charge soils from the pacific islands (Seqaqa and Fagaga) and two constant-charge soils from England (Davistow and Healaugh). Sets of adsorption equilibrium data for sulphate were obtained with and without a background concentration of calcium (15 mmol L\(^{-1}\)). \(\text{K}_2\text{SO}_4\), \(\text{CaSO}_4\), and \(\text{CaCl}_2\) solutions at concentrations between 0 - 15 mmol L\(^{-1}\) were used. Freundlich isotherms were fitted to the adsorption data (Figure 5.8a). Additionally, linear relationships were presented to describe the increase in sulphate adsorption at increasing calcium concentration (Figure 5.8b).

![Figure 5.8. (a) Adsorption isotherms for sulphate with (black symbols) and without (white symbols) calcium in two tropical soils. In (b) the enhanced sulphate adsorption (\(S_1\)) at increasing amounts of calcium (\(S_2\)) in four soils presented by Bolan et al. (1993).](image)

The data presented by Marcano-Martinez and McBride (1989) that are of interest here, comprise the Freundlich isotherms for sulphate and calcium in two tropical variable-charge soils from Brazil. The soils are both oxisols from the A horizon, and are described as dark-red (DRA) and red-yellow (RYA). The isotherms were determined for both ions alone, using \(\text{K}_2\text{SO}_4\) or \(\text{CaCl}_2\)
respectively, and combined, using CaSO₄. Similar to the previous study, the 
Freundlich isotherm was fitted to the data sets with and without the counter 
ion without separating $S_s$ and $S_{IP}$ (Figure 5.9).

![Graph showing Freundlich adsorption isotherms for sulphate (a) and calcium (b) for two tropical soils. Data were obtained with the counter ion (continuous line) or without (dashed line) (adapted from Marcano-Martinez and McBride (1989)).](image)

**Figure 5.9.** Freundlich adsorption isotherms for sulphate (a) and calcium (b) for two tropical soils. Data were obtained with the counter ion (continuous line) or without (dashed line) (adapted from Marcano-Martinez and McBride (1989)).

### 5.4.1.2. Estimating the IPA factor - Literature data

To estimate values of $k_s$ in Equation [5.10], using the linear relationship 
presented by Bolan et al. (1993) shown in Figure 5.8b, consider the general 
form:

$$S_1 = S_{s0,1} + bS_2$$  \hspace{1cm} [5.14]

where $S_{s0,1}$ (mmol kg⁻¹) is the amount adsorbed of solute 1 (sulphate) without 
calcium, and $b$ is the fitting slope.

For finding $k_s$ values using these data, Equation [5.14] can be re-written 
as:

$$S_{s1} + S_{IP} = S_{s0,1} + b(S_{s2} + S_{IP})$$  \hspace{1cm} [5.15]

And rearranging:

$$S_{IP} = \frac{1}{(1-b)}(S_{s0,1} - S_{s1} + bS_{s2})$$  \hspace{1cm} [5.16]

And equating with Equation [5.10]:
Finally, isolating $k_s$:

$$k_s = \frac{1}{S_s(1-b)} \left( \frac{S_{soj}}{S_{s,2}} \right)$$  \[[5.18]\]

This expression enables the estimation of the value of $k_s$ using the parameters provided by Bolan et al. (1993). To evaluate the value of $S_{s,1}$, the isotherm determined without calcium can be used. The $k_s$ values for the four soils used by Bolan et al. (1993) are presented in Table 1. The first two soils exhibited the higher response for sulphate adsorption when calcium was added, that is higher $S_{IP}$, and this can be seen in their respective values for $b$ and $k_s$. This procedure cannot be used to estimate $k_s$ values from the Marcano-Martinez and McBride (1989) data, since the relationship expressed by Equation [5.14] is not available.

**Table 1.** Parameter $k_s$ estimated using Equation [5.18] and its parameters as given by Bolan et al. (1993):

<table>
<thead>
<tr>
<th>Soil</th>
<th>$S_{soj}$ (mmol kg$^{-1}$)</th>
<th>$b$</th>
<th>$k_s$ (kg mmol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seqqa</td>
<td>36.5</td>
<td>0.42</td>
<td>0.0190</td>
</tr>
<tr>
<td>Fagaga</td>
<td>18.6</td>
<td>0.44</td>
<td>0.0311</td>
</tr>
<tr>
<td>Davidson</td>
<td>3.2</td>
<td>0.03</td>
<td>0.0041</td>
</tr>
<tr>
<td>Healaugh</td>
<td>5.2</td>
<td>0.02</td>
<td>0.0135</td>
</tr>
</tbody>
</table>

Another way to evaluate the values of the IPA factors is by trying to estimate the values of $S_{IP}$, and then applying the equations of the respective IPA approaches. The adsorption isotherms provided in both articles allow, with some mathematics, the estimation of the values of $S$ and $S_s$, and consequently $S_{IP}$. However, because the functions presented did not consider
the assumptions used here to define the IPA approaches, the relationship between the estimated values of $S$, $S_s$, and $S_{IP}$ might not be consistent. For example, it is assumed here that the effect of IPA is additive over $S_s$. However, the use of some of the isotherms presented in the two articles resulted in negative estimates of $S_{IP}$, at lower concentrations. This is the case of the calcium isotherms provided by Marcano-Martinez and McBride (1989). Statistical, or mathematical, features may be responsible for such discrepancies, such as the value of the parameter $N$ being greater than one. Nonetheless, these estimates of $S_{IP}$ can still provide valuable information about the adsorption with IPA, especially when very low concentrations are avoided.

For the data of Bolan et al. (1993), the values of $S$ were obtained at several concentrations of calcium ($S_2$), using the linear equation provided (Equation [5.14]). Then, using the Freundlich isotherms determined in the presence of calcium, $C_1$ was obtained. This value was applied to the Freundlich equation determined without calcium, and that results in $S_{s,1}$. Consequently, $S_{IP}$ could be determined. Assuming this value to be the same for calcium, $S_{s,2}$ was found by subtracting $S_{IP}$ from $S_2$. $C_2$ could be found using the given isotherm. However only one value for total sulphate ($Q_{S,i}$) could be used, which is the one used in that study.

A similar procedure was employed using the relationships provided by Marcano-Martinez and McBride (1989). Here, $S_i$ and $C_i$ (for both solutes) were estimated giving values for $Q_{S,i}$ and then using the isotherms determined with CaSO$_4$. $S_{s,i}$ was calculated with the isotherms of K$_2$SO$_4$ or CaCl$_2$, and then the values of $S_{IP}$ were obtained. Note that $Q_{S,i}$ was equivalent for both solutes. Using these procedures with several values of $Q_{S,i}$, data sets with estimates of $S_{IP}$ were obtained and then employed for assessing values of the IPA factor.

Using the estimated values of $S_{IP}$ and $S_{s,i}$ or $C_i$, in the respective equations for IPA (Equations [5.10], [5.11], and [5.13]), several values of the IPA factor were found. As expected, large variability was found.
Nevertheless, the average of the values estimated using calcium and sulphate were remarkably consistent for some approaches. That is, the estimates tended to a constant value, if those determined at small concentrations are rejected (Figure 5.10). For the data of Bolan et al. (1993) the SGA1 approach rendered more stable results with $k_c$ values of 0.04 and 0.015 L mmol for the two soils. For the other approaches, single values for $k_s$ and $k_r$ are much harder to identify (Figure 5.10a).

![Figure 5.10. IPA factors estimated at various concentrations of calcium ($S_2$) for Seqaa (a) and Fagaga (b) soils (adapted from Bolan et al. (1993)). Isolated dots are estimates for data values and lines are estimates using the given Freundlich equations.](image)

Conversely the PGA and SGA2 approaches have resulted in more stable estimates of the IPA factor for the Marcano-Martinez and McBride (1989) data, with estimates from both sulphate and calcium isotherms possible. Although large variability was found between estimates at small concentrations, the values did tend to converge (Figure 5.11). Furthermore, the tendencies of the estimated values are very similar for both soils, with $k_s$ at about 0.15 kg mmol$^{-1}$ and $k_r$ around 1.2 L mmol$^{-1}$. Unlike the other approaches, or to the data of Bolan et al. (1993), the results using SGA1 exhibited higher estimated values of the IPA factor at lower concentrations (Figure 5.11b and e).
Figure 5.11. IPA factor estimated at various concentrations of sulphate and calcium, at equivalent amounts for two soils presented by Marcano-Martinez and McBride (1989). Dots represent estimates using sulphate (●) or calcium (○) values and their average (■).

To avoid dealing with several values of the IPA factor, a different analysis can be performed using the linearised forms of the IPA approaches. The linearised forms were obtained by plotting the several estimated values of
$S_{IP}$ against the product in the right-hand side of the equations for IPA (Equations [5.10], [5.11], and [5.13]). A unique value for the IPA factor is then obtained by simply estimating the slope of this relation.

The results of these analyses are presented in Figure 5.12 and 5.13, for the data of Bolan et al. (1993) and Marcano-Martinez and McBride (1989), respectively. For both soils, SGA1 seems to describe best the adsorption data presented by Bolan et al. (1993). This agrees with the previous analyses (Figure 5.10), where the IPA factor was most stable with this approach. Also, the values of $k_c$ were very close to those already estimated. The values for $k_s$ and $k_r$ are also of similar magnitude to those previously calculated. Similarly, the results for the data of Marcano-Martinez and McBride (1989) corresponded with the previous analyses. Both PGA and SGA2 seem to better describe the data of both soils, and the values of the IPA factors are also very close to those already estimated.

In addition, it can be pointed out that the variation between the four soils of the IPA factors is reasonably similar for each of the approaches used. The IPA factor for PGA varies roughly one order of magnitude between the soils in the two articles, while it is in the same order for SGA1 and SGA2. Although some of the approaches seem better for one, or other, of the data sets, it is still not possible to favour anyone of them for the general modelling of IPA.
Figure 5.12. Estimates of IPA factor for the three proposed approaches of IPA. Relationship estimated using data or isotherms for two soils presented by Bolan et al. (1993). Dots represent $S_{IP}$ estimates from data (▲) and from isotherms (⊙), and the line is from the linear regression.
Figure 5.13. Estimates of IPA factor for the three proposed approaches of IPA. Relationships estimated using isotherms from two soils presented by Marcano-Martinez and McBride (1989). Dots represent estimates using sulphate (●) or calcium (○) values and their average (■), and the line is the linear regression.
5.4.1.3. Estimating the IPA factor – Present data set

To allow comparisons with the results of the two articles previously presented, the adsorption data obtained in the batch experiments with Egmont soil, described in section 5.3, were analysed in a similar way. The Freundlich equation was fitted to selected data sets for estimating values of $S_{lp}$. Linear relationships for describing the increase of adsorption due to IPA were also used.

The enhancement of adsorption of sulphate in the Egmont soil, with increasing amounts of calcium was described reasonably well by a linear function in similar way as described by Bolan et al. (1993). Here, various lines could be obtained, since different amounts of sulphate could be considered. Three examples are shown in Figure 5.14a. Corresponding relationships for describing the increase of calcium adsorption with increasing amounts of sulphate were also obtained. Again the fitting results were reasonably good (Figure 5.14b).

![Figure 5.14. Linear relationships for the enhanced adsorption of sulphate (a) and calcium (b), with increasing amounts of the counter ion.](image)

Nonetheless, the estimated values of $k_s$, using Equation [5.18], showed great variability, especially for those estimates based on calcium (Figure 5.15). These variations are due to differences in the slope of the lines describing
calcium adsorption (Figure 5.14b), however the reasons for this are not known. For sulphate this variability also existed, but to a lesser extent. Despite this problem, a mean value for $k_s$ of around 0.02 kg mmol$^{-1}$, can be devised in Figure 5.15, disregarding the high values from calcium.

![Figure 5.15. Estimated values of $k_s$ using Equation [5.18] with parameters of the linear relationships for sulphate (●) and calcium (○).](image)

Freundlich equations were also fitted to the adsorption data from the Egmont soil derived from the equilibration with CaSO$_4$ in a similar way to that described for the Marcano-Martinez and McBride (1989) data. For determining the isotherms without the counter ion, the estimated values presented in section 5.3 were used (see Figure 5.5). The results of these fittings are shown in Figure 5.16. These Freundlich equations were then used to estimate values of $S_{IP}$ and then the values of the IPA factor in the same way as presented earlier for the literature data.

The estimated values for the IPA factor for this soil exhibited similar variation at different concentrations to those form the data of Marcano-Martinez and McBride (1989) and Bolan et al. (1993), with great variability at smaller concentrations, and the average tending to a constant value (Figure 5.17a to c). Here the data dispersion is even higher than for those of the literature data. Both PGA and SGA2 approaches provided more consistent estimates, with the IPA factor stabilising at values just above 0.03 kg mmol$^{-1}$.
and 1.2 L mmol⁻¹, respectively. These estimates are very close to the values of the IPA factor determined by the linearisation of Equations [5.10], [5.11], and [5.13] (Figure 5.17d to f). SGA2 seems to be best suited for describing this data set, as its relationship presented the best fit (Figure 5.17f), although PGA had a very similar level of agreement.

Figure 5.16. Freundlich equations fitted to adsorption data of sulphate (a) and calcium (b). (●) are results from equilibrations of CaSO₄ solutions, and (○) are estimates of the adsorption without the counter ion.

Similar to the results found for the literature data, all the estimated values for the IPA factor for Egmont soil showed consistency within each approach. Their magnitude is also close to the values from the literature data. For Egmont soil, the approach SGA1 seems to be least suited for describing IPA, similar to the soils studied by Marcano-Martinez and McBride (1989), but contrary to the soils studied by Bolan et al. (1993). While PGA and SGA2 showed equivalent goodness of fit for their linearised relationships for the Marcano-Martinez and McBride (1989) data, PGA seems not to be as good as SGA2 for Egmont soil. It is not possible to rule out any of the approaches; however SGA2 seems to be the best approach for describing the adsorption data for Egmont soil.
Figure 5.17. Estimates of the IPA factor for the three proposed IPA approaches determined at different concentrations (a, b, c). Linearised relationships of Equations [5.10], [5.11], and [5.13] for estimating a general IPA factor for each of the three IPA approaches (d, e, f). Dots represent estimates using sulphate (●) or calcium (○) values and their average (■), and the line is the linear regression.
5.4.2. Procedure 2 – Least Squares

The least squares method is probably the most common procedure used for estimating parameter values of a function or model. For this method, it is assumed that the best set of parameters is the one that produces the smallest deviations, or errors, between the observed data \( (O) \) and those predicted \( (P) \) by the model. Therefore in this procedure the parameter values are varied in the search of a set that minimises an estimator of the deviations. Mathematically the estimator, or objective function \( (\Phi) \), commonly used is the sum of the squared errors:

\[
\Phi = \sum_{j=1}^{n_D} (O_j - P_j)^2
\]  

[5.19]

where \( j \) is an integer varying between 1 and \( n_D \), the number of elements in the data set.

Fitting a simple model to a data set using this method is a procedure that has been extensively documented and various statistical packages contain this as a standard feature. Although several independent variables can be used, only one dependent variable is commonly allowed. For a simple adsorption model the value of \( Q_s \) is given and the values of \( C \) or \( S \) are obtained in response. Only \( C \), or \( S \), is needed because they are related. In the case of adsorption with IPA, the model has to be solved for two solutes simultaneously, because \( S_{IP} \) is equivalent for both solutes and dependent on their relative concentrations. This means having two independent and two dependent variables. Such a set up is not common in statistical packages. A way used here to overcome this limitation is to sum the two dependent variables, which results in a 3D problem for parameter estimation.

For processing the adsorption data of this thesis, \( C \) was chosen as the independent variable, because it facilitates better the mathematical representation. To define the independent variable two possibilities were
considered: the sum of $Q_S$ or the sum of $S$. The equations of the adsorption model using PGA could therefore be written as:

$$Q_{S,2} + Q_{S,1} = 9(C_1 + C_2) + k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + k_s(k_{f,1}C_1^{N_1})(k_{f,2}C_2^{N_2})$$  \[5.20\]

$$S_2 + S_1 = k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + k_s(k_{f,1}C_1^{N_1})(k_{f,2}C_2^{N_2})$$  \[5.21\]

Using SGA1:

$$Q_{S,2} + Q_{S,1} = 9(C_1 + C_2) + k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + 9k_cC_1C_2$$  \[5.22\]

$$S_2 + S_1 = k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + 9k_cC_1C_2$$  \[5.23\]

And for SGA2:

$$Q_{S,2} + Q_{S,1} = 9(C_1 + C_2) + k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + k_r\sqrt{C_1C_2}$$  \[5.24\]

$$S_2 + S_1 = k_{f,1}C_1^{N_1} + k_{f,2}C_2^{N_2} + k_r\sqrt{C_1C_2}$$  \[5.25\]

These 3D transformed equations were then entered in the TableCurve™ package (Jandel Scientific) for parameterisation by the least squares method. The parameters found are presented in Table 5.2, and examples of the 3D graphs showing the performance of the fitting procedure are shown in Figure 5.18.

The use of a sum of two variables as the dependent variable is a problem for this procedure, since it may cause bias in the estimation process. Variations in the concentration of one of the solutes may be compensated by variations on the other. This is especially critical if the magnitude of one solute is much bigger than the other. As a consequence, the model’s goodness of fit and the values for the estimate errors have to be treated with caution. These values should, however, be useful for a preliminary evaluation, especially for comparisons between the IPA approaches.

The use of $Q_S$ also smoothes the variations in the independent variable, as compared to the use of $S$ (Figure 5.18). This is reflected in the differences of
the values of $R^2$ (Table 5.2). Nonetheless the obtained parameter estimates were quite similar using either $Q_S$ or $S$.

Table 5.2. Parameters of the adsorption model obtained by least squares fitting using the three proposed IPA approaches and two different response variables (as explained in the text).

<table>
<thead>
<tr>
<th></th>
<th>PGA</th>
<th>SGA1</th>
<th>SGA2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_{S,1} + Q_{S,2}$</td>
<td>$S_1 + S_2$</td>
<td>$Q_{S,1} + Q_{S,2}$</td>
</tr>
<tr>
<td>$k_F,1$</td>
<td>3.425 (1.32)</td>
<td>3.425 (1.32)</td>
<td>8.670 (2.44)</td>
</tr>
<tr>
<td>$N_1$</td>
<td>0.3596 (0.04)</td>
<td>0.3596 (0.04)</td>
<td>0.2624 (0.10)</td>
</tr>
<tr>
<td>$k_F,2$</td>
<td>10.802 (1.07)</td>
<td>10.802 (1.07)</td>
<td>11.058 (2.22)</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.4806 (0.04)</td>
<td>0.4806 (0.04)</td>
<td>0.5307 (0.08)</td>
</tr>
<tr>
<td>$k_s, k_c$ or $k_r$</td>
<td>0.0716 (0.03)</td>
<td>0.0716 (0.03)</td>
<td>0.0138 (0.002)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.9981</td>
<td>0.9697</td>
<td>0.9968</td>
</tr>
<tr>
<td>St. Err.</td>
<td>3.1612</td>
<td>3.1612</td>
<td>4.1276</td>
</tr>
</tbody>
</table>

Notes: The subscript index represents the solute, 1 for sulphate and 2 for calcium. Values in brackets represent the error associated with the parameter estimate. St. Err. is the model’s standard error.

Units: $k_F$: L kg$^{-1}$; $k_s$: kg mmol$^{-1}$; $k_c$: L mmol$^{-1}$; $k_r$: L kg$^{-1}$; St. Err.: mmol kg$^{-1}$.

Remarkably, all the three approaches resulted in similar values for the parameters of the Freundlich isotherm for calcium. Also the errors are relatively small compared to the other parameters. For sulphate the errors are bigger and the estimates are notably different when using different IPA approaches. This may be a result of a higher variability in the sulphate data. The IPA factor presented more variable responses for both the estimate, and its error. The overall results indicate PGA as the most suitable approach, with smaller estimated errors and higher $R^2$ value.

Visual inspection of the 3D graphs shows very little differences between the approaches if using the sum of $Q_S$ (Figure 5.18). On the other hand, using the sum of $S$ reveals a distinct pattern for SGA1 as compared to PGA and SGA2. This is notable along the $C_1$ axis, where a better description of sulphate
adsorption is apparent for SGA1 (Figure 5.18e). However, as shown in Table 5.2, this is not evident in the overall result, where SGA1 showed the highest standard error. This feature illustrates the problem with evaluating the model when using the sum of the two solutes as the dependent variable.

**Figure 5.18.** 3D representations of the fitting of the adsorption model with IPA using the least squares method. Results for the two response variables and the three proposed IPA approaches are shown.
5.4.3. Procedure 3 – Inverse Modelling

5.4.3.1. Introduction

Inverse modelling is a broad term used in general for referring to an iterative method for analysing the sensitivity of a previously defined model to variations in its parameters. Commonly this procedure is used to search for an optimum set of parameters that makes the specified model to provide the best description of a given observed data set. An objective function is defined, and then used for assessing the agreement between the model and the observed data. The values that minimise the objective function are selected as the optimum parameter set. Different objective functions, as well as procedures for their minimisation, can be used. Here, the maximum-likelihood approach is used, with the assumptions of data independence, and normal (Gaussian) error distribution, that is, first and second-order stabilities (Sen and Srivastava, 1990; Hollenbeck and Jensen, 1998).

This method is valuable for use with models involving complex mathematics, or indirect relations. It also allows the simultaneous evaluation of more than one relation (model) (Hollenbeck and Jensen, 1998; Friedel, 2005; Mertens et al., 2006). This means, theoretically, that this procedure allows the study of models with a broader range of designs and complexity (Sonnleitner et al., 2003; Friedel, 2005). However, the number of simulations needed for a reliable model evaluation can be prohibitively high, especially for complex models with large number of parameters. Also in such cases problems for finding a unique representation (equifinality) of the parameters may arise (Beven and Freer, 2001; Hupet et al., 2003). The analysis of model uncertainties and the evaluation of the confidence intervals for the estimated parameters can also be carried out using this method. However, this is difficult in more complex cases, especially if correlation exists between the parameters, and as visual inspection is not possible for models with more than three parameters (Hollenbeck and Jensen, 1998; Hupet et al., 2005). Nonetheless the flexibility of
this method makes it highly attractive, and its use in water and solute movement studies has been increasing rapidly in recent years.

5.4.3.2. Maximum-likelihood method for inverse modelling

As already mentioned, in this method an objective function is used for assessing the agreement between a given model and an observed data set. A general form of the objective function, for a given parameter \( p \) of the model, can be written as (Hollenbeck and Jensen, 1998):

\[
\Phi(p) = \sum_{j=1}^{n_o} \varphi_j [O_j - P_j(p)]^2
\]  

[5.26]

where \( O_j \) represent the observed data values and \( P_j(p) \) are the corresponding values predicted using the model with the parameter \( p \), \( \varphi_j \) are weights for the residual values, and \( j \) is an integer varying for 1 to \( n_D \), the number of elements in the data set.

Equation [5.26] is the generalised weighted least-squares estimator. With \( \varphi_j \) set to one, it represents the ordinary least squares estimator, while maximum-likelihood estimator is obtained by setting \( \varphi_j \) based on the information of the measurement errors (Hollenbeck and Jensen, 1998).

Searching for the minimal discrepancies between an observed data set and a model’s predictions is also the modus operandi of the maximum-likelihood estimator. However the discrepancies are now quantified taking into account the uncertainty of the observations. This gives meaning to the variations in the objective function. Here the inverse variance \( (\sigma_o)^2 \) in the observations is used:

\[
\varphi_j = \frac{1}{\sigma_{o,j}^2}
\]  

[5.27]

Setting the weighting factor equal to the reciprocal of the data variances formalises the principle that the precision of the parameter estimate should be related to the precision of the data. Using Equation [5.27] as weighting factor
also normalises the squared differences in the objective function to the unit variance. This means that their sum will present a $\chi^2$ probability distribution (Hollenbeck and Jensen, 1998). This property is stronger the larger the data set is, as compared to the number of parameters.

The characteristics of the variations in $\Phi(p)$ represent the information about the parameter $p$. This can be visualised as in Figure 5.19. The shape of the objective function provides information about the degree of certainty in the parameter estimate. The bigger the curvature of $\Phi(p)$, the smaller the certainty. That is, a deep incised valley-form for $\Phi(p)$ is better than that of a shallow valley-form. Also the objective function provides information on the adequacy of the model. The value of $\Phi(p)$ should be “small” when minimised, which means that only random variations, such as measurement imprecision or natural variability, are responsible for the non-perfect match between the model and the data (a perfect match would have $\Phi(p) = 0$). The rate at which the value of $\Phi(p)$ changes when $p$ varies indicates the sensitivity of the model to that parameter, and provides information about the confidence intervals for the optimum value of $p$.

---

**Figure 5.19.** Representation of the information about the parameter estimate ($p$) contained in the objective function ($\Phi(p)$).
Equation [5.27] is the representation for one parameter, but $\Phi(p)$ can be extended to any number of unknown parameters. In this case the graphical representation is no longer a single curve, $\Phi(p)$ is a surface with as many dimensions as the number of parameters. The minimisation of the objective function with a large number of parameters requires an optimisation algorithm and a good set of first “guesses” to initiate the procedure, because the presence of local minima is likely for complex models. Commonly a visual inspection \textit{a priori} is employed for narrowing down the range of the parameter’s value and to investigate the relation between the different parameters. These procedures are often time consuming and can become quite chaotic with a large number of parameters, especially if they are correlated.

Once the global minimum value of $\Phi(p)$ is found, the adequacy of the model and the confidence intervals for the parameters can be evaluated. As the maximum-likelihood estimator follows a $\chi^2$ probability distribution (Press et al., 2002), the probability of model adequacy ($P_{\text{Adeq}}$) can be found by:

\[ P_{\text{Adeq}} = 1 - \Phi(p), n_d - n_p \]  

[5.28]

where $\Phi$ is the $\chi^2$ cumulative density function for $\Phi(p)$ minimum and $n_d - n_p$ degrees of freedom, and $n_p$ represents the number of parameters.

The confidence intervals of the estimate of $p$ can also be found using the relationship of the objective function with the $\chi^2$ distribution. Defining the probability level ($P_{\text{Conf}}$), the variation of the objective function is given by:

\[ \Delta \Phi(p) = \Phi^{-1}(P_{\text{Conf}}, n_p) \]  

[5.29]

where $\Phi^{-1}$ is the inverse cumulative $\chi^2$ distribution. The variation in $\Phi(p)$ represents a variation in $p$ (see Figure 5.19). The standard deviations of the estimate of $p$ ($\sigma_p$) can be found by defining $P_{\text{Conf}}$ as 68.3% (assuming a normal probability distribution).

However, the description of the confidence intervals of a parameter estimate in models with more than one parameter is more complex. In such
cases the confidence intervals of the parameters are interrelated and a multivariate confidence region should be considered. This confidence region is determined by Equation [5.29] for all possible parameter combinations, therefore it has \( n_p \) dimensions. The graphical representation is impossible for more than three parameters and its visualisation is already difficult for more than two (Hollenbeck and Jensen, 1998; Friedel, 2005; Hupet et al., 2005). Common alternatives include calculating \( \sigma_p \) for each parameter using Equation [5.29] with optimum values for the other parameters, or showing the confidence ellipsoids for various pairs of parameters.

5.4.3.3. Objective function for the adsorption model

The choice of the variable to be used for assessing the agreement of the adsorption model with the observed data should again be considered before setting the objective function. Now the limitation for the number of dependent variables, stated in the least squares procedure, no longer holds. The adsorption model can now deal with the question posed at the beginning of this chapter: What are the values of the solute equilibrium components (\( C, S_s, \) and \( S_{IP} \)) for a given solute amount (\( Q_s \))?

The dependent variable can be any one of the equilibrium components, since the components are related. However, because the observed data set contains \( C \) and \( S \), without values for \( S_s \) and \( S_{IP} \), only two possible basic objective functions can be devised:

\[
\Phi(p) = \sum_{i=1}^{2n} \sum_{j=1}^{n_0} \frac{1}{\sigma_{C_{i,j}}} \left[ C_{i,j} - \hat{C}_{i,j} \right]^2
\]  

[5.30]

\[
\Phi(p) = \sum_{i=1}^{2n} \sum_{j=1}^{n_0} \frac{1}{\sigma_{S_{i,j}}} \left[ S_{i,j} - \hat{S}_{i,j} \right]^2
\]  

[5.31]

where \( \hat{C}_{i,j} \) and \( \hat{S}_{i,j} \) are the \( j \) replicate values of solute \( i \) estimated by the model using the parameter \( p \).
An exploratory analysis of Equation [5.30] revealed it to be less sensitive (with a higher curvature) to changes in the parameter values as compared to Equation [5.31]. This feature is possibly due to the exponential nature of the relation between C and S, which means that a small variation in the ion-partition produce larger effect in S than in C. The minimum value for Equation [5.31] is several times bigger than is for Equation [5.30]. Also these two functions “point” to slightly different values, that is, the estimate of a given parameter is slightly different if using one or another equation. To use the information contained in the variation of both components, a third objective function, coupling C and S, was introduced:

$$\Phi(p) = \sum_{i=1}^{2} \left\{ \sum_{j=1}^{n} \frac{1}{\alpha_{k,i}} \left[ S_{t,j} - \hat{S}_{t,j} \right]^2 + \beta^2 \sum_{j=1}^{n} \frac{1}{\alpha_{c,i}} \left[ C_{t,j} - \hat{C}_{t,j} \right]^2 \right\}$$

[5.32]

where $\mathcal{D}$ scales the second term to the same order of magnitude as the first.

This third function has variation pattern somewhat in between of those of Equations [5.30] and [5.31]. However its variation is more difficult to interpret since it is composed by two different variables, C and S. An example comparing these functions is presented in Figure 5.20. The objective functions were normalised to their minimum value to have them at the same scale. The differences between Equations [5.30] and [5.31] were similar using either SGA1 or SGA2, and considerably smaller using PGA.
5.4.3.4. Estimation of the data variance

When using the maximum-likelihood procedure, the variances of the observations ($\sigma^2$) should be known, or some justifiable estimation of them should be made (Hollenbeck and Jensen, 1998). This is a problem for the adsorption data of Egmont soil, because the variance is not known. Since the batch experiment comprised only two replicates for each equilibration, the values for the variance cannot be directly estimated. To overcome this problem, an exploratory analysis of the measurements was performed, and some functions were devised to relate the variation and the magnitude of the measurements.

To describe the uncertainty of the adsorption data, the variance of each data point was estimated as being composed of two fractions, one due to the measuring procedure ($\sigma_m$), and another due to variations in the experiment replications ($\sigma_r$), that is, the uncertainties in the preparation and execution of the batch procedure. The variations in the measuring procedure were considered to result from the sensitivity of the measuring device ($\sigma_{m1}$) and the...
uncertainties in the conversion of the initial measures into concentration ($\sigma_{m2}$), using a calibration curve.

The variability of the measuring procedure is easier to estimate compared to the uncertainties in the batch experiment because it does not depend on the number of replicates in the experiment. However, the errors on the measuring device are not expressed in concentration units, so demand conversion. Also, the dilution rate must be taken into account.

To evaluate the sensitivity and repeatability of the measuring "device", data from some samples that were measured several times were used. The variation in these measurements was found to be correlated to the magnitude of the measures for both sulphate and calcium: correlations were found of 0.98 for calcium and 0.85 for sulphate. Linear equations were fitted for their description (Figure 5.21). These variations need to be converted into concentration. For each sample $j$, this was done using:

$$\sigma_{m1,j} = \sqrt{\left(\frac{\partial y_j}{\partial \mu}\right)^2 \sigma_{u,j}^2}$$  \hspace{1cm} [5.33]$$

where $\mu$ is the measure, $y_j$ is the calibration function, and $\sigma_{u,j}$ is the standard deviation of the measurements of sample $j$.

![Figure 5.21](image.png)

**Figure 5.21.** Relationships for the standard deviation of the measurements for sulphate (a) and calcium (b). Data comprises some samples of the batch experiment, and some solutions with a standard (known) concentration.
The standard errors of the fittings for the calibration curve were used to evaluate the variations on the measurement procedure due to the conversion of the measurements into concentration. The errors in converting the measurements were found not to be related to the magnitude of the measurements, with correlations index of 0.05 for sulphate and -0.03 for calcium. Therefore, the averages of the standard deviations of the calibration curves were used: with $\sigma_{m2} = 0.51 \text{ mmol L}^{-1}$, from 4 values for calcium, and for sulphate $\sigma_{m2} = 0.29 \text{ mmol L}^{-1}$, from 10 values. The standard deviation for the measuring procedure was then computed by:

$$\sigma^2_{m,j} = \sigma^2_{m1,j} + \sigma^2_{m2}$$ [5.34]

The value of $\sigma_{m,j}$ was further corrected according to the dilution of the respective sample. That is, measurements of samples diluted by a factor of three (2:1), for example, had its deviation $(\sigma_{m,j})$ also corrected by that factor.

The variations between the replicates of the equilibrations in the batch experiments also could be related to the magnitude of the concentration measured (0.62 for calcium and 0.63 for sulphate). Although the correlation is not as large as for the measurement errors, this relation is the better tool available for estimating the uncertainties of the batch procedure. A linear function with intercept at the origin was then assumed (Figure 5.22). The average of the normalised deviations had to be used to estimate the variability of each equilibration:

$$\sigma_{r,j} = \bar{y}_j \frac{1}{n_d} \sum_{j=1}^{n_d} \frac{y_j - \bar{y}_j}{\bar{y}_j}$$ [5.35]

where $y_j$ represents the concentration measured for any of the two replicates of the equilibration $j$, and $\bar{y}_j$ is the average at each equilibration.
The variance of the observations in the adsorption data set was finally estimated by the composition of the two variation fractions:

\[
\sigma^2_{e,j} = \sigma^2_{m,j} + \sigma^2_{r,j}
\]  

[5.36]

5.4.3.5. Fitting the adsorption model

Comparisons between the adsorption data set for Egmont soil and the results of the adsorption model with each of the three proposed IPA approaches were used to explore the model’s sensitivity, and to search for the best set of parameters to describe the data set. These comparisons were based on the values of the objective function and the deviations between the estimated values and the observed data. A computer program using VisualBasic language was written for this purpose. A description of this program is given in Appendix B.

The optimised values found using the inverse modelling procedure are similar to those obtained by the least squares procedure, and the relative variations between the approaches also follow comparable patterns. The parameter sets for the adsorption model estimated by inverse modelling are
shown in Table 5.3. In this procedure Equations [5.30] or [5.31] were used as the objective function. Results using Equation [5.31], which contrasts the values of $S$, are potentially better for comparisons with those from the least squares procedure (those which used $S_1 + S_2$ as the response variable), as both use similar independent variables.

**Table 5.3.** Parameters of the adsorption model obtained by inverse modelling procedure for the three proposed IPA approaches. Two objective function, $\Phi_C$ (Equation [5.30]) and $\Phi_S$ (Equation [5.31]), were used. The standard error and $R^2$ are calculated accordingly for $C_1 + C_2$ and $S_1 + S_2$.

<table>
<thead>
<tr>
<th></th>
<th>PGA</th>
<th>SGA1</th>
<th>SGA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{F,1}$</td>
<td>4.241 (1.351)</td>
<td>6.132 (2.797)</td>
<td>4.598 (2.628)</td>
</tr>
<tr>
<td>$k_{F,2}$</td>
<td>10.921 (1.891)</td>
<td>12.315 (2.456)</td>
<td>10.728 (2.312)</td>
</tr>
<tr>
<td>$N_1$</td>
<td>0.368 (0.185)</td>
<td>0.266 (0.235)</td>
<td>0.295 (0.272)</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.546 (0.112)</td>
<td>0.510 (0.130)</td>
<td>0.557 (0.139)</td>
</tr>
<tr>
<td>$k_r, k_c$</td>
<td>0.0401 (0.023)</td>
<td>0.0188 (0.016)</td>
<td>1.6403 (0.933)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.9752</td>
<td>0.9679</td>
<td>0.9766</td>
</tr>
<tr>
<td>St. Err.</td>
<td>2.744</td>
<td>3.160</td>
<td>2.673</td>
</tr>
</tbody>
</table>

*Notes:* The subscript index represents the solute, 1 for sulphate and 2 for calcium. Values in brackets represent the error associated with the parameter estimate. St. Err. is the model’s standard error.

Units: $k_{F,1}$: L kg$^{-1}$; $k_r$: kg mmol$^{-1}$; $k_c$: L mmol$^{-1}$; and $k_r$: L kg$^{-1}$; St. Err.: mmol kg$^{-1}$.

Again the PGA and SGA2 approaches rendered better fitting than SGA1. In general, the former two approaches presented estimates of the Freundlich equation parameters more similar to each other than to the SGA1 approach. The similarities exhibited for the calcium Freundlich parameters here are not as strong as those found in the least squares procedure. On the other hand, the Freundlich parameters for sulphate are now much closer to each other than those found in the least squares. The deviations of the estimates by inverse modelling are also more similar for the different approaches. The similarities between the Freundlich parameters amongst the
three IPA approaches are desirable, since this would suggest independence of the IPA description. However, the adsorption model presented here is not deterministic and thus it does not allow reaching such conclusion.

The inverse modelling procedure is better suited for finding the adsorption model parameters than is the least squares method. This is evidenced by the fitting standard errors, which are much smaller here. The improvement was especially significant for the SGA1 approach, with the standard error reduced by some 25%. Unlike in the former parameterisation procedure, here the best overall fitting was reached by using the SGA2 approach for describing IPA, although it is not significantly different from PGA.

Another noticeable difference between the parameterisation results of either the inverse modelling, or the least squares procedures, is the standard errors of the estimated parameters (Table 5.3). Here the deviations are in general much smaller than those estimated in the least squares procedure. This differences may be attributed to the use of different response variables, the different number of degrees of freedom (here double), and the estimation procedure per se. The estimated errors of Table 5.3 represent the expected variation of each parameter without variation of the others, that is, without correlation, and with a linear variation. This is an over-simplification, useful for a first evaluation. However, since there are interactions between the parameters, the real confidence intervals should consider theses correlations. This poses a problem, because even graphical representations can only deal with no more than three parameters at once.

To give a better idea of the relationships between the various parameters, graphs comparing the effect of pairs of parameters are presented here (Figure 5.23 to Figure 5.25). These graphs are organised in a matrix fashion contrasting all possible pairs of the five parameters, in each graph the
ellipsoids representing the variation of the objective function (Equation [5.31]) are shown as a function of the two parameters.

Strong non-linearity can be seen in the comparisons between the two parameter of the Freundlich Equation ($k_F$ and $N$) for each solute, being more pronounced for calcium. This non-linearity makes the values presented in Table 5.3 to be less representative of the real deviations. Comparisons between the parameters tend more strongly to be non-linear when using PGA (Figure 5.23) compared to the other two approaches. Also the PGA approach exhibited greater sensitivity, that is, variations in the objective function are more pronounced when varying the parameters values. As a consequence the estimated errors for the parameter are smaller (Table 5.3). The minimum of the adsorption model is also easier to find, and thus the computer routine is much faster using PGA.
Figure 5.23. Relationships between pairs of parameters of the adsorption model, using the PGA approach. The other parameters were set at optimum values.
Figure 5.24. Relationships between pairs of parameters of the adsorption model, using the SGA1 approach. The other parameters were set at optimum values.
Figure 5.25. Relationships between pairs of parameters of the adsorption model, using the SGA2 approach. The other parameters were set at optimum values.
5.5. Summary and conclusions

The general framework of an adsorption model which takes into account the presence of IPA has been presented. Three mathematical approaches for describing the amount of solute retained in the soil due to IPA were introduced and their relationships were briefly discussed. An adsorption data set for Egmont soil obtained in a series of batch experiments using solutions with calcium and/or sulphate was also presented. In order to estimate values of the parameters for the adsorption model to describe the adsorption data set, three procedures for parameterisation have been described. A computer program to solve the adsorption model has been written and it was successfully used for the exploratory analysis and the parameterisation of the model.

In the first parameterisation procedure, named data analysis, the Egmont soil data set was compared with data presented in two published articles with different soils. Estimates of the IPA factor from the literature data revealed consistency in their magnitude, and agreed with estimates using the Egmont soil data. However, the best approach for describing the data differed between the two published articles. The other two parameterisation procedures, least squares and inverse modelling, rendered values of the IPA factor for Egmont soil of similar magnitude, and also consistent with those found in the data analysis. The Freundlich equation parameters for sulphate found in the least squares procedure differed significantly when using different IPA approaches, on the other hand they were very similar for calcium. For the inverse modelling procedure the values of the Freundlich equation were consistent for both ions, what may suggest independence from the IPA approach used. The inverse modelling procedure seems to be best suited for the parameterisation process, since it resulted in better overall agreement between the model and the observed data set. The deviations in the
parameters estimates were also smaller for the inverse modelling compared to the least squares procedure.

Both PGA and SGA2 showed the best overall agreement for describing the adsorption data set, with SGA2 being slightly better. SGA1 was found to be the least suitable description of IPA for the Egmont soil in all the three parameterisation procedures. However it was the best for one of the literature data sets, while PGA was best for the other. As a consequence of this, and because the description of the data set of Egmont soil was still reasonably good using any of the three approaches, it is not yet possible to favour or disregard any of the approaches.

The procedures for describing the adsorption data and the proposed routine with inverse modelling have performed well, allowing useful data exploratory analyses, and the optimisation of the parameters for the adsorption model. The suitability of this modelling procedure is further investigated in an attempt to predict the movement of sulphate and calcium through the soil (Chapter 6). For this, a convective-dispersive description of solute movement, coupled with the adsorption model presented in this chapter, is used for simulating the simultaneous leaching of those ions from the soil. These simulations are contrasted to the results of the miscible displacement experiments presented in Chapter 4.
CHAPTER 6

6. Ion-pair adsorption and its effect on the movement of sulphate and calcium in an allophanic soil

6.1. Introduction

Volcanic soils with variable-charge characteristics are likely to adsorb sulphate in significant amounts (Pigna and Violante, 2003; Mora et al., 2005). Different binding phenomena have been identified in such soils, and ion-pair adsorption (IPA) seems to be a relevant one. The previous chapters showed that Egmont soil, an allophanic soil from the North Island of New Zealand, exhibits IPA involving sulphate and calcium to a considerable extent. Both batch and miscible displacement experiments have shown evidence of it, and the latter indicate that the movement of both solutes are affected by each other when present simultaneously in the soil.

In chapter 5 three approaches to describe IPA were presented. These mathematical functions were used in an adsorption model which had been fitted to represent a data set obtained in batch experiments. Features of this model were presented in Chapter 5, along with an exploratory analysis, using inverse modelling techniques. The adsorption data set from the batch experiment could be reasonably well described by any of the three approaches, although slight differences were found between them. In this chapter some of those results are reviewed and the adsorption model is applied, coupled with the convection-dispersion equation (CDE), to describe the movement of sulphate and calcium in the soil. Data obtained in the miscible displacement experiments presented in chapter 4 are used in this modelling. The main part
of this chapter consists of an article published in the Soil Science Society of America Journal. In this article only two of the proposed IPA approaches were used. The third was proposed after the paper’s acceptance. The same applies to the work for estimating the measurements variances, presented in Chapter 5, thus the parameters for the batch data presented here were obtained by inverse modelling without using the variance as a weighting factor (this is also true for the BTC data, where the variances could not be estimated). Therefore the parameters deviations are not expressed (since they cannot be considered reliable). Also, because of this, the values of the parameters differ slightly from those shown in Chapter 5. The results of the model fitting using the third approach are presented at the end of the chapter. The schematic of the computer program used in the simulations is shown in the Appendix C.

6.2. Simultaneous adsorption of calcium and sulphate and its effect on their movement

by: Rogerio Cichota, Iris Vogeler, Nanthi S. Bolan and Brent E. Clothier

6.2.1. Abstract

Ion retention in variable charge soils can be enhanced by the presence of certain ions with opposite charge, thereby influencing the movement of these ions through the soil profile. However studies examining these interactions are still incipient, especially regarding its modelling. We present results from batch and miscible displacement experiments describing calcium (Ca\(^{2+}\)) and sulphate (SO\(_4^{2-}\)) movement in a variable-charge soil from New Zealand. Evidence was found for ion-pair adsorption (IPA) of both calcium and sulphate. The results were modelled using the convection-dispersion equation (CDE), coupled with two different mathematical approaches proposed to account for IPA. The first approach related IPA to the single soil adsorption
capacity, which is governed by particle-surface phenomena. For the second approach, IPA was related solely to the soil solution concentration. Both these approaches described reasonably well the adsorption data, from the batch experiment, as well as the breakthrough curves from the miscible displacement experiments. The first approach showed better overall agreement. However, significant differences were found when the adsorption parameters were identified fitting models to data from either batch or miscible displacement experiments. Although more studies are needed to better understand IPA, our results showed that the extent of IPA can be large and it should not be ignored when predicting sulphate and calcium movement in variable-charge soils.

6.2.2. Introduction

Ion adsorption onto soil particles can be influenced by the presence of other ions in the soil solution. Same-charge ions compete for adsorption sites, whereas opposite charged ions may cooperate to increase adsorption. Specific adsorption of ions, which leads to an increase of the net soil charge, has been used to explain results of several studies (Curtin and Syers, 1990; Alva, 1993; Cajuste et al., 1998; Bolan et al., 1999a). Either anions or cations can drive this process, and subsequently increase the adsorption of opposite charged ions. Also interactions other than, or additionally to specific adsorption have been suggested (Ajwa and Tabatabai, 1995a; Pearce and Sumner, 1997; Ishiguro et al., 2006). It has also been observed, especially in variable-charge soils, that cooperative adsorption can occur without changing the net soil charge (Marcano-Martinez and McBride, 1989; Fahrenhorst et al., 1999; Qafoku and Sumner, 2002). In this case, cation adsorption increases because of the presence of an anion, as well as vice versa. Because the amount of additional adsorption resulting from this co-adsorption process is equivalent to the ratio of the molar mass of the anion and cation, this process has also been called salt
adsorption or ion-pair adsorption (IPA) (Marcano-Martinez and McBride, 1989; Qafoku and Sumner, 2002).

IPA seems to be a common phenomenon in variable-charge soils (Pearce and Sumner, 1997; Qafoku and Sumner, 2001). Although it can occur with various ion combinations, it is more likely to happen with multivalent ions (Ajwa and Tabatabai, 1995a; Pearce and Sumner, 1997). IPA has been identified in particular for the adsorption of calcium and sulphate in variable charge-soils (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Davis and Burgoa, 1995; Mora et al., 2005).

Various reasons have been suggested for the occurrence of IPA involving sulphate and calcium, and some physico-chemical models attempting to describe IPA have been presented. Marcano-Martinez and McBride (1989) and Bolan et al. (1993) invoked charge-balance models to describe the mechanisms of specific adsorption of sulphate, or calcium, which is favoured by the presence of the counter ion. The release of potential determining ions such as H\(^+\) or OH\(^-\) is balanced by the subsequent adsorption of the counter ion. Although they present differences, both models use surface-charge reactions to explain IPA, and therefore will be regarded here as one common model. In contrast, Qafoku and Sumner (2002) presented an ingenious physical model to explain IPA. According to their model, in highly weathered soils composed of mainly two different soil components with opposite net charge (kaolinite and iron or aluminium oxides, for example), the double layer of each particle type can expand and overlap the zone of influence of the other. In these intersections the electric field of one particle balances the other. According to the authors, ions can be trapped as ion-pairs in these intersections, because there is no need for electrical charge balancing. This model is in agreement with several observations when IPA occurs, such as no changes in the net soil charge and pH; the additional adsorption is in equivalent amounts of counter ions; and the fact that IPA is observed when the soil contains opposite charged particles (Wada, 1984; Qafoku and Sumner,
2002). None of these approaches, however, provide a means to describe the amount of solute adsorbed as ion-pair and its subsequent equilibrium with the soil solution concentration.

It has been shown that the sulphate adsorption isotherms are significantly distorted when calcium is present in variable-charge soils (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Mora et al., 2005). Higher adsorption in the presence of the counter ion leads to biased estimation of the adsorption parameters. The use of these parameters could result in large errors for predictions made under different conditions, such as with different concentrations of the counter ion. Some studies have already shown that IPA can significantly influence the leaching of ions from the soil (Bolan et al., 1993; Davis and Burgoa, 1995; Qafoku and Sumner, 2001). In miscible displacement experiments, the classical breakthrough curve (BTC) is delayed when IPA is present, because the retardation factor is increased. The normal sigmoidal-shape of the BTC can also be distorted depending on the extent of IPA. Coupled sulphate and calcium transport in the soil with IPA has not been well explored yet, and the modelling of the leaching of these ions under such conditions is still incipient, especially when attempting to quantify the extent of IPA.

Contrasting batch data with miscible displacement experiments may provide insights for further understanding of this phenomenon. It has already been shown that adsorption parameters estimated by batch experiments can differ significantly from those found by methods with smaller water-to-soil ratios, as in the unsaturated transient-flow method (Katou et al., 2001) or miscible displacement experiments (Altfelder et al., 2001; Maraqa, 2001). Such divergences seem not to have been investigated when IPA is present.

Allophane is one of the most important constituents with variable-charge in volcanic soils, thus being related to its pH-dependent net charge and adsorption of ion-pairs (Pigna and Violante, 2003; Mora et al., 2005; Ishiguro et
Gypsum application is often recommended in these soils for supplying both calcium and sulphate resulting from reduced leaching due to the enhanced adsorption (Mora et al., 2005). Using an allophanic variable-charge soil from New Zealand, a series of batch and miscible displacement experiments was conducted in order to investigate the effect of cations on sulphate leaching. Evidences of IPA for calcium and sulphate in this soil are illustrated. We also present two approaches for modelling the partition of the solutes between the adsorbed and solution phases in order to achieve thermodynamic equilibrium. Thus, we expect to contribute towards a better understanding of this phenomenon and its relevance for solute leaching and retention in the soil.

6.2.3. Material and methods

6.2.3.1. Soil

The soil used for this study was the Egmont loam, an Allophanic Soil (Typic Dystrandept) from South Taranaki, New Zealand. It is a weathered soil of volcanic origin, containing allophane as the main clay mineral, but also considerable amounts of iron (Fe) and aluminium (Al) oxides. It has a well developed structure and the bulk density is usually below 900 kg m\(^{-3}\) (Molloy, 1988). Soil samples were collected from the top 0.20 m depth. Some characteristics are presented in Table 1.

6.2.3.2. Batch experiments

Three series of solute adsorption isotherms were determined: sulphate adsorption isotherms at different levels of calcium; calcium isotherms with different amounts of sulphate; and the simultaneous adsorption isotherms for calcium and sulphate added at equimolar concentrations. Several adsorption values of calcium and sulphate were measured at various concentrations of these solutes (0; 1; 2; 4; 6; 8; 10; 12; and 15 mmol L\(^{-1}\)), with duplicate samples
for each equilibration. Sulphate solutions were prepared with K$_2$SO$_4$ and calcium solutions with CaCl$_2$. Equimolar solutions were prepared using CaSO$_4$ and KCl was used to maintain the ionic strength constant.

Because this soil already had considerable indigenous amounts of sulphate and calcium, the soil was first leached with a solution of MgCl$_2$ (10 mmol L$^{-1}$), followed by a solution of KCl (10 mmol L$^{-1}$), and finally distilled water in order to reduce the influence of the counter ions. This procedure lowered the indigenous (Table 6.1) calcium and sulphate levels to 6.5 and 0.8 mmol kg$^{-1}$, respectively. Adsorption isotherms were determined using the leached soil, and checked against samples of the original soil.

**Table 6.1.** Selected properties of the Egmont soil used in the experiments.

<table>
<thead>
<tr>
<th>pH$_{(H_2O)}$</th>
<th>Sand</th>
<th>Silt</th>
<th>Clay</th>
<th>Allophane</th>
<th>OM</th>
<th>CEC</th>
<th>AEC</th>
<th>Calcium</th>
<th>Sulphate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>39</td>
<td>46</td>
<td>15</td>
<td>9.2</td>
<td>11</td>
<td>343</td>
<td>6.7</td>
<td>36.8</td>
<td>1.75</td>
</tr>
</tbody>
</table>

1 Particle size measured by the pipette method; 2 By Al:Si ratio (Parfitt and Wilson, 1985); 3 Organic matter, measured by the loss on ignition method; 4 and 5 NH$_4$Ac extraction method (pH 7); 6 Ion substitution using Cl; 7 KH$_2$PO$_4$ extractable.

Four grams of air-dried soil were equilibrated with 25 mL of solution in centrifuge tubes by shaking for 24 hours in an end-over-end shaker at room temperature. After this equilibration period, the samples were centrifuged for 5 min at 8000 rpm, and filtered (Whatman 42) to separate the solution from the soil. The solution was then analyzed; the adsorbed amount was computed as the difference between the amount in the equilibrium solution before and after equilibration. Sulphate was determined by the methylene blue method (Johnson and Nishita, 1952), and calcium using atomic absorbance spectroscopy. The detection limits were approximate 0.005 mmol L$^{-1}$ for sulphur and 0.025 mmol L$^{-1}$ for calcium.
6.2.3.3. Miscible displacement experiments

Four miscible displacement experiments with repacked columns using Egmont soil were performed. Details of the experiments are presented in Table 6.2. Two columns (E₁ and E₂) were leached with different concentrations of CaSO₄ following a pre-leaching with CaCl₂, thus allowing to examine the influence of IPA on the BTCs at different solute concentrations. Another column (E₃) was leached with K₂SO₄ in a Ca-impoverished soil due to pre-leaching with KCl. This produced a BTC for sulphate with minimum influence of calcium. Finally another column was leached with solutions containing calcium only, using CaCl₂, but with the same step change in calcium concentration as column E₂. The columns E₃, and E₄ therefore present the situation where sulphate and calcium, respectively, are leached with the same concentrations as in columns E₂, but with minimum IPA.

Table 6.2. Concentration of the leaching solutions and some physical characteristics of the soil columns used in the miscible displacement experiments on Egmont soil.

<table>
<thead>
<tr>
<th>Column</th>
<th>Solution concentration (M)</th>
<th>Pre-leaching</th>
<th>Leaching</th>
<th>ρ¹ (kg m⁻³)</th>
<th>θ² (m³ m⁻³)</th>
<th>WFPV³ (cm³)</th>
<th>q⁴ (mm h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E₁</td>
<td>0.0067 - CaCl₂, 0.005 - CaSO₄</td>
<td>755</td>
<td>0.64</td>
<td>819</td>
<td>44.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₂</td>
<td>0.0133 - CaCl₂, 0.01 - CaSO₄</td>
<td>755</td>
<td>0.61</td>
<td>763</td>
<td>29.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₃</td>
<td>0.03 - KCl, 0.01 - K₂SO₄</td>
<td>770</td>
<td>0.63</td>
<td>789</td>
<td>20.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E₄</td>
<td>0.0133 - CaCl₂, 0.01 - CaCl₂</td>
<td>752</td>
<td>0.64</td>
<td>808</td>
<td>34.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹ ρ is the soil bulk density; ² θ is the volumetric soil water content; ³ WFPV is the water filled pore volume; ⁴ qₗ is the water flux density in the leaching stage.

All leaching experiments were conducted under unsaturated conditions, at a constant pressure potential of -0.1 kPa (at both column ends). The columns were 0.15 m high and had diameter of 0.10 m. The experiments were carried out following a procedure similar to that described by Magesan.
et al. (2003b). The solution was applied using a disk permeameter placed in the top of the column. The leachate solution was collected in small aliquots of between 50 mL to 100 mL, the collecting containers were in a pressure controlled chamber (Figure 4.1). These aliquots were analyzed for sulphate and calcium concentrations as described for the batch experiment. Chloride concentration was also analyzed using the mercury thiocyanate-iron method, with a detection limit of 0.085 (Florence and Farrar, 1971). Similar analyses were carried out for the soils before and after leaching, with sulphate being extracted with a KH$_2$PO$_4$ solution, and calcium using NH$_4$Ac.

6.2.3.4. Partition of the soil solute concentrations considering IPA

We used the simple approach where the total solute in the soil (Q, mol m$^{-3}$) can be divided into adsorbed (S, mol kg$^{-1}$) and solution (C, mol m$^{-3}$) phases. The mass balance for a given ion in the soil can therefore be described by:

$$Q = \theta C + \rho S$$

[1]

where $\theta$ is the soil water content (m$^3$ m$^{-3}$) and $\rho$ is the soil bulk density (kg m$^{-3}$). The quantities $S$ and $C$ should be in a thermodynamic equilibrium:

$$S \xrightleftharpoons{k_{ds}} C$$

[2]

Considering that the distribution coefficient, $k_d$ (m$^3$ kg$^{-1}$), is invariant for both adsorption and desorption processes, different functions have been presented to relate the concentration in the soil solution and the amount of solute adsorbed onto the soil particles. This adsorption component we call “single adsorption” ($S_s$, mol kg$^{-1}$), and it is described by the non-linear Freundlich isotherm:

$$S_s = k_F C^N$$

[3]

where $k_F$ is a variable equivalent to $k_d$ and $N$ is an empirical fitting parameter.
As shown in batch experiments described elsewhere (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Ajwa and Tabatabai, 1995b), if IPA is present, the amount of adsorbed ion increases in the presence of its counter ion. Therefore, IPA is regarded as an additional adsorption over the single one ($S_{IP}$, mol kg$^{-1}$). The total amount of adsorption will then be the sum of these two quantities:

$$S = S_S + S_{IP}$$

The partition between the different solute components in the soil ($C$, $S_S$, and $S_{IP}$) that leads to thermodynamic equilibrium has not yet been explored. In an attempt to identify this partition and to describe the results of the column experiments, two approaches are presented here. The first one is designated a particle governed approach (PGA). Here it is assumed that IPA is driven by particle surface interactions similar to those of the single adsorption. It is therefore implicit that the higher the single adsorption ($S_S$) the higher the additional one ($S_{IP}$) should be. For this we follow observations that the amount of additional adsorption of sulphate in the presence of calcium can be reasonably well described using a linear regression relationship between sulphate and calcium adsorbed concentrations (Bolan et al., 1993). Thus, assuming that such relationship is also linear for calcium additional adsorption, the following equation can be derived:

$$S_{IP} = k_s S_{S,SO_4} S_{S,Ca}$$

where $k_s$ (kg mol$^{-1}$) is the IPA factor, and considered to be independent of the solute concentration.

Alternatively, the value of $S_{IP}$ can be determined by assuming an equilibrium between the additional amount adsorbed and the soil solution concentration, similar to that of equation [2]. An equilibrium coefficient, or ion-pair factor ($k_c$, L mol$^{-1}$), is used to relate these amounts. Here also, it is predicted that $k_c$ does not depend on the concentration. This approach does
not imply any direct interaction with the soil particle surfaces. Therefore this is designated a solution governed approach (SGA1), and can be written as:

\[ S_{ip} = \frac{\theta}{\rho} k_c C_{S_{ip}} C_{Ca} \]  

[6]

where the ratio between soil water content and soil density is used to adjust the units. This is the water-to-soil ratio.

Equation [6] is similar to the stability equation of ion-pairs dissolved in an aqueous solution, where the amount of the ion-pairs (CaSO$_4^{0}$) is proportional to the product of the concentration of the dissociated ions (Ca$^{2+}$ and SO$_4^{2-}$). It seems reasonable to assume that the higher the concentration of CaSO$_4^{0}$, the greater the likelihood of this ion-pair to be adsorbed. For example, these ion-pairs could be trapped in the neutral overlaps of the particles' double layer following the model presented by Qafoku and Sumner (2002). On the other hand, there has been no detailed investigation of this.

Prediction of the partitioning of the total concentration of each solute into C, S$_s$, and S$_{ip}$, was carried out using a Newton-Raphson procedure to solve the equation:

\[ \left[ \rho \left( S_{s, Ca^{2+}} + S_{ip} \right) + \theta C_{Ca^{2+}} - Q_{Ca^{2+}} \right]^2 + \left[ \rho \left( S_{s, SO_4^{2-}} + S_{ip} \right) + \theta C_{SO_4^{2-}} - Q_{SO_4^{2-}} \right]^2 = 0 \]  

[7]

where S$_{ip}$ is equivalent for both solutes. The equilibrium was assumed instantaneous, following equation [3] for S$_s$, and equations [5] or [6] for S$_{ip}$. Because the values of S were found to be more sensitive to the changes in the adsorption parameters, they were used to evaluate the model fittings by contrasting predicted to observed values.

6.2.3.5. Solute movement in the soil:

The concentration of each solute in the soil solution, at time $t$ (s) and depth $z$ (m), was predicted using the Convection-Dispersion Equation (CDE) (equation [8]), assuming the water flux density ($q_{w}$, m s$^{-1}$) to be steady. The
dispersion coefficient \((D, \text{ m}^2 \text{ s}^{-1})\) was estimated using data from both solutes and also the chloride BTCs.

\[
\frac{\partial Q}{\partial t} = \theta D \frac{\partial^2 C}{\partial z^2} - q_w \frac{\partial C}{\partial z} \tag{8}
\]

To solve equation [8], a finite difference model (FDM) with central differences was written based on equation [9]. The soil column was divided into layers of thickness \(\Delta z\) (m), where the solute concentration was considered homogeneous and in equilibrium with the soil matrix during each time-step \(\Delta t\) (s). After computing the movement at each \(\Delta t\), variations in \(Q\) were partitioned into \(C\), \(S_s\), and \(S_{IP}\) following the partitioning procedures described above. Both, solute movement and adsorption were simulated using a computer procedure written in Visual Basic language.

\[
Q_{z,t} = Q_{z,t-1} + \Delta t \left( \theta D \frac{C_{z+1,t-1}^2 - 2C_{z,t-1} + C_{z-1,t-1}^2}{4\Delta z^2} - q_w \frac{C_{z+1,t-1} - C_{z-1,t-1}}{2\Delta z} \right) \tag{9}
\]

6.2.4. Results and discussion

6.2.4.1. Batch experiment

The adsorption of both calcium and sulphate was clearly affected by the presence of the respective counter ion. Figure 6.1 show examples of sulphate and calcium isotherms for the leached soil, at three different levels of the counter ion. Also shown, for comparisons between these sets and with those from other studies, are the adjusted Freundlich isotherms (without considering IPA). The parameters are in the range reported elsewhere (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Mora et al., 2005), although comparisons are difficult because of differences in soil mineralogy and specially due to the strong dependency on pH of the surface charge of the allophanic soils (Bolan et al., 1999a; Mora et al., 2005). In our case, no significant changes in pH were found when varying the concentration of the equilibrium solution, except for those with higher concentration of \(K_2\text{SO}_4\) where a slight increase in pH
occurred, indicating some specific adsorption of sulphate. Nonetheless strong evidence for IPA is provided by the enhanced adsorption of both ions when its counter ion is present in increasing amounts.

![Figure 6.1. Observed adsorption isotherms for sulphate (a) and calcium (b) using three different amounts of the counter ion in the added solution. Lines show adjusted Freundlich isotherms without considering ion-pair adsorption (IPA).](image)

Table 6.3 shows the adjusted parameter values for the isotherms using the two approaches for describing IPA. Both approaches, PGA or SGAl, allow solving the equations for the equilibrium between solution and sorbed concentrations quite easily, although the solution must be done simultaneously for both ions. Good agreement between predicted and measured values was found with both approaches. However, there are considerable differences in the shape of the isotherms evaluated by the two approaches. In particular, the values for $S_{IP}$ were estimated to be much higher using PGA compared with SGAl, especially at lower concentrations. This causes the shape of the single adsorption isotherm to be significantly different between the two approaches. In Figure 6.2 isotherms for both sulphate and calcium obtained equilibrating different amounts of CaSO$_4$ are presented (therefore in approximate equimolar amounts), and modelled using both IPA approaches. This example shows how the estimates of $S_{IP}$ differ when
increasing the solute concentration. Because both approaches use a product formula (of either $S_S$ or $C$), there is a tendency to exponentially increase the estimates of $S_{IP}$ when the amount of solute increases. As $C$ is favoured at higher concentrations (due to $N<1$), SGA1 estimates increasingly higher values for $S_{IP}$. This produces a rather unusual shape for the total adsorption (Figure 6.2c). This feature is not as pronounced in the other sets, where the amount of the counter ion was fixed. Nevertheless it indicates that this approach is not complete in the simple way presented here, demanding further investigation. Marcano-Martinez and McBride (1989) have also found the isotherm (for calcium) with $N$ above 1 when equimolar amounts of calcium and sulphate were added to the soil.

![Figure 6.2](image_url)

**Figure 6.2.** Adsorption isotherms for sulphate and calcium, added in equimolar amounts. Dots show observed data, bold lines represent modelled $S$, and thin lines show $S_S$ as estimated using the particle governed approach, PGA (a and b) or solution governed approach, SGA1 (c and d).
Table 6.3. Adjusted parameters of Freundlich isotherms and the IPA (ion-pair adsorption) factor for sulphate and calcium. The adjustment was made using batch experiment data. Also presented are the agreement measures (contrasting measured against estimated values of $S_{SO4} + S_{Ca}$).

<table>
<thead>
<tr>
<th></th>
<th>$k_{F,SO4}$</th>
<th>$N_{SO4}$</th>
<th>$k_{F,Ca}$</th>
<th>$N_{Ca}$</th>
<th>$k_s$ or $k_c$</th>
<th>$R^2$</th>
<th>RMSE $^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGA</td>
<td>3.64</td>
<td>0.30</td>
<td>11.61</td>
<td>0.50</td>
<td>0.061</td>
<td>0.9735</td>
<td>2.858</td>
</tr>
<tr>
<td>SGA1</td>
<td>7.21</td>
<td>0.12</td>
<td>14.15</td>
<td>0.44</td>
<td>0.017</td>
<td>0.9628</td>
<td>3.153</td>
</tr>
</tbody>
</table>

$^1$ Root mean squared error (mol kg$^{-1}$)

It was not possible to determine the Freundlich parameters for the single adsorption simply by regression analysis of the data set in which no counter ion was added, because the soil still had some residual amount of calcium and sulphate. The best fit using the three-phase equilibrium model (Equation [7]) gave quite unusual values for the Freundlich isotherm parameters, especially when SGA1 was used to describe IPA. In particular, the value of the exponent $N$ was relatively small compared with those reported in the literature (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Bolan et al., 1999a; Mora et al., 2005). In fact, the shape of the sulphate isotherms suggests that the maximum limit for the single adsorption of this ion had been reached.

It is also important to stress that large uncertainties and/or correlation between parameters may be expected because of the high number of parameters (five) which need to be adjusted simultaneously. For example the value of $N$ will be clearly restricted when the IPA factor is increased. The problem of adjusting models with high number of parameters has been the focus of several studies (for example, (Abbaspour et al., 2004; Vrugt et al., 2005; Beulke and Brown, 2006; Mertens et al., 2006), and frequently involve extensive computer work. Although care must be taken when using such multi-parameter models, the problem of parameterisation does not invalidate their use. A better understanding of the sensitivity and correlation of the
model parameters is important but beyond the scope of this paper. Further investigations examining the sensitivity analysis of various parameters will be discussed in a subsequent paper.

6.2.4.2. Miscible displacement experiments

Clear evidence for IPA was also found in the miscible displacement experiments. The adsorption of both calcium and sulphate increased in the presence of the other. The breakthrough of the sulphate solution of columns E1 and E2 occurred at a different time to that of column E3 (Figure 6.3a). This indicates that the presence of calcium in the former has retarded the movement of sulphate in the soil due to increased adsorption. Furthermore, for columns E1 and E2 the calcium concentration in the leachate dropped to almost zero when the accompanying anion changed from chloride in the pre-leaching to sulphate in the main leaching phase. This contrasts significantly with column E4, which was leached without replacing chloride by sulphate (Figure 6.3b). Retardation of BTC and changes in their shape have been reported (Bolan et al., 1993; Qafoku and Sumner, 2001; Nakajima et al., 2002) and IPA was used to explain those results. In addition to this, the final solute concentration in columns E2, E3, and E4 can be compared, as they can be regarded as replications which contained either both calcium and sulphate, only sulphate, or only calcium, respectively. The difference in sulphate between columns E2 and E3 represented an additional retention of 18.4 mmol kg\(^{-1}\). This is about the same amount as the difference for calcium between columns E2 and E4, which was 19.2 mmol kg\(^{-1}\).
Figure 6.3. Measured breakthrough curves (BTCs) for sulphate (a) and calcium (b), for the four experimental columns. Columns E1 and E2 leached with CaSO₄, E3 leached with K₂SO₄, and E4 with CaCl₂ (see Table 6.2).

Although we had no replications, these comparisons are relevant considering the good mass balance attained, with recoveries deviations within 7% limit. Similar to the batch experiment, the pH increased when K₂SO₄ was added to the soil (column E₃), and the change was equivalent to that experiment (from 4.7 to 5.2). For columns E₁ and E₂, the pH before and after the introduction of sulphate solution was the same, although a peak occurred during the displacement. No changes in pH occurred in column E₄.

Problems of non-uniqueness can be found when evaluating parameters by fitting models to miscible displacement data, because of the number of the unknown parameters and their related effects on BTCs shape (Friedel, 2005; Kohne et al., 2006). Obtaining larger amounts of data and independent estimation of some parameters are used to reduce this problem. In our case, the value of the dispersion coefficient ($D$ from equation [8]) was obtained using the chloride data, which had shown negligible adsorption, and the adsorption parameters found with the batch experiment data were used as starting estimates. Frequently, however, adsorption parameters found in batch experiments cannot be used for describing miscible displacement results (Heng et al., 1999; Katou et al., 2001; Maraqa, 2001). The different hydraulic
regime, especially the water-to-soil ratio and the time for equilibrium, is generally suggested as the reason for this disagreement.

Table 6.4. Adjusted parameters of Freundlich isotherms and the IPA (ion-pair adsorption) factor for sulphate and calcium. The adjustment was made using data from columns $E_1$ and $E_2$ of the miscible displacement (using CaSO$_4$ solution). Also presented are the agreement measures (measured vs. estimated values of the leachate concentration).

<table>
<thead>
<tr>
<th></th>
<th>$k_{F,SO_4}$</th>
<th>$N_{SO_4}$</th>
<th>$k_{F,Ca}$</th>
<th>$N_{Ca}$</th>
<th>$k_s$ or $k_c$</th>
<th>$R^2$</th>
<th>RMSE $^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>0.45</td>
<td>0.60</td>
<td>0.38</td>
<td>0.60</td>
<td>4.75</td>
<td>0.9928</td>
<td>0.199</td>
</tr>
<tr>
<td>PGA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGA1</td>
<td>2.00</td>
<td>0.20</td>
<td>0.20</td>
<td>0.80</td>
<td>0.22</td>
<td>0.9300</td>
<td>0.604</td>
</tr>
<tr>
<td>$E_2$</td>
<td>0.45</td>
<td>0.55</td>
<td>0.35</td>
<td>0.63</td>
<td>3.75</td>
<td>0.9923</td>
<td>0.397</td>
</tr>
<tr>
<td>PGA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGA1</td>
<td>2.3</td>
<td>0.12</td>
<td>0.25</td>
<td>0.75</td>
<td>0.10</td>
<td>0.9785</td>
<td>0.671</td>
</tr>
</tbody>
</table>

$^1$ Root mean squared error (mol m$^{-3}$)

The chloride data showed no significant adsorption in this soil (Figure 6.4). Fitting a CDE model to the chloride data revealed consistent values for $D$. As this parameter has only a small effect, the average value of 2.0 m$^2$ s$^{-1}$ was assumed for all columns. Table 6.4 shows the adsorption parameters found by inverse modelling using equation [9], and the two IPA approaches to describe the data of columns $E_1$ and $E_2$. Interestingly, while the values of the distribution factor were much smaller than those of the batch experiment, as expected, the IPA factor was found to be much larger, especially for PGA. This suggests that IPA is more likely to occur at smaller water-to-soil ratios, contrary to the single adsorption. Frequently the restricted access to adsorption sites is used to explain the decrease in the single adsorption found in miscible displacement experiments. This would also apply for IPA, unless the phenomenon responsible for IPA is different from that of the single adsorption.
Figure 6.4. Measured chloride breakthrough curves (BTCs) for the four experimental columns, also is shown the adjusted model. Concentration is relative to the input solution. Columns E₁ and E₂ leached with CaSO₄, E₃ leached with K₂SO₄, and E₄ with CaCl₂ (see Table 6.2).

The BTCs modelled with IPA predicted the results from the column experiments reasonably well (Figure 6.5). However, the description using the PGA resulted in better agreement, as we were able to better simulate the drop of calcium in the presence of sulphate. This difference between the two approaches is a result of the fact that at low concentrations PGA estimates higher amounts of IPA (see isotherms on Figure 6.2). Equilibrium may, therefore, occur with a very low value of C and a larger value of S (S₅ + Sᵢᵢ). For SGA1 only a small fraction of the solute is adsorbed by IPA in relation to the single adsorption, and thus equilibrium occurs with smaller values of S at low solution concentrations. We speculate that the discrepancies between the measured and the simulated BTC using SGA1 are due to the adsorption/desorption processes of the solutes not being fast enough to be considered instantaneous. If the desorption of calcium was not as fast as adsorption, as has been shown elsewhere (Verburg and Baveye, 1994; Undabeytia et al., 1998), it would result in a higher concentration of calcium in the adsorbed phase. This would, therefore, produce a more pronounced reduction in the concentration of this ion in the solution phase.
Clearly, more studies are required to better understand the IPA phenomenon and thus describe with greater precision the movement of solutes in soils displaying it. The extent of IPA can be considerably large, and its influence on the solute leaching is evident. Our approaches for describing IPA do allow predictions of the general patterns of the adsorption isotherms and BTCs, and this provides a starting point for further investigations.

Figure 6.5. Measured (dots) and modelled (lines) breakthrough curves (BTCs) for sulphate and calcium from columns E1 (a and b) and E2 (c and d) (leached with CaSO$_4$). Ion-pair adsorption (IPA) was described using the particle governed approach, PGA (a and c) and solution governed approach, SGA1 (b and d).

6.2.5. Conclusions

We present evidence of IPA in the Egmont soil, which is dominated by variable-charge components. Both sulphate and calcium adsorption increased significantly when applied simultaneously. Results from both batch and
miscible displacement experiments showed features that supported the theory of cooperative adsorption for these two solutes as ion-pairs. Two simple approaches were used to describe IPA, in which the adsorbed solute is partitioned into different components. These two approaches were used for modelling our experimental data.

Both the sulphate and calcium adsorption isotherms were well described by a Freundlich model, plus IPA. Using the CDE model coupled with either of the two approaches for describing ion adsorption, we achieved a reasonable description of the shape of the breakthrough curves. However, the PGA model, which relates IPA to the soil’s single adsorption capacity, resulted in better overall agreement.

Our approaches for describing IPA can be used to estimate the simultaneous movement of sulphate and calcium in soils. However, more work must be done to obtain a better understanding of the IPA phenomenon and for further model development. The extent of IPA should not be ignored when describing sulphur or calcium dynamics in these variable charge soils.

6.3. BTC description using the SGA2 approach

As already mentioned, this approach was developed after the acceptance of the article just presented. As shown in Chapter 5, this approach and SGA1 can be considered different versions of a general power equation. However, the fitting of the adsorption model to the batch data revealed that the performance of this approach is similar or slightly better than the PGA approach. That third approach was then used to verify if this trend would repeat again for the BTCs from the miscible displacement experiments with Egmont soil leached simultaneously with sulphate and calcium solution.

The measures of agreement between the model and the data set given, by the \( R^2 \) and RMSE, did confirm that trend. SGA2 showed good performance
(Table 6.5), which was only marginally better than the PGA approach (Table 6.4). The shape of the modelled BTC is also very similar to that of PGA (Figure 6.6). The parameters found using the miscible displacement data set were also considerably different from those of the batch experiment (Table 6.3). The differences for the IPA factor between estimates from the two data sets followed a dissimilar pattern to that found for PGA and SGA1 approaches. Here the IPA factor is smaller than the one from the batch data, while it was significantly higher for the other two approaches. Unfortunately a possible explanation for this could not be found. The values for the Freundlich equation parameters found for SGA2 were quite similar to those of PGA, but here the differences between estimates for the two columns were larger.

Nevertheless, the model performed well for describing the miscible displacement experiments data using the SGA2 approach for evaluating the IPA adsorption. The general level of agreement for both experimental data sets showed that PGA and SGA2 are equally suitable for modelling the movement of sulphate and calcium. On the other hand, the differences in the parameter values when fitted to data from batch or miscible displacement experiments suggest that further investigation is needed.

Table 6.5. Adjusted parameters of Freundlich isotherms and the IPA (ion-pair adsorption) factor for sulphate and calcium using SGA2 approach. The adjustment was made using data from columns $E_1$ and $E_2$ of the miscible displacement (using CaSO$_4$ solution). Also presented are the agreement measures (measured vs. estimated values of the leachate concentration).

<table>
<thead>
<tr>
<th></th>
<th>$k_{F,SO_4}$</th>
<th>$N_{SO_4}$</th>
<th>$k_{F,Ca}$</th>
<th>$N_{Ca}$</th>
<th>$k_r$</th>
<th>$R^2$</th>
<th>RMSE $^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>0.14</td>
<td>0.59</td>
<td>0.24</td>
<td>0.56</td>
<td>1.15</td>
<td>0.9963</td>
<td>0.195</td>
</tr>
<tr>
<td>$E_2$</td>
<td>0.29</td>
<td>0.49</td>
<td>0.07</td>
<td>0.97</td>
<td>0.85</td>
<td>0.9951</td>
<td>0.392</td>
</tr>
</tbody>
</table>

$^1$ Root mean squared error (mol m$^{-3}$)
Figure 6.6. Measured (dots) and modelled (lines) breakthrough curves (BTCs) for sulphate and calcium from columns E1 (a) and E2 (b) (leached with CaSO₄). Ion-pair adsorption (IPA) was described using the SGA2 approach.
CHAPTER 7

7. Sulphate and calcium movement in an allophanic soil – The relevance of ion-pair adsorption in the soil-plant system

7.1. Introduction

As already described, the retention of an ion in the soil may be influenced by the presence of other ions in the soil solution. Cooperative retention of opposite-charged ions, termed here ion-pair adsorption (IPA) has been identified for the ion-pair sulphate-calcium in some soils with variable-charge characteristics (Marcano-Martinez and McBride, 1989; Bolan et al., 1993; Qafoku and Sumner, 2002). In the previous chapters results from several laboratory experiments were used to demonstrate that such phenomenon also occur with these ions in the New Zealand’s Egmont soil. This soil has allophane as the main clay mineral, and therefore possesses variable-charge characteristics. In volcanic soils with high content of allophane or imogolite, sulphate can be expected to be adsorbed in additional amounts when calcium content is elevated (Pigna and Violante, 2003; Mora et al., 2005). Gypsum (CaSO$_4$.2H$_2$O) fertilisation has been recommended for these soils for supplying both calcium and sulphate because of the lower risk of leaching due to the enhanced adsorption (Mora et al., 2005).

Because IPA changes ion retention, it can influence the leaching through the soil of the involved ions. This effect has been observed in sulphate and calcium breakthrough curves from miscible displacement experiments in laboratory, shown in the previous chapters and in the literature (Bolan et al., 1993; Davis and Burgoa, 1995). However, conditions in the field with plants
are quite different to those in the laboratory. Well controlled field experiments are difficult to carry out, and so far no studies of IPA under field conditions have been reported. A plant-and-soil study using lysimeters in a greenhouse seems to be a valuable means for testing laboratory findings under more realistic conditions. Such study has not yet been used for exploring the possible effects of IPA on sulphate leaching, or plant uptake. It is also not known whether or not ions retained due to IPA are available to plants. IPA seems to be readily reversible when the ionic composition of the soil solution is changed (Qafoku and Sumner, 2002). Since plants can alter the balance of ions in the soil, due to selective uptake, it is possible that IPA could be reversed by plants. Longer-term trials, with intermittent irrigation, may also alter the soil ionic composition and consequently might alter the extent of IPA over time. In these cases, the relevance of IPA for the solute movement through the root zone might be quite different from its influence verified in laboratory studies using bare soil.

The influence of the accompanying cation on sulphate leaching in New Zealand’s Egmont soil has been demonstrated in the previous chapters comparing the results of various short-term miscible displacement experiments. To further investigate the relevance of IPA under more realistic conditions involving plant growth over a relative long period, a plant experiment was set up in the glasshouse. Since the adsorption of sulphate is enhanced by the presence of calcium, and thus its leaching delayed, it was hypothesised that the use of CaSO₄ as an IPA-inducing fertiliser should improve the sulphur supply to plants as compared to the use of K₂SO₄. For assessing the relevance of IPA in this soil-plant system, the plant growth and nutrient uptake was measured, as well as the concentration in the leached solution. It was assumed that sulphate should remain longer in the soil treated with CaSO₄, and thus the amount taken up by the plants would increase, and this could possibly affect the plant growth.
7.2. Materials and methods

7.2.1. Soil

For this experiment the Egmont loam soil was used. This soil has already been described in previous chapters, see Table 6.1 for a list of some of its properties.

7.2.2. Plant experiments

The pots used in this experiment had upper diameter of 0.2 m and 0.165 m height. Soil was filled up to a depth of 0.15 m to a bulk density of around 720 kg m\(^{-3}\). Six different treatments comprising of different fertilisers and irrigation rates were used. These treatments are hereafter referred to as NL, NH, CL, CH, KL, and KH, where the first letter stands for the fertiliser used, namely: none (N); CaSO\(_4\) (C); and K\(_2\)SO\(_4\) (K), and the second letter stands for the irrigation rate: low rate (L), to equate to the daily evapotranspiration; and a high rate (H), approximately double the evapotranspiration. This higher irrigation rate was used to ensure appreciable leaching would occur. The fertilisers, at a rate of 30 kg ha\(^{-1}\) (100 mg kg\(^{-1}\) of soil) of sulphur, were dissolved in water and thoroughly mixed with the soil before packing the soil into the pots. Three replications were used for each treatment. In addition to this, six extra pots per treatment were used for destructive sampling to monitor plant development at various intervals during the experiment.

About ten seeds of rapeseed (Brassica napus) were sown into each pot, and after germination six plants were left per pot. Sulphur-free nutrient solution (Hoagland solution) was supplied to the plants (about 15 mL week\(^{-1}\)) with the irrigation water to ensure an adequate nutrient supply. Seeds were sown on 15\(^{th}\) September, 2004, and plants were harvested on 15\(^{th}\) December, 2004, just before flowering. Water was supplied daily, generally in the morning. The irrigation amount to be added was calculated by weighing each of the pots before irrigation. The high irrigation rate was applied from 30\(^{th}\)
October onwards (Figure 7.1), consequently leaching started only early in November (5th November for most pots). The leachate was monitored from 3rd to 12th December (Figure 7.2). The leachate was collected in buckets placed underneath the pots. These buckets were emptied before the irrigation on the following day started. At time intervals of about 10 days some of the additional pots were harvested for monitoring plant growth over time. One pot for each treatment was used at each time. Measurements and analyses were performed in a similar way to the main pots, as described below.

---

**Figure 7.1.** Average of the water applied per pot for the two irrigation treatments, low irrigation rate (L) and high irrigation rate (H).

---

**Figure 7.2.** Average of the solution amount leached per pot for the two irrigation treatments, low irrigation rate (L) and high irrigation rate (H).
7.2.3. Plant and soil analyses

At the end of the experiment, the plants were cut off at the soil surface. After recording the weight, height, and leaf area, the plant shoots were oven-dried (65°C) and stored for further analyses. The roots were washed off the soil, and after their weight and length were determined, samples were also oven-dried and stored. Both roots and shoots were analyzed for sulphur, calcium and potassium. For the analysis, alkali sodium hypobromide digestion was used for extracting sulphur (Tabatabai and Chae, 1982), and nitric acid digestion for cations (Huang and Schulte, 1985). The determination of their concentrations used the methods described below. Some of the plant samples were also analyzed for sulphur and calcium with the particle-Induced X-ray Emission – PIXE (Kennedy and Markwitz, 2002).

At harvest, the soil was divided into five layers, allowing then the soil analyses separate for different depths. The soil and the collected leachate were also analyzed for total sulphur, sulphate, calcium and potassium. Sulphate was extracted from the soil using KH₂PO₄ (0.01 mol L⁻¹) and cations using NH₄OAc (1 mol L⁻¹). For the determination of total soil sulphur, a sodium bicarbonate fusion was used (Tabatabai and Bremner, 1970). Finally, sulphur was determined by the methylene blue method (Johnson and Nishita, 1952), and cations using atomic absorbance spectroscopy. The data sets were subject to an analysis of variance, with the differences between treatments being assessed using the Tukey test (5% prob.).

7.3. Results and discussion

7.3.1. Plant growth and nutrient uptake

Plant growth was greater when extra irrigation water was supplied, while the addition of fertilisers resulted in a much smaller response. The plants growing in high-rate irrigated pots had mass and leaf area about 45% higher than those of the low-rate pots, for each of the three fertiliser treatments
(Figure 7.3). Supplying fertiliser produced a 15% increase in both the plant mass and the leaf area compared to the non-fertilised pots. However there were no differences between the two fertiliser sources, CaSO₄ and K₂SO₄. The differences in plant growth were noticeable only in the last 30 days of the experiment (Figure 7.3). It seems, therefore, that the differences between the two fertilisers, caused by the IPA effect, were not significant when most of the plant growth occurred. In this phase, late in the experiment, the different nutrient supply (especially sulphate) would have become important because of the higher growth rate associated with higher demand. By this later time, the evapotranspiration rate had also increased, due to both higher temperatures and larger leaf areas. Therefore the pots with low irrigation rate probably experienced some water shortage at the end of the day. This would explain the positive effect of the high irrigation treatment.
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**Figure 7.3.** Development of the plants fresh weight and leaf area over the experimental time for the six treatments: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K), low irrigation rate (L), and high irrigation rate (H).

The root distribution, whether described by mass or length, also only exhibited appreciable differences between the two irrigation rates (Figure 7.4). These differences were actually significant only in the top layer. While the root length distribution was quite homogeneous in the profile for the pots with low-rate irrigation, in the high-rate pots the top layer had a markedly high root content (Figure 7.4).
Figure 7.4. Specific root length distribution in the soil profile for the six treatments: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K), low irrigation rate (L), and high irrigation rate (H).

The uptake of both sulphate and potassium by plants was higher in those pots where these ions were added, whereas calcium fertilisation did not result in higher uptake of this ion (Figure 7.5). This indicates that the calcium content in the soil was not a limiting factor. The measured sulphur concentration in the plants revealed that all treatments suffered deficiency, since all measurements of the shoot sulphur concentration were below the threshold of 3 mg S g⁻¹ (Table 7.1) (Scherer, 2001). Again lower values were found for those pots that were not fertilised. No significant differences were found between the two fertilisers used, although those plants from the treatment with CaSO₄, showed higher sulphur content. The sulphur deficiency was more severe for the high-rate irrigated pots where visible symptoms were noticed at the end of the trial. Plants in the pots with the high-rate irrigation had also lower concentrations of calcium and potassium than those with the lower irrigation. This can be considered a dilution effect, since the plants with higher irrigation rate had also higher biomass.
Table 7.1. Sulphur concentration in the plants from the six treatments: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K), low irrigation rate (L), and high irrigation rate (H). All values in mg g⁻¹ dry mass.

<table>
<thead>
<tr>
<th></th>
<th>Root</th>
<th>Shoot</th>
<th>Whole</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL</td>
<td>2.33</td>
<td>1.42</td>
<td>1.70</td>
</tr>
<tr>
<td>NH</td>
<td>2.71</td>
<td>1.26</td>
<td>1.54</td>
</tr>
<tr>
<td>CL</td>
<td>4.13</td>
<td>2.23</td>
<td>2.67</td>
</tr>
<tr>
<td>CH</td>
<td>4.04</td>
<td>1.59</td>
<td>2.00</td>
</tr>
<tr>
<td>KL</td>
<td>3.90</td>
<td>2.46</td>
<td>2.70</td>
</tr>
<tr>
<td>KH</td>
<td>3.57</td>
<td>1.81</td>
<td>2.16</td>
</tr>
</tbody>
</table>

Figure 7.5. Averages of sulphur, calcium, and potassium uptake per pot for the six treatments: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K), low irrigation rate (L), and high irrigation rate (H). Vertical lines represent the standard deviation. Columns with the same letter in the boxes, for each irrigation treatment, did not differ significantly (Tukey test at P<5%).
7.3.2. Leachate

Analyses of the collected leachate provided the best data to determine the relevance of IPA in the plant growth experiment. Measurable leaching amounts occurred only in those pots with the high irrigation rate. The quantities of sulphate leached were quite small compared to the amounts in the soil, the amounts increased in the order: no-fertiliser < CaSO$_4$ < K$_2$SO$_4$ (Figure 7.6a), although the differences were not statistically significant. The total amount of calcium leached indicated that this ion had its retention enhanced in those pots where sulphate has been added. The highest amount of calcium leached was verified in the non-fertilised pots (Figure 7.6b). No significant differences could be identified between the total amounts of calcium leached from the two treatments with fertiliser. A better insight into the relevance of IPA can be obtained by observing the concentration of the leachate over the time. The sulphate concentration in the leachate was different between the treatments, and it increased in the same order as the total quantities leached (Figure 7.7a). This was found throughout the experiment, although towards the end these differences were much smaller. Similarly, the concentration of calcium in the leachate was about 15% smaller at the beginning of the leaching process for the treatment with CaSO$_4$ as compared to that with K$_2$SO$_4$, despite extra calcium being added to this treatment. It is in fact smaller than the non-fertilised pots (Figure 7.7b). After about two weeks, these differences could no longer be distinguished. Although these differences were again not statistically significant, they do suggest that IPA is relevant for the leaching only in the short term, just for a week or so after the application of the fertilisers. Depending on the retention capacity of soils continued leaching reduces the relevance of IPA for the retention of calcium and sulphate.
Figure 7.6. Average per pot of the leached amounts of sulphate, calcium, and potassium for the three treatments with high-rate irrigation: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K). Vertical lines represent the standard deviation. Columns with the same letter in the boxes did not differ significantly (Tukey test at P<5%).

Figure 7.7. Concentration of sulphate and calcium in the leachate during the experimental time, for the three treatments with high-rate irrigation: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K).
7.3.3. Soil ion concentration

The final ion concentration in the soil revealed different response patterns for sulphate, calcium and potassium (Figure 7.8). The final sulphate concentrations showed responses to fertilisation and, to a much smaller extent, to irrigation. Calcium concentrations responded to irrigation only, and potassium showed no clear differences. Since potassium was supplied to the soil via the nutrient solution, this lack in differences could be expected. The calcium content in the soil was smaller in the high-rate irrigated pots. These variations were mainly a result of leaching and the higher uptake in those pots. For sulphate, although the final concentration was higher in those pots where fertiliser was applied, no significant effects could be found in relation to the fertiliser used.

Figure 7.8. Average per pot of the final soil concentration of sulphate, calcium, and potassium for the six treatments: no fertiliser (N), CaSO4 (C), K2SO4 (K), low irrigation rate (L), and high irrigation rate (H). Vertical lines represent the standard deviation. Columns with the same letter in the boxes, for each irrigation treatment, did not differ significantly (Tukey test at P<5%).
The distribution in the soil profile of the three measured ions has shown differences only between the two irrigation rates (Figure 7.9). Sulphate distribution in the profile was somehow homogeneous for all treatments, with a higher concentration in the bottom layer for the pots with higher irrigation. Calcium was leached down the profile similarly for all pots, the difference between the irrigation treatments is evidenced by the calcium content in the lower layers. The differences between treatments were much smaller for the potassium concentration, with a noticeable accumulation in the top layer. This potassium accumulated should have come from the nutrient solution.

The measured values of the final concentrations of sulphate and calcium in the five soil layers of each pot showed no correlation to each other (Figure 7.10). It seems that the high initial calcium content in the soil has masked the contrasting effects of the addition of CaSO\(_4\) or K\(_2\)SO\(_4\) on sulphate retention, as observed in Chapter 5. Concluded for this also, the fact that sulphate concentration in the soil was relatively small. Concomitantly the cycling of sulphur into mineralised and organic forms, would have also been important in this relatively long-term experiment, and also contributed to the lack in correlation between calcium and sulphate concentrations in the soil. Finally, the uptake by the plant roots should have had an effect on the final distribution of these ions, because sulphate is actively taken up by plants (de Kok et al., 2005).
Figure 7.9. Concentration profile of sulphate, calcium, and potassium for the six treatments: no fertiliser (N), CaSO₄ (C), K₂SO₄ (K), low irrigation rate (L), and high irrigation rate (H).
Although the results of this study revealed no effects of IPA on plant response to nutrient uptake, they do suggest the need for further research. The use of soil with a smaller indigenous calcium content, for example, might emphasise the relevance of IPA, at least in the short term. The interactions between IPA and plant uptake should be a subject for further studies. Fertilisation in the middle of the growing season could provide an opportunity to investigate the relevance of IPA during a period of high active plant growth, and therefore high ion uptake. Since laboratory studies do show that retention of sulphate and calcium is significantly enhanced by IPA, studies under realistic conditions should continue to improve our understanding of IPA in the presence of growing plants and under non-steady water flow.

![Figure 7.10. Comparison between the final soil concentrations of calcium and sulphate measured in five different depths of each pot of all treatments.](image)

7.4. Summary and conclusions

Following batch and column studies that have identified ion-pair adsorption involving sulphate and calcium in the Egmont soil, a pot experiment conducted in glasshouse has been performed to determine the relevance of IPA in this variable-charge soil under conditions more realistic than those in the laboratory. The effect of IPA on the leaching of sulphate, and
the possible response of plants to this effect, was examined in repacked soil lysimeters. CaSO₄ was used to induce IPA in contrast to K₂SO₄, and a control. Also, two irrigation rates were employed. Plant growth, ion uptake, soil and leachate concentrations were analyzed over a period of three months.

Although plant growth and ion uptake exhibited a response to fertilisation, there were no differences between the two fertilisers. Therefore there was no evidence for the effect of IPA on plant growth or ion uptake. Plant growth did respond significantly to extra irrigation. The leachate data from the experiment suggest that IPA is important only in the short-term. After just over a week, the results did not show significant evidence of IPA following CaSO₄ fertilisation. As a consequence, it seems that the differences between the treatments were no longer significant when plant growth became appreciable. This explains the lack of response from the plants.

The fact that no correlation was found between the final contents of calcium and sulphate in the soil is probably associated with the active plant uptake of sulphate, which was in deficit, in conjunction with the initial high content of calcium in the soil. The sulphur cycling in the soil may have also influenced this result, as the organic matter content was quite high.

The basic outcome from this experiment is that the expected effect of IPA on plant uptake of sulphate could not be verified. Furthermore, the concentration in the leachate, and the final soil contents, showed also little evidence of IPA. Nonetheless, some evidence for CaSO₄ delaying the leaching of both sulphate and calcium in the early stages was found. Further studies are suggested to determine the time span after fertilisation during which IPA is relevant for reducing sulphate and calcium leaching. Also the need for a deeper understanding of the interaction between plant uptake and IPA in the soil requires further investigation.
8. Final summary and conclusions

With an increasing number of reports of sulphur deficiency worldwide, a good fertilisation management has to consider the sulphur nutritional status of crops. Sulphur deficiency can cause plant yield and quality losses, and consequently reduce the already narrow profit margin of agricultural production. For comprehensive management of the field nutritional status a reliable description of sulphur balance in the soil is needed. One of the most important aspects of the sulphur dynamics in the soil is the transport of sulphate. Sulphate is the mobile form of sulphur in soils, which can be taken up by plants or leached down the soil profile. Water movement and adsorption onto the soil particles are the main factors controlling the transport of sulphate in soils, therefore a better understanding of these processes can potentially lead to improvements in the description of the sulphur balance.

The objective of this thesis, taken these considerations into account, is to make a contribution towards a more comprehensive description of the sulphur dynamics in the soil. For this a better understanding of the sulphate movement in soils is sought. More particularly, the influence of the presence of different cations on the adsorption of sulphate, and the consequences on their transport through the soil are examined.

To verify the influence of cations on the movement of sulphate, series of experiments with two soils from the New Zealand's North Island were performed. These soils, Taupo and Egmont soils, were chosen because of their contrasting ion adsorption capacities. Two series of experiments were performed in the laboratory, comprising miscible displacement experiments and batch equilibrations. A pot trial with the Egmont soil was also carried out.
for examining the cation-influenced sulphate movement under more realistic conditions, with active plant growth.

Results from the miscible displacement experiments presented in Chapter 4 have shown the occurrence of very little adsorption of both ions in the Taupo soil, which has a low allophane content. Conversely, the results showed that sulphate, and especially calcium, are noticeably adsorbed in the Egmont soil, which contains large amounts of allophane. The amounts of sulphate and calcium adsorbed were strongly correlated in the Egmont soil, and in a different Taupo soil sample, with a higher allophane content. Sulphate adsorption was enhanced when it was applied with calcium, as compared to potassium. Analogously, calcium retention increased in the presence of sulphate in contrast to chloride. This cooperative enhanced retention of sulphate and calcium reveals the occurrence of ion-pair adsorption (IPA) in these soils. Allophane is the main variable-charge clay mineral in both soils, and seems to be responsible for their strong adsorption characteristics, including the occurrence of IPA. The results of the miscible displacement experiments clearly demonstrate that IPA can affect the movement of both ions to a considerable extent, and therefore IPA should not be ignored when studying the transport of sulphate in these soils.

Results from the batch experiments, with various combinations of sulphate and calcium additions, confirmed the synergetic interaction between the adsorption of these ions in the Egmont soil. This relationship was examined in more detail in these experiments, and a comprehensive data set was obtained. Based on the analysis of this data set, plus the review of published data, an adsorption model has been introduced in Chapter 5. For evaluating the amount of solute adsorbed as ion-pair using this model, three different mathematical approaches were proposed. A data analysis procedure based on the literature data was used for a preliminary comparison of these approaches. This procedure also provided a means for comparing the adsorption characteristics of Egmont soil with the soils from the published
data. The IPA factor, used in the description of the simultaneous adsorption of sulphate and calcium due to IPA, showed consistency within each approach for all the data analysed, although the best approach for describing the data could not be established.

Two alternative parameterisation procedures were also presented in Chapter 5. These procedures were employed for finding the best set of parameters to use in the adsorption model for describing the results from the batch experiments. The procedure that used an adapted least squares method resulted in similar values of the IPA factor to those from the initial data analysis. On the other hand, the estimated Freundlich adsorption parameters exhibited large variability. The inverse modelling procedure, using the maximum likelihood method, seemed to be the best for parameterisation. The values of the parameters found were more consistent and the model’s agreement to the observed data set was best using this procedure over the former approach. The three approaches have shown good agreement to the observed data. But one, named SGA1, exhibited slightly higher deviations. The computer program, presented in the Appendix B, built to solve the adsorption model performed well to evaluate the agreement between the model’s prediction and the observed data set using the maximum likelihood method.

The proposed adsorption model, coupled with the convective-dispersive approach for describing solute transport, was tested against the data obtained in the miscible displacement experiments. Again a computer program, presented in Appendix C, was used for evaluating the agreement between the model and the observed data. These comparisons, shown in Chapter 6, indicate that any of the three approaches for describing IPA can be successfully used to simulate the movement of sulphate and calcium in the soil. The approach SGA1 again showed the largest deviations, while the other two performed similarly. However, the parameter set found using the data from the miscible displacement experiments was significantly different from
those found with the batch experiment data set. These differences were not surprising, since there are several reports in the literature of divergence between parameters obtained from batch and from miscible displacement experiments.

As discussed in Chapter 7, the results of the pot trial were mostly inconclusive to show any effect of IPA in the plant uptake. It was expected that the leachate from the soil would exhibit some differences in the sulphate losses, and these differences would be detected in the plant uptake, and thus in the plant growth. However, plant growth showed stronger response to irrigation than to sulphur fertilisation, and no response to the type of fertiliser applied. Also, the final concentration of sulphate in the soil was not correlated to the content of calcium. The leachate concentration did show some response to IPA, although with low significance. The effect of IPA on solute leaching was negligible after some days of intermittent irrigation. On reflection, this could perhaps have been expected, as the IPA is reported to be reversible. Further studies are, therefore, required to determine the time span that IPA is relevant for reducing sulphate leaching. The contrast between the use of potassium or calcium as the sulphate accompanying ion was probably reduced by the high level of indigenous calcium in the soil.

The effect of IPA in the reduction of sulphate leaching could be more interesting with mid-season fertilisation, when there is more active plant growth, since any delay in the leaching process would provide plants with a longer time to take up the added sulphate. An experiment under such conditions could be used perhaps to better demonstrate the interaction between IPA and plant uptake.

The model introduced here should also be tested in different soils and under a wider range of conditions. More studies are also required to better define IPA, since the mechanism for IPA is not well understood. Various soils of volcanic and tropical origin with variable-charge components are reported
to present behaviour compatible with the occurrence of IPA, in such cases the adsorption model presented here has the potential to assist in for further investigation, and also, in enhancing the reliability of descriptions of the sulphur dynamics in soils.

In summary, it has been demonstrated that IPA occur in the allophanic Egmont soil, and is likely to occur in other soils with a considerable allophane content. An adsorption model, considering three alternative approaches for evaluating the extent of IPA, has been presented. Using a comprehensive adsorption data set, this model was parameterised and tested. The proposed model is not a deterministic one, but it is simple and performed well when describing the adsorption data set, and the literature data. The model was also successfully applied to describe the results from the miscible displacement experiments. However, it was not possible to favour any one of the proposed approaches for the description of IPA. The relevance of IPA for the leaching of sulphate in short-term experiments was clearly demonstrated. However, longer-term experiments should be carried out to better evaluate its relevance over time.

With the narrowing profit margin, and increasing pressure from environmental legislation, farming systems are in need for more reliable tools for fertilisation management. The work presented in this study provides a significant contribution towards a more reliable description of the behaviour of sulphate in the field. This is accomplished by improving the understanding of the adsorption of sulphate in the soil, and its effect on sulphate transport.


# List of Symbols and Abbreviations of the Appendices

**Roman letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>Concentration of a solute dissolved in the soil solution</td>
<td>[mol m$^{-3}$]</td>
</tr>
<tr>
<td>$C_0$</td>
<td>Initial concentration of a solute in the soil solution</td>
<td>[mol m$^{-3}$]</td>
</tr>
<tr>
<td>$C_l$</td>
<td>Concentration of a solute in the input solution</td>
<td>[mol m$^{-3}$]</td>
</tr>
<tr>
<td>$C_e$</td>
<td>Concentration of a solute in the outflow solution</td>
<td>[mol m$^{-3}$]</td>
</tr>
<tr>
<td>$\hat{C}_e$</td>
<td>Concentration of a solute in the outflow solution</td>
<td>[mol m$^{-3}$]</td>
</tr>
<tr>
<td>$d$</td>
<td>An auxiliary model variable</td>
<td>-</td>
</tr>
<tr>
<td>$dt$</td>
<td>A time-step</td>
<td>[s]</td>
</tr>
<tr>
<td>$dz$</td>
<td>A space-step</td>
<td>[m]</td>
</tr>
<tr>
<td>$D$</td>
<td>Soil hydrodynamic dispersion coefficient</td>
<td>[m$^{-2}$ s$^{-1}$]</td>
</tr>
<tr>
<td>$E_{\text{limit}}$</td>
<td>The limit for the deviation between two estimates</td>
<td>-</td>
</tr>
<tr>
<td>$F$</td>
<td>A generic function</td>
<td>-</td>
</tr>
<tr>
<td>$G$</td>
<td>A generic function</td>
<td>-</td>
</tr>
<tr>
<td>$i$</td>
<td>An integer used as index to indicate the ion species</td>
<td>-</td>
</tr>
<tr>
<td>$j$</td>
<td>An integer used as a counter</td>
<td>-</td>
</tr>
<tr>
<td>$k_F$</td>
<td>Parameter of the Freundlich isotherm equation</td>
<td>[L kg$^{-1}$]</td>
</tr>
<tr>
<td>$k_{IP}$</td>
<td>A generalised IPA equilibrium factor</td>
<td>-</td>
</tr>
<tr>
<td>$k_s$</td>
<td>IPA equilibrium factor for PGA approach</td>
<td>[mol kg$^{-1}$]</td>
</tr>
<tr>
<td>$k_c$</td>
<td>IPA equilibrium factor for SGA1 approach</td>
<td>[mol L$^{-1}$]</td>
</tr>
</tbody>
</table>
\( k_r \) IPA equilibrium factor for SGA2 approach \([L \text{ kg}^{-1}]\)

\( L \) The length of the soil column \([m]\)

\( L_0 \) The length of the gradient of a function -

\( N \) Exponent of the Freundlich isotherm equation -

\( n_D \) The total number of elements in a data set -

\( n_L \) The number of layers -

\( n_S \) The number of simulations -

\( O \) A value from an observed data set -

\( P \) A value from an predicted data set -

\( P_Q \) A value of \( Q_s \) predicted by the model -

\( P \) Representation of a generic model's parameter -

\( p_0 \) The value of a generic parameter in the beginning of a loop -

\( p_{\text{ini}} \) The initial value of a generic parameter -

\( P_{\text{end}} \) The final value of a generic parameter -

\( p_{\text{max}} \) The upper value of a generic parameter -

\( p_{\text{min}} \) The lower value of a generic parameter -

\( p_{\text{opt}} \) The optimum value of a generic parameter -

\( p_{\text{step}} \) The variation step of a generic parameter -

\( Q_s \) The solute concentration in the soil (mass basis) \([\text{mol kg}^{-1}]\)

\( q_s \) Solute flux density in the soil \([\text{mol m}^{-2} \text{s}^{-1}]\)

\( q_w \) Water flux density ion the soil \([\text{m s}^{-1}]\)

\( S \) Concentration of a solute adsorbed onto the soil particles \([\text{mol kg}^{-1}]\)

\( S_{IP} \) Concentration of a solute adsorbed due to IPA \([\text{mol kg}^{-1}]\)

\( S_s \) Single species adsorption concentration \([\text{mol kg}^{-1}]\)
### Temporal ordinate

$t$  
Temporal ordinate  
[s]

### The maximum value for the simulation time

$t_{max}$  
The maximum value for the simulation time  
[s]

### A generic variable

$x$  
A generic variable  
-

### A generic variable or an integer counter

$y$  
A generic variable or an integer counter  
-

### Spatial ordinate, commonly vertical (depth)

$z$  
Spatial ordinate, commonly vertical (depth)  
[m]

### Greek letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi$</td>
<td>The objective function</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi_C$</td>
<td>The objective function comparing values of $C$</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi_S$</td>
<td>The objective function comparing values of $S$</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi_{opt}$</td>
<td>The value of objective function with optimum parameters</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta \Phi$</td>
<td>The variation of the objective function</td>
<td>-</td>
</tr>
<tr>
<td>$\varrho$</td>
<td>Specific water volume or water-to-soil ratio</td>
<td>[L kg$^{-1}$]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Volumetric soil water content</td>
<td>[m$^3$ m$^{-3}$]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Soil bulk density</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>Variance of the measurements</td>
<td>-</td>
</tr>
</tbody>
</table>

### Additional symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>A unit vector</td>
<td>-</td>
</tr>
<tr>
<td>$H$</td>
<td>The Hessian matrix</td>
<td>-</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>The gradient of a function</td>
<td>-</td>
</tr>
</tbody>
</table>
### Abbreviations:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BTC</td>
<td>Breakthrough curve</td>
</tr>
<tr>
<td>CDE</td>
<td>Convention-dispersion equation</td>
</tr>
<tr>
<td>E.C.</td>
<td>Electrical conductivity</td>
</tr>
<tr>
<td>FDM</td>
<td>Finite difference model</td>
</tr>
<tr>
<td>IPA</td>
<td>Ion-pair adsorption</td>
</tr>
<tr>
<td>NR01</td>
<td>The routine for solving the adsorption model without IPA</td>
</tr>
<tr>
<td>NR02</td>
<td>The routine for solving the adsorption model with IPA</td>
</tr>
<tr>
<td>PV</td>
<td>Pore volume = number of WFPV leached through a soil column</td>
</tr>
<tr>
<td>PGA</td>
<td>Particle governed approach for describing IPA</td>
</tr>
<tr>
<td>SGA1</td>
<td>Linear solution governed approach for describing IPA</td>
</tr>
<tr>
<td>SGA2</td>
<td>Radical solution governed approach for describing IPA</td>
</tr>
<tr>
<td>Simula_BTC</td>
<td>The routine for the simulation of solute movement in the soil</td>
</tr>
<tr>
<td>WFPV</td>
<td>Water filled pore volume</td>
</tr>
</tbody>
</table>
APPENDIX A

A. The miscible displacement experiments

In this appendix a summary of the results from miscible displacement experiments is presented. Initially the data from two preliminary experiments are shown. The results from these experiments showed interesting features that instigated further work, with more detailed experiments and analyses. The second set of experiments, termed main experiments, comprises the theme of Chapter 4, and was also partly used in Chapter 6. Nonetheless, not all the results obtained have been presented in those chapters. These additional results are presented here. For the sake of easing comparisons between different experiments, the results from all columns are summarised here.

A.1. Preliminary experiments

Two preliminary miscible displacement experiments were performed using Egmont and Taupo soils. The equipment and procedure used in these experiments were basically the same as described in Chapter 4. The main characteristics of the two columns, the soils, and the solutions are presented in Table A.1. The pre-leaching phase used solutions of CaCl₂, followed by the leaching phase with CaSO₄, for both columns. Differently from those of the main experiments, the trials were carried for much longer time, and the flow had been stopped at some times. Also, only part of the leachate was collected in the pre-leaching phase. Because of this, only few chemical analyses were done and these two experiments were not considered for further analyses in this thesis. They are shown here to help understanding the background developments that lead to the main experiments and the proposal of additional batch experiment.
Table A.1. Selected characteristics of the soils columns and solutions used in the preliminary miscible displacement experiments.

<table>
<thead>
<tr>
<th></th>
<th>Egmont soil</th>
<th>Taupo soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) (^1) (kg m(^-3))</td>
<td>698.0</td>
<td>875.5</td>
</tr>
<tr>
<td>( \text{WFPV} ) (^2) (cm(^3))</td>
<td>848.0</td>
<td>654.4</td>
</tr>
<tr>
<td>( \theta ) (^3) (m(^3) m(^-3))</td>
<td>0.302</td>
<td>0.074</td>
</tr>
<tr>
<td>( \theta_f ) (m(^3) m(^-3))</td>
<td>0.666</td>
<td>0.514</td>
</tr>
<tr>
<td>pH (H(_2)O)</td>
<td>4.92</td>
<td>4.43</td>
</tr>
<tr>
<td>( q_w ) (^4) (mm h(^-1))</td>
<td>35.4</td>
<td>65.2</td>
</tr>
</tbody>
</table>

Input solutions (mmol L\(^{-1}\))

- Pre-Leaching (CaCl\(_2\)) 10.12 10.60
- Leaching (CaSO\(_4\)) 10.06 8.60
- \( \text{SO}_4^{2-} \) adsorption \(^5\) (mmol kg\(^{-1}\)) 10.58 1.04

Volume leached (PV)

- Pre-leaching 12.6 5.6
- Leaching 14.5 5.2

\(^1\rho\) is the soil bulk density; \(^2\)WFPV is the water filled pore volume; \(^3\)\(\theta\) and \(\theta_f\) are the initial and final soil water content; and \(^4\)\(q_w\) is the water flux density in the leaching stage; \(^5\) Adsorption estimated by the difference between the final soil concentration and the concentration in the leaching solution.

The two preliminary experiments were performed for verifying any special feature in the sulphate movement in this two contrasting soils. Also this was a phase for learning how to use the equipment and the procedure for the experiments and the analyses of its results. Only few parameters were measured then, basically the sulphate concentration (Figure A.1) and the pH of the leachate (Figure A.2). These measurements have shown that the movement of sulphate is considerably different between the two soils. With some special feature for the Egmont soil, as evidenced by the pH behaviour
(Figure A.2), at the stage just before the appearance of sulphate in the outflow. This has stimulated the performance of further experiments, and eventually to the identification of ion-pair adsorption in the Egmont soil.

Figure A.1. Measured sulphate breakthrough curves for Egmont soil (a) and Taupo soil (b) for the preliminary experiments. PV is the number of water filled pore volumes leached. Vertical bold dashed lines represent the change from pre-leaching to leaching stages.

Figure A.2. Leachate pH from the preliminary experiments. (a) Egmont soil and (b) Taupo soil for the preliminary experiments. PV is the number of water filled pore volumes leached. Vertical bold dashed lines represent the change from pre-leaching to leaching stages.
A.2. Main experiments

After the results of the preliminary experiments, a series of more detailed miscible displacement experiments have been performed with both Egmont, and Taupo soils. The experiments comprised 6 columns with Taupo soil (named with letter T), of which 3 were undisturbed and 3 repacked samples. For Egmont soil, 4 columns with repacked soil were used (named by E). An additional column with a Taupo soil (named T\textsubscript{a}) from a different location, which had higher allophane content, was also used. A summary with the columns’ characteristics, the solutions applied, and some additional results are presented in Table A.2. To allow comparisons between the different columns, the measured properties and ion concentrations in the leachate are shown in the subsequent figures.

The pH and electrical conductivity (E.C.) were measured at room temperature (about 20\degree C). The concentration of anions was computed as the sum of sulphate and chloride, while cations concentrations were obtained by the sum of the concentrations of calcium, potassium and magnesium. These two concentrations, anions and cations, are presented in charge basis. In general the concentrations of anions and cations are coincident. However, in the early stages of the pre-leaching, especially for the Egmont soil columns (Figure A.3), these concentrations were quite different. The electrical balance should have been equilibrated by the presence of other non-measured ions, such as nitrate.

All columns presented somewhat similar physical characteristics, with the exception of column T\textsubscript{a}, with the allophanic Taupo soil (Table A.2). This is also evidenced by similarities in the shape of chloride measurements, since it can be considered an inert tracer (Figure A.4 and Figure A.6). The leaching of the secondary cations was also consistent for each soil, with magnesium exhibiting a more complex shape.
Table A.2. Selected characteristics of the soils columns and solutions of the main miscible displacement experiments.

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
<th>Ta</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) (kg m(^{-3}))</td>
<td>754.5</td>
<td>754.8</td>
<td>769.7</td>
<td>752.4</td>
<td>892.8</td>
<td>859.5</td>
<td>884.6</td>
<td>839.8</td>
<td>683.0</td>
<td>795.3</td>
<td>879.2</td>
</tr>
<tr>
<td>WFPV (^{\dagger})</td>
<td>763.2</td>
<td>819.2</td>
<td>789.1</td>
<td>807.9</td>
<td>700.5</td>
<td>580.8</td>
<td>580.7</td>
<td>578.6</td>
<td>511.1</td>
<td>578.4</td>
<td>607.9</td>
</tr>
<tr>
<td>( \theta ) (^{\dagger})</td>
<td>0.277</td>
<td>0.273</td>
<td>0.287</td>
<td>0.307</td>
<td>0.333</td>
<td>0.222</td>
<td>0.246</td>
<td>0.247</td>
<td>0.247</td>
<td>0.201</td>
<td>0.229</td>
</tr>
<tr>
<td>Initial soil pH</td>
<td>4.59</td>
<td>4.65</td>
<td>4.44</td>
<td>4.34</td>
<td>5.63</td>
<td>6.28</td>
<td>6.26</td>
<td>6.06</td>
<td>6.06</td>
<td>6.33</td>
<td>6.09</td>
</tr>
<tr>
<td>Final soil pH</td>
<td>4.76</td>
<td>4.81</td>
<td>5.26</td>
<td>4.56</td>
<td>5.53</td>
<td>6.05</td>
<td>5.91</td>
<td>6.13</td>
<td>5.85</td>
<td>5.99</td>
<td>5.84</td>
</tr>
<tr>
<td>( q_{\omega} ) (mm h(^{-1}))</td>
<td>29.9</td>
<td>44.1</td>
<td>20.5</td>
<td>34.3</td>
<td>9.2</td>
<td>41.9</td>
<td>46.6</td>
<td>33.2</td>
<td>72.9</td>
<td>72.9</td>
<td>58.4</td>
</tr>
<tr>
<td><strong>Soil sulphate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial (mmol kg(^{-1}))</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
<td>1.81</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Final (mmol kg(^{-1}))</td>
<td>20.06</td>
<td>13.05</td>
<td>11.09</td>
<td>1.48</td>
<td>11.77</td>
<td>3.93</td>
<td>4.36</td>
<td>2.83</td>
<td>2.25</td>
<td>1.12</td>
<td>1.16</td>
</tr>
<tr>
<td>Adsorbed (mmol kg(^{-1}))</td>
<td>11.96</td>
<td>8.88</td>
<td>8.88</td>
<td>1.48</td>
<td>7.84</td>
<td>-1.50</td>
<td>-0.94</td>
<td>-0.08</td>
<td>-0.79</td>
<td>-0.13</td>
<td>-0.24</td>
</tr>
<tr>
<td><strong>Soil calcium</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial (mmol kg(^{-1}))</td>
<td>36.85</td>
<td>36.85</td>
<td>36.85</td>
<td>36.85</td>
<td>5.41</td>
<td>12.04</td>
<td>43.53</td>
<td>9.41</td>
<td>6.74</td>
<td>6.37</td>
<td>4.68</td>
</tr>
<tr>
<td>Final (mmol kg(^{-1}))</td>
<td>51.96</td>
<td>46.98</td>
<td>12.04</td>
<td>43.53</td>
<td>19.44</td>
<td>9.41</td>
<td>6.74</td>
<td>6.37</td>
<td>4.68</td>
<td>4.33</td>
<td></td>
</tr>
<tr>
<td>Adsorbed (mmol kg(^{-1}))</td>
<td>43.87</td>
<td>43.84</td>
<td>12.04</td>
<td>38.38</td>
<td>15.41</td>
<td>9.41</td>
<td>6.74</td>
<td>6.37</td>
<td>4.68</td>
<td>4.33</td>
<td>2.93</td>
</tr>
<tr>
<td><strong>Pre-Leaching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con. CaCl(_2) (mmol L(^{-1}))</td>
<td>13.5</td>
<td>6.6</td>
<td>21.8</td>
<td>12.7</td>
<td>12.1</td>
<td>12.0</td>
<td>12.0</td>
<td>6.4</td>
<td>5.6</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>pH</td>
<td>5.61</td>
<td>5.54</td>
<td>5.30</td>
<td>5.26</td>
<td>5.41</td>
<td>5.43</td>
<td>5.50</td>
<td>5.40</td>
<td>5.29</td>
<td>5.47</td>
<td>4.45</td>
</tr>
<tr>
<td>E.C. (mS cm(^{-1}))</td>
<td>2.41</td>
<td>1.23</td>
<td>4.02</td>
<td>2.76</td>
<td>2.77</td>
<td>2.40</td>
<td>2.34</td>
<td>1.23</td>
<td>1.15</td>
<td>0.59</td>
<td>0.66</td>
</tr>
<tr>
<td>Volume leached (PV)</td>
<td>5.11</td>
<td>4.96</td>
<td>6.36</td>
<td>7.67</td>
<td>6.74</td>
<td>4.55</td>
<td>4.35</td>
<td>6.22</td>
<td>7.63</td>
<td>7.46</td>
<td>6.35</td>
</tr>
<tr>
<td><strong>Leaching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con. CaSO(_4) (mmol L(^{-1}))</td>
<td>10.2</td>
<td>4.9</td>
<td>15.4</td>
<td>4.8</td>
<td>6.4</td>
<td>10.1</td>
<td>10.0</td>
<td>5.1</td>
<td>5.1</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td>pH</td>
<td>5.26</td>
<td>5.41</td>
<td>4.91</td>
<td>5.35</td>
<td>5.20</td>
<td>5.21</td>
<td>5.25</td>
<td>5.34</td>
<td>5.18</td>
<td>5.20</td>
<td>5.18</td>
</tr>
<tr>
<td>E.C. (mS cm(^{-1}))</td>
<td>1.36</td>
<td>0.76</td>
<td>2.56</td>
<td>3.32</td>
<td>1.21</td>
<td>1.37</td>
<td>1.36</td>
<td>0.78</td>
<td>0.76</td>
<td>0.38</td>
<td>0.45</td>
</tr>
<tr>
<td>Volume leached (PV)</td>
<td>6.77</td>
<td>6.30</td>
<td>6.73</td>
<td>5.24</td>
<td>7.23</td>
<td>4.55</td>
<td>5.07</td>
<td>7.20</td>
<td>7.71</td>
<td>8.48</td>
<td>8.61</td>
</tr>
<tr>
<td><strong>Mass balance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl(^{-})</td>
<td>1.02</td>
<td>1.03</td>
<td>1.07</td>
<td>-</td>
<td>1.03</td>
<td>1.02</td>
<td>1.04</td>
<td>0.96</td>
<td>1.05</td>
<td>1.06</td>
<td>0.99</td>
</tr>
<tr>
<td>Ca(^{2+}) [K(^{+})]</td>
<td>0.94</td>
<td>0.92</td>
<td>1.08 [1.07]</td>
<td>0.99 [0.94]</td>
<td>0.93</td>
<td>1.01</td>
<td>1.00</td>
<td>1.02</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>SO(_4)^{2-}</td>
<td>0.98</td>
<td>1.02</td>
<td>0.94</td>
<td>1.02</td>
<td>0.95</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
<td>0.91</td>
<td>0.91</td>
<td>0.92</td>
</tr>
</tbody>
</table>

\(^{\dagger}\rho\): soil bulk density; \(^{\dagger}\)WFPV: water filled pore volume; \(^{\dagger}\theta\) and \(\bar{\theta}\): initial and final soil water content; \(^{\dagger}\)\(q_{\omega}\): water flux density at leaching.
Figure A.3. Measurements of pH, electric conductivity (EC – mS cm\(^{-3}\)), and leachate concentrations (mmol L\(^{-1}\)) of anions (○) and cations (●) from the columns with Egmont soil and the allophanic Taupo soil. PV is the number of water filled pore volumes leached. Vertical bold dashed lines represent the change from pre-leaching to leaching stages.
Figure A.4. Measurements of the concentrations of sulphate, chloride, calcium, potassium (◯) and magnesium (●) of the leachate from the columns with Egmont and the allophanic Taupo soils. All measures are in mmol L⁻¹. PV is the number of
Figure A.5. Measurements of pH, electric conductivity (EC – mS cm⁻³), and concentrations (mmol L⁻¹) of anions (○) and cations (●) of the leachate collected from the columns with Taupo soil. PV is the number of water filled pore volumes leached. Vertical bold dashed lines represent the change from pre-leaching to leaching stages.
**Figure A.6.** Measurements of the concentrations of sulphate, chloride, calcium, potassium (○) and magnesium (●) of the leachate collected from the columns with Taupo soil. All measures are in mmol L⁻¹. PV is the number of water filled pore volumes leached.
B. Solving the adsorption model with IPA

B.1. Presentation of the computer routines

This appendix describes the program built for evaluating the degree of agreement between the proposed adsorption model with IPA and the observed data set presented in Chapter 5. The user interface and a basic description of the routines for solving the adsorption model and for comparing these results to the observed data set are presented here.

The core of the program is the routine for solving the adsorption model, in which the inputs are the total amounts of sulphate and calcium, and the outputs are the adsorption components \( C, S_{Si}, \text{ and } S_{IP} \). Coupled with this routine is the evaluation of the objective function. These routines can be called by two main loops, which are named here optimisation and replication (see flowchart in Figure B.1). In the optimisation loop the best set of parameters is sought using automatic variation of the parameter values. The output then is the best parameter set, with the confidence intervals, and the values of the predicted adsorption components. For the replication loop, the variation of the parameters is set in advance, thus it is meant for exploratory analyses. The outputs now are the values of the objective function at the various parameter values.

The data set to be read is composed of the observed values from the batch experiments, with the respective estimates of their variance (see Chapter 5). For simplicity only one value for the water-to-soil ratio \( \theta \) is used.

In the user interface the program parameters are set. These parameters comprise the IPA approach and the objective function to be used, as well as the
kind of loop to be performed and the initial values of the adsorption model’s parameters. The interface, where these parameters are set is shown in Figure B.2.

**Figure B.1.** Flowchart with the basic algorithm for the evaluation of the adsorption model with IPA.

The description of the numbered fields in Figure B.2 follows:

1. The file with the observed adsorption data;
2. The file where the output is to be saved;
3. Selection of the type of parameter variation: optimisation or replication. The output values are defined accordingly to this choice, as stated before;
Selection of the initial values for the adsorption parameters. In the checkbox the parameters which are to be varied can be selected. If optimisation variation was selected before, here the initial value and the initial variation step are entered for the parameters to optimise. Whereas if replication was set, here the initial and final values, as well as the variation step are defined;

Selection of the proposed IPA approach to be used;

Selection of the objective function to be used, respectively: Equations [5.30], [5.31] and [5.32].

Figure B.2. User interface of the VisualBasic program built for the evaluation of the adsorption model with IPA.
B.2. Routine for solving the adsorption model

In this routine the adsorption components are found for given values of the total amounts (total concentration) of sulphate and calcium. The IPA approach to be used needs to be selected. Here, the mathematical description of the adsorption model is reviewed and its adaptations for computer handling are presented. The Newton-Raphson method is used in several steps for solving the partition of the components in the adsorption model. A description of this method, especially its more uncommon 3D version, is shown in Appendix D.

The adsorption model for a given solute \( i \) in the soil is represented by the function:

\[
Q_{S,i} = \vartheta C_i + S_{s,i} + S_{IP}
\]  

where \( Q_{S,i} \) (mmol kg\(^{-1}\)) is total concentration, \( \vartheta \) (L kg\(^{-1}\)) is the water-to-soil ratio, \( C_i \) (mmol L\(^{-1}\)) is the dissolved concentration, \( S_{s,i} \) (mmol kg\(^{-1}\)) is the single adsorption, and \( S_{IP} \) (mmol kg\(^{-1}\)) is the ion-pair adsorption. The single adsorption is described by the Freundlich equation:

\[
S_{s,i} = k_{F,i} C_i^{N_i}
\]  

with \( k_{F,i} \) (L kg\(^{-1}\)) and \( N_i \) as fitting parameters for each solute.

Although the index \( i \) represents a generic solute, here only two solutes are considered, more specifically, sulphate (1) and calcium (2). The notation \( 2/i \) is used to represent the counter ion. The three approaches for describing IPA presented in Chapter 5 are used here; their mathematical representation will be shown in the respective sub-routine. The general algorithm for the solution of the adsorption model is given in Figure B.3. The subroutines for solving the adsorption model without IPA (NR01) and with IPA (NR02) are described below.
In each of the sub-routines the solution of the adsorption model is reached if the predicted value \((P_{Q,i})\), resulting from the values of \(C_i\), \(S_{s,i}\), and \(S_{IP}\), can be considered equal to the original given value \((Q_{S,i})\).

\[ P_{Q,i} \approx Q_{S,i} \]  

\(P_{Q,i}\) results from applying the chosen values of \(C_i\), \(S_{s,i}\), and \(S_{IP}\) to the relations described by Equation [B.1] plus Equation [B.2] and that of the IPA approach. Because of their relation to each other, only one of the adsorption components actually needs to be found. The solution is found by varying the chosen component until Equation [B.3] can be assumed to be true, that is, the difference between \(P_{Q,i}\) and \(Q_{S,i}\) is small enough to be considered nil. The small difference that can be tolerated is the error limit \((E_{limit})\), set to \(10^{-6}\). The difference between \(P_{Q,i}\) and \(Q_{S,i}\) can be appropriately represented by:

\[ F_i = P_{Q,i} - Q_{S,i} \]  

This general equation is the basis for the solution of the partition of \(Q_{S,i}\) into the adsorption components.
B.2.1. Partition of $Q_{S,i}$ without IPA - NR01

For the partition of $Q_{S,i}$ without considering IPA, one has to find the values of $C_i$. Then, $S_{s,i}$ can be found using equation [B.2]. The value for $C_i$ can be found analytically only if $N_i$ is equal to one, when:

$$C_i = \frac{Q_{S,i}}{g + k_{F,i}}$$  \[B.5\]

However, in the case of a non-linear Freundlich equation, the value of $C_i$ must be found numerically. For this, equation [B.4] is developed here as:

$$F_i = \varphi C_i + k_{F,i} C_i^{N_i} - Q_{S,i}$$  \[B.6\]

The Newton-Raphson method can then be used to search for the value of $C_i$ that makes $F_i$ to be equal to zero. To ensure that the procedure will converge, let's set the Newton-Raphson equation as:

$$G = F_i^2$$  \[B.7\]

With its derivative equal to:

$$\frac{\partial G}{\partial C_i} = 2F_i \frac{\partial F_i}{\partial C_i}$$  \[B.8\]

where:

$$\frac{\partial F_i}{\partial C_i} = \varphi + N_i k_{F,i} C_i^{N_i-1}$$  \[B.9\]

In the iterative Newton-Raphson method, for each loop $j$ in the procedure, the value of $C_{i,j+1}$ is given by:

$$C_{i,j+1} = C_{i,j} - \frac{G}{\frac{\partial G}{\partial C_i}}$$  \[B.10\]

With both $G$ and its derivative calculated at $C_{i,j}$. The initial guess is given by Equation [B.5]. Figure B.4 shows the flowchart for this routine.
Calculate: \[ F_i = \frac{\partial F_i}{\partial C_i} \]

If \( F_i \leq \text{E}_{\text{limit}} \) ?

\[ S_{ij} = k_{F,j}C_{ij}^{N_{ij}} \]

Print \( C_{ij}; S_{ij} \)

End

Figure B.4. Flowchart of the routine NR01 for solving the adsorption model without IPA.

**B.2.2. Partition of \( Q_{S,i} \) with IPA - NR02**

With IPA, the partition of the given value of \( Q_{S,i} \) needs to include \( S_{IP} \). Therefore the solution for the two solutes has to be found simultaneously, because \( S_{IP} \) is common for both. The working function for describing the difference between the modelled and the observed value of \( Q_{S,i} \) is set to:

\[
F_i = \partial C_i + S_{s,i} + S_{IP} - Q_{Si}
\]  \[ B.11 \]

Again the problem is to find the value of one of the adsorption components that make \( F_i \) be equal to zero. \( S_{s,i} \) for PGA and \( C_i \) for the other approaches are going to be used as the variable for the Newton-Raphson procedure. To solve Equation [B.11] simultaneously for both solutes, the Newton-Raphson equation combining the two solutes is defined as:
\[ G = F_i^2 + F_{2i}^2 \]  \hspace{1cm} \text{[B.12]}

This is now a 3D equation, with the chosen adsorption component of the two solutes as the independent variables. For applying the Newton-Raphson method, the function to be zeroed and its derivative should be known. Here a general formula of the derivatives can also be devised. Using \( x_i \) as a generic variable, which represents any of the adsorption components, the first derivative of \( G \) is given by:

\[ \frac{\partial G}{\partial x_i} = 2F_i \frac{\partial F_i}{\partial x_i} + 2F_{2i} \frac{\partial F_{2i}}{\partial x_i} \]  \hspace{1cm} \text{[B.13]}

The initial guess comes from the procedure NR01. Still using the unknown variable \( x_i \), the iterative Newton-Raphson equation becomes:

\[ x_{i,j+1} = x_{i,j} - \frac{G \left( \frac{\partial G}{\partial x_i} \right)}{\left( \frac{\partial G}{\partial x_i} \right)^2 + \left( \frac{\partial G}{\partial x_{2i}} \right)^2} \]  \hspace{1cm} \text{[B.14]}

With both \( G \) and its derivatives evaluated at \( x_{i,j} \). The procedure flowchart is shown in Figure B.5, and the specific solutions for each IPA approach are given afterwards.
For $i = 1$ to $2$
Execute NR01

For $i = 1$ to $2$
Calculate:
$E, B_0, B_{ij}/C, \bar{C}$

$S = k_{F,i} C_{s,j}$

Calculate: $S_{IP}$

Print $C_{ij}, S_{IP}, S_{IP}$

End

Figure B.5. Flowchart of the routine NR02 for solving the adsorption model with IPA

B.2.2.1. Solution with PGA

In this approach the ion-pair adsorption is defined by:

$$S_{IP} = k_S S_{s,i} S_{s,2j}$$

Therefore, $S_{s,j}$ is the best component to be used as the independent variable, and for that, Equation [B.2] has to be re-written as:
\[ C_i = \left( \frac{S_{s,i}}{k_{F,i}} \right)^{\frac{1}{N_i}} \]  \[ \text{[B.16]} \]

And the working equation becomes:

\[ F_i = \vartheta \left( \frac{S_{s,i}}{k_{F,i}} \right)^{\frac{1}{N_i}} + S_{s,i} + k_s S_{s,i} S_{s,2/i} - Q_{s,i} \n \]  \[ \text{[B.17]} \]

With the derivatives, for each solute:

\[ \frac{\partial F_i}{\partial S_{s,i}} = \vartheta \left( \frac{S_{s,i}}{k_{F,i}} \right)^{\frac{1}{N_i}} \left( \frac{1}{N_i} \right) + 1 + k_s S_{s,2/i} \n \]  \[ \text{[B.18]} \]

\[ \frac{\partial F_{2/i}}{\partial S_{s,i}} = k_s S_{s,2/i} \n \]  \[ \text{[B.19]} \]

**B.2.2.2. Solution with SGA1**

In this approach the ion-pair adsorption is defined by:

\[ S_{ip} = \vartheta k_c C_2/i \n \]  \[ \text{[B.20]} \]

\[ C_i \] is consequently chosen to be used as the independent variable. Using this equation and Equation [B.2], the working equation can be re-written as:

\[ F_i = \vartheta C_i + k_F N_i C_i^{N_i} + \vartheta k_c C_2/i - Q_{s,i} \n \]  \[ \text{[B.21]} \]

With the derivatives:

\[ \frac{\partial F_i}{\partial C_i} = \vartheta + k_F N_i C_i^{N_i-1} + \vartheta k_c C_2/i \n \]  \[ \text{[B.22]} \]

\[ \frac{\partial F_{2/i}}{\partial C_i} = \vartheta k_c C_2/i \n \]  \[ \text{[B.23]} \]

**B.2.2.3. Solution with SGA2**

Now the ion-pair adsorption is described by:

\[ S_{ip} = k_r \left( C_i C_2/i \right)^{0.5} \n \]  \[ \text{[B.24]} \]
Again, C is chosen as the independent variable. The working equation, using this approach and Equation [B.2], is re-written as:

\[ F_i = 3C_i + k_{f,s}C_i^{N_f} + k_s(C_iC_{2,i})^{0.5} - Q_{5,i} \]  \[ \text{[B.25]} \]

Finally, the derivatives are:

\[ \frac{\partial F_i}{\partial C_i} = 3 + k_{f,s}N_fC_i^{N_f-1} + 0.5k_s \left( \frac{C_{2,i}}{C_i} \right)^{0.5} \]  \[ \text{[B.26]} \]

\[ \frac{\partial F_{2,i}}{\partial C_i} = 0.5k_s \left( \frac{C_{2,i}}{C_i} \right)^{0.5} \]  \[ \text{[B.27]} \]

B.3. Routine for evaluating the objective function

The objective function (\( \Phi \)) is a summary of the comparisons between observed and modelled data. These comparisons are done for each pair of observed values, that is, the adsorption data for sulphate and calcium. The general expression is given by:

\[ \Phi = \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \frac{1}{\sigma_i^2} (O_{i,j} - P_{i,j})^2 \]  \[ \text{[B.28]} \]

where \( O_{i,j} \) and \( P_{i,j} \) represent the observed and the predicted data for the \( j \) equilibration (from batch experiment) of the solute \( i \), and \( \sigma^2 \) is the variance of the observed data. As presented in Chapter 5, \( P_{i,j} \) and \( O_{i,j} \) can represent the values of either \( C_{i,j} \) or \( S_{i,j} \), accordingly to the objective function to be used (Equation [5.30] or [5.31]). In case the third function (Equation [5.32]) is chosen, Equation [B.28] is computed for both variables separately, yielding \( \Phi_C \) and \( \Phi_S \) respectively. The final value of \( \Phi \) is then obtained by:

\[ \Phi = \Phi_S + \Phi_C \sigma^2 \]  \[ \text{[B.29]} \]

Because each observed data pair is contrasted to the modelled values, the computation of the objective function is coupled with the routine for
solving the adsorption model. The simplified flowchart of the procedure for computing the objective function is shown in Figure B.6.

Figure B.6. Flowchart of the simplified routine for obtaining the value of the objective function ($\Phi$).

B.4. Routines for the variation of the adsorption model parameters

Two loop routines are available for analysing the agreement between the adsorption model and the observed data set. These routines are called here replication loop and optimisation loop. As shown in Figure B.1 both loops keep calling the routine to evaluate the adsorption model and objective function until the criterion to stop is reached. Also for each loop the parameter set is changed. The criterion to stop the loop and the way the parameters are changed are the basic differences between the two loops.
B.4.1. Replication loop

This is the simplest loop, where the objective function is calculated for a predefined number of times, with no judgment on its value being done during the process. It is aimed for performing exploratory analyses of the model. The variation range for the parameters, defined by the initial and final values, as well as the increment (step) for the variation at each cycle, are set in the beginning. These values define the number of simulations, or cycles of the loop.

The parameters that are going to be varied can be chosen. If more than one is chosen the replications follow the order shown in Figure B.7. In this figure, using \( y \) as a counter (varying between 1 and 5), the initial, final, and the step values for the parameters are generalised set as \( p_{\text{ini}}(y) \), \( p_{\text{ini}}(y) \), and \( p_{\text{step}}(y) \) respectively. The number of simulations for varying a given parameter \( y \), can be obtained by:

\[
n_{\text{s},y} = \frac{p_{\text{end}}(y) - p_{\text{ini}}(y)}{p_{\text{step}}(y)} + 1
\]  
[B.30]

As all combinations of the parameter values are calculated, the number of cycles increases fast with increasing the number of parameter set to vary simultaneously. The total number of simulations is given by the product:

\[
n_s = \prod_{y=1}^{5} n_{\text{s},y}
\]  
[B.31]

Note that, for each loop, the procedure to calculate \( \Phi \) is called, which in its turn calls the adsorption model routine as many times as the number of data pairs (sulphate and calcium adsorption) in the input file. This all imply in a lot of computation effort, and consequently a lot of output data. This routine is, therefore, suited for exploratory analyses of one or two variables at a time; especially because interpreting data from a larger number of parameters would be difficult.
Figure B.7. Flowchart of the replication loop routine, showing the hierarchy of the parameter variation.
B.4.2. Optimisation loop

The objective of this routine is to optimise the parameter values, that is, to find the values that minimise the objective function. For this, at each loop the values of the parameters are changed based on the comparison between previous estimates of the objective function. Therefore neither the number of cycles nor the size of the increments for the parameters are predefined.

From the calculus theory, the minimum value of a function is found where its derivative is zero. In the case of the adsorption model being used here, the values of five parameters have to be optimised. This means that:

$$\frac{\partial \Phi}{\partial k_{F,i}} = \frac{\partial \Phi}{\partial N_i} = \frac{\partial \Phi}{\partial k_{F,2ji}} = \frac{\partial \Phi}{\partial N_{2ji}} = \frac{\partial \Phi}{\partial k_{IP}} = 0 \quad [B.32]$$

where $k_{IP}$ is a generalised IPA factor ($k_s, k_c$, or $k_r$).

The Newton-Raphson method cannot be used here because the partial derivatives of $\Phi$ (Equation [B.31]) cannot be defined. The reason for this is that the predicted value of the objective function is obtained numerically, and analytical expressions for its derivatives are not available. Besides, there are three objective functions and three IPA approaches, therefore nine combinations should be considered. Consequently the search for the best value for each parameter has to be done numerically. Another problem due to the unavailability of the derivatives is the definition of the increment for changing the parameter value at each loop.

For solving these problems this routine was devised as a series of iterative loops that attempt to find the best set of values for the selected parameters, one at a time. A major loop evaluates if the condition defined by Equation [B.31] has been reached. Within this major loop there are loops for optimising each parameter. The simplified flowchart is presented in Figure B.8. The procedure is exemplified further for a better comprehension.
For $y = 1$ to $5$
Read: $p_{ini}(y)$; $p_{step}(y)$

Calculate
$\Phi_0 = \Phi(y_{ini}(y))$

For $y = 1$ to $5$
$p_{0,y} = p_{ini}(y)$
$p_{step,y} = p_{step}(y)$

$y = 1$

Calculate
$\Phi_1 = \Phi(p_{0,y})$

$p_y = p_{0,y} + p_{step,y}$

Calculate
$\Phi_2 = \Phi(p_y)$

$\Phi_1 = \Phi_2$

$|\Phi_2 - \Phi_1| \leq E_{limit}$?

$y = 5$?

$\Phi_0 = \Phi_2$

$|\Phi_2 - \Phi_0| \leq E_{limit}$?

Calculate
Conf. intervals

Print: $k_{EI}; N_1; k_{ES}; N_2; k_{PS}; \Phi_2$

End

Figure B.8. Flowchart of the optimisation loop routine.
B.4.2.1. The optimisation loop at work

A simple example is presented hereafter to illustrate the procedure used for the optimisation of the adsorption model. Let’s consider here a sub-set of the adsorption data from the batch experiment. This sub-set is composed by the values obtained in equilibrations with sulphate solutions without adding calcium. Thus, the optimisation is done to search only the Freundlich equation parameters. The objective function (Equation [B.28]) is used for comparing the values of $S$.

The general variation pattern presented by the objective function for a wide range of the parameters values is shown in Figure B.9.

The pattern shown in Figure B.9 reveal that the relation between the parameters is quite complex, even for such a simple model. The parameters
present negative correlation and variation is non-linear. The values of the
objective function vary greatly in this range of parameters, reaching over 3400
in the right-upper corner, although the minimum is smaller than 25. And
these variations are very different for the other directions (corners).
Nonetheless the curves are concentric, indicating that a single solution does
exist.

For the optimisation of the two parameters, let’s assume their initial
values to be 5 L kg⁻¹ for \( k_F \) and 0.5 for \( N \), and the initial increments as 0.1 and
0.01 respectively. The value of the objective function in this point is 23.25.
Initially the value of \( k_F \) is optimised with \( N \) kept constant. This first step is
shown Figure B.10, with its variation detached on the right-upper corner.
Using the initial increment the value of \( k_F \) is changed (decreased in this case)
until the variation in \( \Phi \) starts to increase. Then the increment is halved and \( \Phi \)
is calculated until its value starts to increase, when the increment is again
halved. This procedure is repeated until the increment in \( k_F \) is smaller than the
limit (here \( E_{\text{limit}} = 10^{-6} \)). The value 4.3 L kg⁻¹ for \( k_F \) is found. Then, using a
similar procedure, and fixing the new value of \( k_F \), \( N \) is optimised (Figure B.10,
right-lower corner). The new value for \( N \) is 0.46. This completes one major
loop, with the objective function value of 11.01. Thus, in one optimisation
loop, the improvement in the model represented a decrease in \( \Phi \) of 12.24.
Another loop renders \( k_F = 4.6 \) L kg⁻¹, \( N = 0.43 \), and \( \Phi = 8.28 \). This procedure is
repeated 17 times until the difference between two consecutive values of \( \Phi \) is
6.42 \( 10^{-7} \). The optimum parameters values found after this are \( k_F = 5.37 \) L kg⁻¹,
\( N = 0.354 \), with \( \Phi = 5.323 \).

This routine is equivalent for any number of parameters, although its
visualisation is not possible. A matter of concern with increasing the number
of parameters is whether the procedure will converge to any value. This is a
major problem for the optimisation of complex models (Hamming, 1973). In
many cases the procedure may go on infinitely with the value of the objective

function decreasing and increasing cyclically. These models are known as ill-posed models, and it is not an easy task to find a solution for this. It is also important that the procedure results in the same parameter set, despite using different initial values for starting the optimisation. This problem, called non-uniqueness, is common to models with many parameters (Press et al., 2002; Dubus et al., 2004). For the adsorption model presented here it cannot be granted theoretically that such convergence will happen. However, tests were performed with many different initial values as well as different initial increments for the five parameters, and the procedure always converged to the same values. This indicates that the proposed procedure for optimising the adsorption model is a well posed one.

**Figure B.10.** Schematic of the step-by-step optimisation process. Sulphate adsorption data are used. Initial guess is $k_F = 5 \text{ L kg}^{-1}$ and $N = 0.5$. Optimum values are $k_F = 5.35 \text{ L kg}^{-1}$ and $N = 0.354$. 
B.4.2.2. Computing the confidence intervals

Once the optimisation procedure has found the best set of parameters, a sub-routine for evaluating their confidence intervals is called. As explained in Chapter 5, the objective function presents a $\chi^2$ probability distribution. So given a probability level for confidence, it is possible to define the deviation of the objective function ($\Delta \Phi$) and hence the deviations of the parameters within that confidence level. Thus, starting at the optimum value of the objective function ($\Phi_{opt}$), the procedure searches for the parameter values that result in the given variation, that is:

$$\Phi_{opt} \pm \Phi(p) = \Delta \Phi$$ \hspace{1cm} [B.33]

This is done for each parameter $p$, with the values of the other kept constant. The flowchart is shown in Figure B.11.

If the parameters variation is linear the deviations are symmetric around the optimum value. This is seldom the case; however the differences may be small enough for accepting the assumption of linear variation. In the example given in the previous item, the variations of both parameters are non-linear (see Figure B.10). The difference between the upper and lower limits is small in this case only for $k_F$ (Table B.1).

Table B.1. Upper and lower limits of the confidence interval for the optimisation of the Freundlich equation parameters (from B.4.2.1).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Optimum value</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_F$ (L kg$^{-1}$)</td>
<td>5.37</td>
<td>4.97</td>
<td>5.79</td>
</tr>
<tr>
<td>$N$</td>
<td>0.354</td>
<td>0.307</td>
<td>0.397</td>
</tr>
</tbody>
</table>

For the adsorption model with IPA, the differences between the maximum and minimum limits of the confidence interval were found to be dependent mainly on the objective function used, but also on the approach employed for describing IPA.
Figure B.11. Flowchart of the sub-routine for finding the confidence interval of the adsorption model parameters.
C. Describing sulphate and calcium BTCs with IPA

C.1. Introduction

In this appendix the program built for simulating the breakthrough curves (BTC) of sulphate and calcium, considering the presence of ion-pair adsorption (IPA), and for evaluating their agreement to an observed data set, is described. This program is an extension of the program described in Appendix B. Therefore the descriptions here are simplified, since many of the routines are analogous or identical to those presented in that appendix.

The general program framework here, as shown in the flowchart in Figure C.1, is different from the program of Appendix B basically only in the calculations routine, where the main feature is the solution of the solute movement using a convection-dispersion equation (CDE). The output is therefore the concentration over time of the outflow solution. Again, the two main loops, optimisation and replication, can be used for either optimising the model's parameters or for exploratory analyses. The outputs of these loops are analogous to those of the program presented in Appendix B, that is, the optimisation loop gives the optimised values for the selected parameters, while the output of the replication loop consists of the objective function’s estimates at various values of the parameters. Note that now, besides the adsorption parameters \((k_{f,i}, N_i)\) and the IPA factor, there is an extra parameter, the hydrodynamic dispersion coefficient \((D)\).
Figure C.1. Flowchart with the basic algorithm for the evaluation of BTCs using the adsorption model with IPA.

Another difference between this program and that of Appendix B refers to the evaluation of the agreement between the model’s predictions and the observed data set. Here, because of the type data measured, only one type of objective function is used. This function is going to be presented later.

These differences in the input definitions for the program can be seen in the user’s interface (Figure C.2).
The description of the numbered fields in Figure C.2 follows:

1. The file with the observed miscible displacement data;

2. The file where the output is to be saved;

3. Selection of the type of parameter variation: optimisation or replication. The output values are defined accordingly to this choice, as stated before;

4. Selection of the initial values for the adsorption parameters. In the checkbox the parameters which are to be varied can be selected. If optimisation variation was selected before, here the initial value and the initial variation step are entered for the parameters to optimise. Whereas if replication was set, here the initial and final values, as well as the variation step are defined;

5. Selection of the proposed IPA approach to be used for solving the adsorption model;

The data set to be read consists of measurements of the sulphate and calcium concentrations in the outflow solution over the time. These
measurements are referenced to time by the number of leached water filled pore volumes (PV). An estimate of the measurements variance is also read. Note that these estimates were not available for the data set presented in this thesis. For modelling the solute movement the CDE model is used, with the assumption of a constant water flux density \((q_w)\). This imply in a constant soil water content \((\theta)\), and therefore in a single value for the water-to-soil ratio \((\beta)\).

The loop routines are not going to be shown here, since they are essentially the same as presented in Appendix B. The additional parameter \((D)\) is set as the sixth value to be optimised or replicated.

C.2. Routine for evaluating the objective function

The agreement between observed and modelled data is evaluated by the objective function \((\Phi)\). This function summarises the comparisons done for each pair of observed values, that is, the concentrations of sulphate and calcium. The general expression is given by:

\[
\Phi = \sum_{i=1}^{2} \sum_{j=1}^{n_i} \frac{1}{\sigma_i^2} \left( C_{e,i,j} - \hat{C}_{e,i,j} \right)^2
\]

where \(C_{e,i,j}\) and \(\hat{C}_{e,i,j}\) represent the observed and the predicted data for the \(j\) observation (a measurement of the outflow concentration) of the solute \(i\), and \(\sigma_i^2\) is the variance of the observed data.

The objective function, differently from Appendix B, is evaluated only after all the predicted data has been computed. Despite this difference the routine is called by any of the two loops and gives the output in an identical way. The flowchart with the basic algorithm of this routine is shown in Figure C.3.
\begin{equation}
C - c\left[ . \right]^2 < D = cD + e.i ai e .i
\end{equation}

Figure C.3. Flowchart with the basic algorithm for the evaluation of the agreement between predicted and observed BTCs by means of the objective function ($\Phi$).

C.3. Routine for solving the solute movement – Simula_BTC

This is the main routine in this program. It simulates the solute movement through a soil column employing the CDE approach coupled with the adsorption model with IPA. Basic physic-chemical parameters that define the column are given within the file with the observed data set. Only the adsorption model parameters plus $D$ are set in the interface.

For the simulation of the solute movement a soil column is discretised. This column, with length $L$ (m), is divided in $n_L$ layers of thickness $dz$ (m) as shown in Figure C.4. A numerical solution of the CDE is implemented using this schematic.
Initially the soil is considered to have a constant solute concentration, $C_{0,i}$ (mmol L$^{-1}$), for each solute. At $z = 0$, in the top of the column, the input solution, with concentration $C_{i,i}$ (mmol L$^{-1}$), is applied in unsaturated condition and at constant rate, $q_w$ (mm s$^{-1}$). For each layer the total solute concentration, $Q_{S,i}$ (mmol kg$^{-1}$) is evaluated considering the solute flow, $q_{s,i}$ (mmol m$^{-2}$ s$^{-1}$), at the upper and bottom boundaries. The values of $Q_{S,i}$ for each solute is then sent to the partition routine which resolves the values of $C_i$, $S_{s,i}$ and $S_{IP}$. The flowchart for this calculation is shown in Figure C.5.
For a given solute, its flux density, using the convective-dispersive approach, can be computed by:

\[ q_s = D \frac{\partial C}{\partial z} \frac{q_m}{\rho} C \]  

[C.2]
Applying Equation [C.3] to the mass conservation principle, the variation of the solute concentration in a given position in the soil can be defined by:

\[
\frac{\partial Q_S}{\partial t} = gD \frac{\partial^2 C}{\partial z^2} - \frac{q_w}{\rho} \frac{\partial C}{\partial z} \tag{C.3}
\]

This is the CDE expression used to solve the solute movement for each of the two ions being considered, sulphate and calcium. Equation [C.3] is solved numerically in an explicit finite difference model (FDM), with central differences. The numeric expression for finding the values of the solute concentration, following the discretisation showed in Figure C.4 and Equation [C.3], is given by:

\[
Q_{S,i,z,t} = Q_{S,i,z,t-1} + \frac{dt}{2} \left( gD \frac{C_{i,z+1,t-1}^2 - 2C_{i,z,t-1} + C_{i,z-1,t-1}^2}{2dz^2} - \frac{q_w}{\rho} \frac{C_{i,z+1,t-1} - C_{i,z-1,t-1}}{dz} \right) \tag{C.4}
\]

The values of \( C_{i,z,t} \) are then found using the partition routine as presented in Appendix B. The value of \( C_{e,i,t} \) is computed assuming that no diffusion occurs at the bottom of the soil column.
APPENDIX D

D. The Newton-Raphson method

D.1. Introduction

The Newton-Raphson is an iterative procedure used in numerical analysis to find the root (zero) of a given function. Providing the function has only one root in the vicinity of the initial guess, the method converges very efficiently, with its precision increasing quadratically at each iteration (Hamming, 1973; Press et al., 2002). The root of a function is the value of the independent variable which makes the function equal to zero. This method is used to solve many other numerical problems, such as finding the maximum or minimum of functions. This versatility makes it one of the most used optimisation algorithms.

This method was developed by Isaac Newton and Joseph Raphson in the 17th century, generalising older ideas for finding square root of numbers. It can also be seen as a first order approximation of the Taylor’s series (Press et al., 2002). Its concept can be easily understood for a simple equation of one independent variable, as will be shown below. However, it can be generalised to any other number of variables, although its solving procedure becomes increasingly complex. The generalised formulation is presented after the simple one-variable problem, and the solution for the 3D problem (with two variables) is further developed, as it is used to solve the adsorption model proposed in this thesis.
D.2. Method description with one variable

Let’s consider a function \( F(x) \), for which the root is going to be found. Starting with an initial guess \( x_0 \), the tangent at this point is found using the functions derivative. Then the zero of the tangent is found by elementary algebra, this value \( x_1 \) is a better approximation for the function’s root (Figure D.1). One can then use this new value to find another approximation. For an iteration \( j \), the Newton-Raphson’s method can be expressed by the equation:

\[
x_{j+1} = x_j - F(x_j) \left( \frac{\partial F(x)}{\partial x} \right)^{-1}
\]

[D.1]

Figure D.1. Graph showing two iterations for finding the root of the function \( F(x) \) using the Newton-Raphson method. The approximations start at \( x_1 \).

This process could continue infinitely until the true root would be found. The iterative procedure, however, goes only until the improvement in the approximation is smaller than a certain limit \( E_{limit} \), that is:

\[
|x_{j+1} - x_j| < E_{limit}
\]

[D.2]
To use the Newton-Raphson method several aspects of the function need to be known. First it is necessary that the function is differentiable, because its derivative is used to find the approximations of the root. Approximations of the tangent using two points, also known as the secant method, may be used in some cases where the derivative is not available. Also, should the function have a root, its value should be roughly known. That is, to ensure convergence the iterative procedure should start close to the real root. This is more important the more complex the function is. When using this method for optimisation, commonly set as to find the maximum or minimum of the function (which means find the zero of its derivative), care must be taken with multiplicity of solutions. If the function has more than one minimum (or maximum) the Newton-Raphson will converge to the nearer local minimum, which may not be the absolute one. Hence the importance of having a good initial guess.

D.3. Newton-Raphson method for two variables

The same concept presented above is used to extend the Newton-Raphson method to solve equations in $\mathbb{R}^n$, although in this case the handling of the tangent is more complex. Also, because the bigger the number of variables the more complex the function tends to be. This might mean having more difficulties for finding the function’s derivatives and also a larger likelihood of having local minimums, therefore increasing the chances of not reaching the real solution. Still the method converges quickly if the initial guess is good.

The generalised equation for the Newton-Raphson method is given by (Press et al., 2002):

$$x_{j+1} = x_j - \nabla F(x_j) H^{-1}_{F(x_j)}$$  \[D.3\]

where $\nabla F(x_j)$ is the gradient and $H^{-1}_{F(x_j)}$ is the inverse of the Hessian matrix of $F$ at $x_j$. The gradient of a function is the vector describing the line with largest
slope in the derivative surface. The Hessian matrix is a quadratic matrix containing the function’s partial derivatives. Here a simpler presentation of Equation [D.3] will be given considering only two independent variables.

Let’s consider a 3D function \(G(x,y)\), of which the values of \(x\) and \(y\) where \(G\) is equal to zero we want to find. Having \((x_j,y_j)\) as the initial guess, the next approximation for the root can be found by:

\[
(x_{j+1},y_{j+1}) = (x_j,y_j) - \frac{G(x_j,y_j)U_j}{\nabla G(x_j,y_j) \cdot U_j}
\]  

[D.4]

where \(\nabla G(x_j,y_j)\) is the gradient of \(G\) at \((x_j,y_j)\), and \(U_j\) is the unit vector in the direction of the gradient of \(G\). \(\nabla G(x_j,y_j)\) is made up by the two partial derivatives of \(G\):

\[
\nabla G(x_j,y_j) = \left( \frac{\partial G(x_j,y_j)}{\partial x}, \frac{\partial G(x_j,y_j)}{\partial y} \right)
\]  

[D.5]

The unit vector is then given by:

\[
U_j = \frac{\nabla G(x_j,y_j)}{L_{0,j}}
\]  

[D.6]

where \(L_{0,j}\) is the length of the gradient at \((x_j,y_j)\), calculated by:

\[
L_{0,j}^2 = \left( \frac{\partial G(x_j,y_j)}{\partial x} \right)^2 + \left( \frac{\partial G(x_j,y_j)}{\partial y} \right)^2
\]  

[D.7]

The dot product in Equation [D.4] can be developed as

\[
\nabla G(x_j,y_j) \cdot U_j = \left( \frac{\partial G(x_j,y_j)}{\partial x}, \frac{\partial G(x_j,y_j)}{\partial y} \right) \left( \frac{\partial G(x_{j+1},y_{j+1})}{\partial x}, \frac{\partial G(x_{j+1},y_{j+1})}{\partial y} \right)
\]  

[D.8]

\[
\nabla G(x_j,y_j) \cdot U_j = \frac{1}{L_{0,j}} \left[ \left( \frac{\partial G(x_j,y_j)}{\partial x} \right)^2 + \left( \frac{\partial G(x_j,y_j)}{\partial y} \right)^2 \right]
\]  

[D.9]

\[
\nabla G(x_j,y_j) \cdot U_j = L_{0,j}
\]  

[D.10]
Therefore, Equation [D.4] becomes:

\[(x_{j+1}, y_{j+1}) = (x_j, y_j) - \frac{G(x_j, y_j)U_j}{L_{0,j}}\]  

[D.11]

Considering this equation for only one of the variables, say \(x\):

\[x_{j+1} = x_j - \frac{G(x_j, y_j)U_{j,x}}{L_{0,j}}\]  

[D.12]

This can be developed:

\[x_{j+1} = x_j - \frac{G(x_j, y_j)\frac{\partial G(x_j, y_j)}{\partial x}}{L_{0,j}}\]  

[D.13]

\[x_{j+1} = x_j - \frac{G(x_j, y_j)\frac{\partial G(x_j, y_j)}{\partial x}}{L_{0,j}}\]  

[D.14]

Which yields the expression for finding the next approximation of \(x\):

\[x_{j+1} = x_j - \frac{G(x_j, y_j)\frac{\partial G(x_j, y_j)}{\partial x}}{\left(\frac{\partial G(x_j, y_j)}{\partial x}\right)^2 + \left(\frac{\partial G(x_j, y_j)}{\partial y}\right)^2}\]  

[D.15]

And analogously for \(y\):

\[y_{j+1} = y_j - \frac{G(x_j, y_j)\frac{\partial G(x_j, y_j)}{\partial y}}{\left(\frac{\partial G(x_j, y_j)}{\partial x}\right)^2 + \left(\frac{\partial G(x_j, y_j)}{\partial y}\right)^2}\]  

[D.16]

Thus to build a routine for solving the Newton-Raphson method in 3D, the requisites are: the function, its two partial derivatives, and a good initial guess for both variables.