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ABSTRACT 

Critical Infrastructure (CI) networks provide functional services to support the wellbeing of a 

community. Although it is possible to obtain detailed information about individual CI and their 

components, the interdependencies between different CI networks are often implicit, hidden or 

not well understood by experts. In the event of a hazard, failures of one or more CI networks and 

their components can disrupt the functionality and consequently affect the supply of services. 

Understanding the extent of disruption and quantification of the resulting consequences is 

important to assist various stakeholders' decision-making processes to complete their tasks 

successfully. A comprehensive review of the literature shows that a Decision Support System 

(DSS) integrated with appropriate modelling and simulation techniques is a useful tool for CI 

network providers and relevant emergency management personnel to understand the network 

recovery process of a region following a hazard event. However, the majority of existing DSSs 

focus on risk assessment or stakeholders' involvement without addressing the overall CI 

interdependency modelling process. Furthermore, these DSSs are primarily developed for data 

visualization or CI representation but not specifically to help decision-makers by providing them 

with a variety of customizable decision options that are practically viable. To address these 

limitations, a Knowledge-centred Decision Support System (KCDSS) has been developed in this 

study with the following aims: 1) To develop a computer-based DSS using efficient CI network 

recovery modelling algorithms, 2) To create a knowledge-base of various recovery options 

relevant to specific CI damage scenarios so that the decision-makers can test and verify several 

‘what-if’ scenarios using a variety of control variables, and 3) To bridge the gap between hazard 

and socio-economic modelling tools through a multidisciplinary and integrated natural hazard 

impact assessment. 

Driven by the design science research strategy, this study proposes an integrated impact 

assessment framework using an iterative design process as its first research outcome. This 

framework has been developed as a conceptual artefact using a topology network-based 
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approach by adopting the shortest path tree method. The second research outcome, a computer-

based KCDSS, provides a convenient and efficient platform for enhanced decision making 

through a knowledge-base consisting of real-life recovery strategies. These strategies have been 

identified from the respective decision-makers of the CI network providers through the Critical 

Decision Method (CDM), a Cognitive Task Analysis (CTA) method for requirement elicitation. 

The capabilities of the KCDSS are demonstrated through electricity, potable water, and road 

networks in the Wellington region of Aotearoa New Zealand. The network performance has been 

analysed independently and with interdependencies to generate outage of services spatially and 

temporally. 

The outcomes of this study provide a range of theoretical and practical contributions. Firstly, 

the topology network-based analysis of CI interdependencies will allow a group of users to build 

different models, make and test assumptions, and try out different damage scenarios for CI 

network components. Secondly, the step-by-step process of knowledge elicitation, knowledge 

representation and knowledge modelling of CI network recovery tasks will provide a guideline 

for improved interactions between researchers and decision-makers in this field. Thirdly, the 

KCDSS can be used to test the variations in outage and restoration time estimates of CI networks 

due to the potential uncertainty related to the damage modelling of CI network components. The 

outcomes of this study also have significant practical implications by utilizing the KCDSS as an 

interface to integrate and add additional capabilities to the hazard and socio-economic modelling 

tools. Finally, the variety of ‘what-if’ scenarios embedded in the KCDSS would allow the CI 

network providers to identify vulnerabilities in their networks and to examine various post-

disaster recovery options for CI reinstatement projects. 
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1 INTRODUCTION 

 

1.1 Background and rationale  

Natural hazards such as earthquakes, volcanoes, tsunamis, landslides, and forest fires can severely 

impact the well-being and survivability of the residents of a country (Chen et al., 2016; Newman 

et al., 2017). In densely populated areas, these hazards have the potential to cause devastating 

social and economic loss. Therefore, accurate and timely acquisition of relevant information is 

important to enabling populations to respond and recover from an event when a disaster develops 

rapidly (Zhou et al., 2009). All response and recovery actions have the immediate focus of 

ensuring that people’s lives are out of danger and they have somewhere to live. Most critical 

services such as electricity, water, natural gas, fuel, telecommunication and transportation enable 

business continuity, movement of people, goods and information, and facilitate daily activities 

(Trucco et al., 2012). These critical services or facilities can be termed ‘lifeline utility services’ or 

‘critical infrastructure’ (CI) networks; risks to these CIs from hazards are increasing globally 

(Banerjee et al., 2018; Furuta et al., 2016; Zio, 2016). The Sendai Framework for Disaster Risk 

Reduction from United Nations Office for Disaster Risk Reduction (UNDRR), (formerly United 

Nations International Strategy for Disaster Reduction (UNISDR)) also considers the damage 

reduction to CIs as one of the most important global targets for building resilience (UNDRR, 2015). 

The effects of a hazard can be amplified due to the complex interdependencies between CIs 

(Rinaldi et al., 2001). Thus, when emergency responders and other relevant stakeholders, such as 

safety engineers and building owners need to make decisions, they must have ground truth 

information (that is information collected on location) about the impacts from non-functional or 

damaged CIs and their interdependencies (Fogli & Guida, 2013).  

Rinaldi et al. (2001) argue that interdependency is a bidirectional relationship between two CI 

networks, where the state of infrastructure A is somehow dependent on the state of infrastructure 
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B, and vice versa. Dependencies can be direct from one infrastructure network to the other and 

therefore they can be identified quite easily. These dependencies are termed ‘first-order 

dependencies’. However, dependencies between two infrastructure networks can also be indirect. 

For example, if infrastructure A is dependent on infrastructure B and infrastructure B is dependent 

on infrastructure C, then a dependency exists between infrastructures A and C. These types of 

dependencies are termed ‘second-order dependencies’ and are much more difficult to identify. 

The effects of infrastructure dependencies need to be identified through explicit techniques such 

as modelling and simulation (Zhang et al., 2016). 

Several previous studies have recognised and explained the importance of developing simulation 

tools for modelling interdependent CIs (see, for example, Johansson & Hassel, 2010; Laprie et 

al., 2007; Ouyang, 2014; Pederson et al., 2006; Rinaldi et al., 2001; Setola & Theocharidou, 

2016). Existing models have been built through numerical computations to provide advanced 

level modelling of CI interdependencies. However, these models cannot support decision-making 

functionalities because of the complex nature of uncertainty involved in the decisions. Therefore, 

due to the changing nature of emergencies, this lack of decision support does not fulfil the 

requirements of the decision-makers (Filip, 2008). Sànchez-Marrè et al. (2008) defined three 

complexity levels when modelling and simulation are used with decision-making: 

a) The first complexity level deals with the issues that have limited scope. This level 

involves a single perspective of the models to resolve low uncertainty issues; 

b) The second complexity level deals with higher uncertainty systems where the simple 

models alone are not sufficient to resolve the problems. Therefore, there is a need to 

involve experts’ involvement for a better description of the system; and  

c) The third complexity level deals with issues that have conflicting goals. Several 

perspectives of the same problem make them more complex and need additional support 

systems to resolve the issues. The higher complexity level in such systems is not 

associated with multiple components of the systems, but rather due to the epistemological 

or ethical nature of uncertainty.  
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Modelling of CI network interdependencies is related to the second and third levels of complexity, 

and therefore needs the involvement of experts for a better understanding of the uncertainty levels 

(Hasan & Foliente, 2015). Furthermore, a need to build new systems for supporting the decision-

making of experts is also evident from the complex nature of CI interdependency modelling 

(Klashner & Sabet, 2007). After reviewing the existing literature, it was found that through 

modelling and simulation it is possible to develop a computer-based Decision Support System 

(DSS) to understand the functionality of interdependent CI networks (Mitsova, 2018; Zografos et 

al., 2000). The DSS in this case should be appropriate and sophisticated enough to analyse and 

process a large amount of information to enhance the decision-making process for the various 

stakeholders engaged in large and complex emergency response and recovery activities 

(Vivacqua et al., 2016). Therefore, a DSS supported by modelling and simulation techniques can 

be a very useful tool for CI network providers and relevant emergency managers to understand 

the behaviour of a region after a hazard event (Kiel et al., 2016). 

1.2 Research gaps 

DSSs can resolve higher levels of complexities associated with the integration of multiple 

frameworks, software architectures, tools and techniques (Aleskerov et al., 2005; Asghar et al., 

2005). The need for decision support in CI interdependency modelling is widely recognized in 

the literature (see, for example, Choraś et al., 2010; Filip, 2008; Rosato et al., 2016), and several 

DSSs or decision support tools have been developed to resolve the associated issues and to support 

decision-making in the field of CI interdependency modelling (see, for example, Alutaibi, 2017; 

Anzaldi et al., 2014; Rutledge et al., 2007).  

However, most of these DSSs are models or tools that have been used for data visualization or 

better description of the research problems, but they cannot provide a variety of customizable 

options to the decision-makers through which they can create and test their desired damage and 

recovery modelling scenarios. Furthermore, the majority of these DSSs focus on addressing the 

overall CI interdependency modelling process but do not involve experts’ feedback in the form 
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of elicited knowledge for solving the real-world CI interdependency problems that are region-

specific (McCarthy et al., 2016; Müller et al., 2019). Although it is argued that a model or related 

information system can be used for decision support, there is a strong need for CI interdependency 

modelling using DSS to adopt a knowledge-based approach (see, for example, Anzaldi et al., 

2014; Arain, 2015; Inan & Beydoun, 2017; Osatuyi & Andoh-Baidoo, 2014; Singhaputtangkul et 

al., 2013). Recently, several DSSs have been developed to incorporate elicited knowledge in the 

knowledge-bases to support more transparent and justifiable decision-making (Anzaldi et al., 

2014; Duah & Syal, 2016; Zaraté & Liu, 2016). Even with the involvement of experts, the 

management of these decisions needs a robust decision-making framework that can integrate the 

different models, experts’ knowledge and problem-solving tools into a single intelligent support 

system.  

At present, the use of modelling and simulation techniques with the DSSs has proven to be an 

efficient way of integrating different CI network models and analysing CI interdependencies. A 

comprehensive review of the literature indicates that various approaches have been adopted by 

researchers to model interdependencies between CI networks, including mathematical modelling 

approach by Haimes and Jiang (2001); system dynamics approach by Canzani et al. (2017) and 

Cavallini et al. (2014) ; agent-based modelling approaches by Casalicchio et al. (2010), Haghnevis 

et al. (2016), Nan and Sansavini (2016) and Panzieri et al. (2004); and network modelling 

approaches by Dueñas-Osorio, Craig and Goodno (2007), Ouyang and Dueñas-Osorio (2011b), 

Lam and Tai (2018) and Dunn et al. (2013). However, after reviewing these techniques for 

modelling and simulation of CI, it is evident that they lack one or more key capabilities including: 

• Most of the simulation models concentrate on a single perspective of interdependency, 

for example, physical interdependency, and cannot, therefore, incorporate multiple 

perspectives in a single system (Ventura et al., 2010); 

• More often a CI is modelled as a single node using spatial characteristics which ignores 

its component-level hierarchy and connectivity (Dueñas-Osorio & Hernandez-Fajardo, 

2008); 
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• Most of the existing models cannot model the temporal interactions of the systems to 

predict the behaviour of recovery and, therefore, there is a need for a time-stamped 

simulation so that stakeholders can visualize the cascading effects of a disaster and do a 

prediction of how much a geographical region or area of interest would be recovered in 

different periods (Wang et al., 2014);  

• Most of the simulation approaches focus only on one CI and its impact on the other CIs, 

without considering the characteristics of subsystems, elements, or components. In the 

case of interdependency analysis, one component of a CI can be different from another, 

and their characteristics should, therefore, be defined separately (Lee et al., 2018); 

• Finally, limited effort has been made to link models relevant to different domains to 

achieve more realistic results. For example, an end to end linkage of hazard and economic 

models could enable decision-makers to effectively understand the economic loss to a 

region by using appropriate hazard models (Kelly, 2015; Syed et al., 2021). 

The above limitations and research gaps clearly show the need to develop a robust DSS that can 

integrate a CI interdependency modelling framework with experts’ feedback in the form of 

elicited knowledge for solving the real-world CI interdependency problems. The identified 

research gaps led to the formulation of the following research questions: 

1. What are the requirements and challenges for understanding CI interdependencies and 

issues of decision-making during an emergency scenario? 

2. What form would a framework take for a better representation of CI components and the 

assessment of their functionality? 

3. What functional features should a DSS have to support decision-making during the 

recovery of CI networks? 

4. What attributes must be considered for evaluating the functionality of the DSS? 
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1.3 Research aim and objectives 

To successfully answer the above questions, this study aims to design and develop a Knowledge-

centred Decision Support System (KCDSS) using a computer-based impact assessment 

framework that can assess the functionality of CI networks by modelling their interdependencies. 

To achieve this, the proposed KCDSS will make use of the elicited knowledge from the experts 

to provide various optimization options, scenario-driven comparative analysis and customizable 

recovery strategies for CI assets or components. Furthermore, this study will answer the above 

research questions by successfully achieving the following research objectives: 

1. Exploring fundamental concepts, requirements, existing methods, and current techniques 

of understanding the CI interdependencies; 

2. Development of a conceptual CI performance framework to generate disruption measures 

in spatial and temporal context and to generate time-stamped outage maps; 

3. Development of an interactive DSS that hosts the processes of the conceptual framework 

and enables ‘what-if’ analysis for various scenarios within a simulation-based 

environment; and 

4. Evaluating the KCDSS from a list of experts and identify areas for future development. 

1.4 Research scope 

The scope of this study is to demonstrate how CI network recovery performance can be modelled, 

accounting for interdependencies using a KCDSS and focusing on delivering results that are 

useful for local- and regional-level stakeholders and CI network providers within their decision-

making contexts. This study is supported by core funding from GNS Science (Institute of 

Geological and Nuclear Sciences) through its Post Disaster Cities (PDC) project. Within this 

project, this study primarily focuses on CI networks in the Wellington region in Aotearoa New 

Zealand. The Wellington region is located on the plate boundary of the Pacific and Australian 

tectonic plates and therefore considered a region of very high seismicity (Mowll et al., 2013). The 

principal active earthquake faults bisect many CI networks so that any future earthquake could 
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severely affect CI connectivity within the region. The earthquake faults extend into the marine 

area surrounding the region, creating a significant tsunami hazard from fault movement on the 

offshore sections of faults, or because of submarine landslides triggered by the earthquake shaking 

(Get Ready, n.d.).  

This study intends to model the interdependencies between electricity, potable water, and road 

networks as they greatly determine the level of economic stability and continuity of a country, 

even after a disaster event. The production of electricity requires large volumes of water while 

the treatment and distribution of water depend on electricity and both electricity and water 

networks are physically linked through the road network. The impact assessment framework of 

this study aims to transform the damage information of CIs generated from hazard and risk 

assessment tools into a measure of the region-wise Level of Service (LOS). The proposed KCDSS 

intends to collate the decision-making process of various emergency management stakeholders 

including emergency managers, safety engineers, insurance companies and economic analysts. 

Also, end-users from organisations like Wellington Region Emergency Management Office 

(WREMO) (WREMO, 2017), Greater Wellington Regional Council (GWRC) (GWRC, n.d.), 

Wellington Electricity (WE) (Wellington Electricity, n.d.), Wellington Water (WW) (Wellington 

Water, n.d.) and Waka Kotahi NZ Transport Agency (Waka Kotahi NZTA, n.d.) may also use the 

KCDSS for damage assessment of the CIs and its impact on a region through simulated disaster 

scenarios. One more important aim of this study is to make the KCDSS customizable and 

applicable to a variety of CI networks of other regions without any dependency on region-specific 

CI network data. It will support the stakeholders to be proactive and to effectively plan and 

prepare for response and recovery of a large-scale disaster by designing and developing more 

appropriate and accurate policy and procedures for their regions of interest.  
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1.5 Thesis structure 

The remaining chapters in this thesis are structured as follows: 

Chapter 2 (Literature Review), identifies the current gaps and challenges in the modelling of CI 

interdependencies and the use of DSS to enhance decision-making capabilities. It also explores 

the potential influence of recent modelling and simulation technologies to address the challenges 

associated with understanding CI interdependencies. Then, a detailed investigation of the use of 

DSS is presented by providing some real-world examples followed by a thorough literature review 

of the existing methods. 

Chapter 3 (Research Methodology), describes the perspectives and strategies that are adopted in 

this study to answer the research questions and achieve the aim and objectives. This chapter 

includes the research philosophy, approach, strategy, methodological choice, time horizon and 

the techniques and procedures of the study. It also specifies the justification of chosen research 

strategy to assist in answering the research questions.  

Chapter 4 (Artefact - I: Framework for Integrated Impact Assessment of Critical Infrastructure 

Networks), outlines the design of the impact assessment framework using four integrated modules 

to conceptually present the modelling process of CI interdependencies. The conceptual model is 

demonstrated using the test case scenario of the Wellington region to highlight the integration of 

the data collection and analysis procedures. 

Chapter 5 (Artefact - II: Development of Knowledge-centred Decision Support System (KCDSS)), 

presents the implementation of the KCDSS through the conceptual framework of Chapter 4. It 

presents the overall implementation architecture of the KCDSS following a layered architecture 

pattern, which provides a modularization to simplify the implementation process. Additionally, 

the functional capabilities of the KCDSS are demonstrated through its user interface screens. 

Chapter 6 (Evaluation of the KCDSS), provides evaluation of the KCDSS quantitatively through 

the involvement of experts from various fields of the emergency management domain. In-depth 
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interviews and analysis of the experts’ feedback are the main instruments being used to evaluate 

the functionality, usability, reliability, performance, and supportability features of the KCDSS. 

Finally, Chapter 7 (Contributions and Future Directions), concludes the entire thesis with a 

reflection on how this study has addressed the original research problem. It acknowledges the 

limitations and proposes recommendations for the CI networks of Aotearoa New Zealand. This 

chapter also discusses the value of the study and its contributions to researchers involved in CI 

network interdependency modelling, DSS development and knowledge management for decision-

making. 

1.6 Chapter Summary 

This chapter has laid the foundations for the thesis. First, a background on the related concepts 

and existing issues in the interdependent nature of CI networks was provided. Then, the chapter 

introduced the research problem that the thesis seeks to address, which was followed by stating 

the aim of the research, the essential questions and the objectives of this study. This chapter ended 

with delineating the overall structure of this dissertation to guide the reader throughout this 

document. 

The following chapter provides a background to understanding various interdependencies related 

to the modelling of CI networks, including the underlying principles and concepts of modelling 

and simulation techniques to facilitate the recovery of CI network data. It also provides a review 

of the existing literature related to CI interdependencies and DSS as the two main strands of this 

study. 
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2 LITERATURE REVIEW 

 

2.1 Introduction 

To explore and identify gaps in the existing literature and potential research opportunities, this 

chapter presents a relevant literature review starting from an introduction to CI networks, 

followed by the use of modelling and simulation to understand interdependencies between CI 

networks and finally the need for developing DSS supporting emergency management and more 

specifically DSS for CI interdependency. 

2.2 Critical Infrastructure (CI) 

Although CIs are defined differently in various countries, the main concept aims to describe 

essential infrastructure elements and processes from a government’s perspective. For instance, in 

the USA, the President’s Commission on Critical Infrastructure Protection (PCCIP) deals with 

the hazards, vulnerabilities and associated implementation plans to protect the regional CIs. In its 

October 1997 report to the U.S. President, the Commission defined infrastructure as “a network 

of independent, mostly privately-owned, man-made systems and processes that function 

collaboratively and synergistically to produce and distribute a continuous flow of essential goods 

and services” (PCCIP, 1997, p. 3). 

In Aotearoa New Zealand, the National Infrastructure Unit (NIU) within Treasury draws on the 

same definition as the Civil Defence Emergency Management (CDEM) Act 2002 (MCDEM, 

2002). Referred to as lifeline utilities or simply lifelines, there are twelve CIs in Aotearoa New 

Zealand. These CIs can be grouped into the energy sector (gas, electricity, petroleum supply), 

water sector (water supply, wastewater, stormwater), transportation sector (road, rail, airports, 

shipping ports), and communications sector (telecommunications, broadcasting).  
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CIs, therefore, consist of interconnected interdependent networks or systems which we can also 

term as ‘system of systems’ that are essential for a continuous flow of critical services to end-

users (Luiijf et al., 2003; Tolone et al., 2009; Ventura et al., 2010). During emergency and disaster 

situations such as earthquakes, tsunamis, floods or forest fires, these CIs are critical to providing 

a continuous flow of services to emergency relief so if they are damaged there is a serious threat 

to the resilience of a community (Meduri, 2016; Orchiston et al., 2018). These CIs need to be 

recovered as quickly as possible to enable the regional community to face any challenges with 

the changing conditions and recover rapidly (Mendonça et al., 2001). Past hazard events can be 

useful to identify the existing vulnerabilities in the individual CI networks to make better 

preparations for future hazards. Their empirical data can also be utilized to demonstrate the 

importance of dependencies and interdependencies among multiple CIs of a region (Alcaraz & 

Zeadally, 2015; Masucci et al., 2016; Ouyang, 2014).  

Dependency, as termed by Rinaldi et al. (2001, p. 14), is “a linkage or connection between two 

infrastructures, through which the state of one infrastructure influences or is correlated to the state 

of the other”. Rinaldi defined interdependency as “a bidirectional relationship between two 

infrastructures through which the state of each infrastructure influences or is correlated to the state 

of the other. More generally, two infrastructures are interdependent when each is dependent on 

the other” (Rinaldi et al., 2001, p. 14).  

Identification and analysis of CI dependencies and interdependencies is a complex process. These 

interdependencies are characterised by Rinaldi et al. (2001) into different: (i) interactions i.e. 

upstream, internal and downstream), (ii) classes (that is, physical, cyber, logical and geographic) 

and (iii) dimensions (that is the operating environment, coupling and response behaviour, type of 

failure, infrastructure characteristics and state of operation). They influence vulnerability, 

resilience and any consequences associated with the resilience of the CIs and lead to the 

propagation of cascading and escalating failures (Dueñas-Osorio & Vemuru, 2009; König & 

Schauer, 2019).  
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Due to the interdependent CI networks being complex, many existing studies emphasize the need 

to enhance interdependency analysis (Bloomfield et al., 2017; Chou & Tseng, 2010; Mitsova, 

2018). With the range of complexities involved in the integration of dependencies and 

interdependencies of CIs, it is impossible to analyse the behaviour of a CI in isolation from the 

environment or other CIs. Failure to understand the dynamics of the dependencies and 

interdependencies of CIs will result in an ineffective recovery process, and poor coordination 

between decision-makers that will further affect the management of personnel and resources 

(Hasan & Foliente, 2015). Additionally, with a variety of stakeholders being involved in the 

management of CIs, it is not easy to handle their diverse planning and design concerns. Therefore, 

it is vital to understand the decision-making contexts and the objectives of the stakeholders to 

evaluate their capabilities and challenges. One such technique is to use computational modelling 

and simulation (Rodríguez et al., 2012). The following section elaborates on modelling and 

simulation along with a comparison of some of the existing simulation tools. 

2.3 Modelling and simulation  

The purpose of developing a model is to predict the effects of modifications in a system. The 

model analysts can incorporate most of the salient features of the system into a model (Tolk et 

al., 2013). The model should be simpler than the system it represents because complex models 

are very difficult to handle and can lose their purpose (Maria, 1997). An important aspect of 

modelling is model validation, as such, it is important to ensure that the model effectively depicts 

a real-world scenario (Çagnan & Davidson, 2003; Eusgeld et al., 2008). Model validation is also 

important to test a model under predefined input conditions and comparing the results generated 

by a model with real system outputs. Simulation of a model is the most popular technique for 

model validation and has been adopted by several researchers in the past (see, for example, 

Brown, 2006; Canzani et al., 2017; Eusgeld et al., 2008; Haghnevis et al., 2016; Johansen & Tien, 

2017; Tolk et al., 2013). Specifically, a computer model is the combination of algorithms and 

equations used to capture the behaviour of the modelled system (De Nicola et al., 2016). 

Simulation is the visual representation of a computer-based modelling program that contains 
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equations or algorithms during runtime. Therefore, simulation is the process of conducting 

experiments with a model to meet predefined conditions through an optimized system 

performance and to eliminate unexpected bottlenecks to prevent mismanaged utilization of the 

resources (Maria, 1997). More specifically, simulation modelling and analysis should be used in 

situations where: 

• There is a challenge with handling real-world processes, which are otherwise too 

expensive or impossible to predict, for example, a natural hazard or the testing of newly 

developed aircraft; 

• Difficulties with handling complicated analytical problems of the complex systems, for 

example, stock market and large-scale queuing models; and 

• Validation of mathematical problems due to their extreme cost and complexity of 

measurements, for example, due to an insufficient amount of available data. 

Applications of simulation modelling abound in the areas of defence (Ventura et al., 2010), 

computer and communication systems (Borshchev et al., 2002; Macal & North, 2008), 

manufacturing (Porcellinis et al., 2008), transportation (air traffic control) (Markus et al., 2004), 

business analysis (Tolk et al., 2013) and health care (Cheng et al., 2016) and emergency 

management (Hosseininezhad et al., 2012). In the emergency management domain, preliminary 

work by Kellner et al. (1999), Maria (1997) and Jain and McLean (2003) focused on modelling a 

major disaster event itself. Current technological developments during emergency management 

allow a system-level approach that includes modelling of all the key aspects of a CI, its impact 

on population and resources and the response by concerned authorities (Aung & Watanabe, 2009; 

Hasan & Foliente, 2015). During the past few years, several simulation-based models have been 

developed to support the process of understanding the behaviour of a CI network and to identify 

potential weaknesses (for example, Erdener et al., 2014; Galbusera et al., 2018; Haghnevis et al., 

2016; Hasan & Foliente, 2015; Panzieri et al., 2005; Portante et al., 2017; Zhang & Peeta, 2011; 

Zhang et al., 2016).  



Chapter 2 – Literature Review 

 

14 

Most of the existing studies for CI network modelling focus on reproducing network disruptions 

that cause service outages. They assess system vulnerabilities or the impact of network 

parameters, such as the load and demand of modelled networks in the presence of disruptions. 

Similarly, there are software systems or simulators developed to simulate CI interdependencies 

to varying degrees. One such example is AIMS (Agent-based Interdependency Modelling and 

Simulation), which is a multi-agent modelling and simulation suite that allows its users to create 

models of infrastructure and observe the behaviour of the modelled system through simulations 

(Bagheri et al., 2007). AIMS provides its users with a set of predefined templates for the CI 

components. The modelled infrastructure is then built through the instantiation of these templates 

into software agents. ASPEN (agent-based simulation model of the U.S. economy) is another 

example, which is an agent-based microanalytic simulation model designed specifically at the 

SANDIA national laboratories to simulate the US economy (Basu et al., 1998; Haghnevis et al., 

2016). ASPEN can simulate the behaviour of simple decision-making agents of the economy. The 

CIMS (Critical Infrastructure Modelling System) is developed at Idaho National Laboratory 

(Dudenhoeffer et al., 2006). In CIMS, an agent represents each physical infrastructure and the 

interdependencies between infrastructures and their relationships are represented as connected 

graphs. CISIA (Critical Infrastructure Simulation by Interdependent Agents) is also a popular 

simulation model proposed by Panzieri et al. (2004). It models the behaviour of various 

interacting infrastructures through a set of non-linear interdependent agents. In CISIA, the agents’ 

dynamic behaviour is described by fuzzy logic.  

A variety of above-mentioned software systems and simulators have addressed the fundamental 

issues related to a CI such as its organisation, behaviour, risks, threats and vulnerabilities. 

Although these simulation tools have made significant efforts to represent, simulate, and model 

the CI interdependencies, there is still a need for further investigation to provide new or innovative 

models and techniques that can meet the practical needs of decision-makers. A review of existing 

simulation-based approaches reveals the following merits:  
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• The use of simulation for CI network modelling can provide an insight into various 

disaster situations and can capture the network interdependencies and economic 

flows in the CI networks;  

• They are simple to use even for large-scale problems through a little effort in avoiding 

complicated theoretical or mathematical limitations; 

• Through integration with DSSs, they can provide support for what-if analysis to deal 

with various types of hazard scenarios and their recovery strategies; 

• They can capture the behaviour and strategies of decision-makers through a 

knowledge-base of rules or cases representing different scenarios; and  

• They can provide a user-friendly graphical interface to facilitate ease of use and better 

visualisation for interpretation of the results.  

Apart from the above merits, simulation-based approaches have the following limitations: 

• Most of the simulation-based tools cannot produce statistical analysis or analyse the 

numerical or mathematical properties of the underlying models; 

• Most of the simulation-based tools concentrate on a single perspective of 

interdependencies, for example, their physical or geographical aspects, and therefore, 

all the aspects of the interdependencies are not modelled in the same simulation-based 

study; 

• The modeller’s initial assumptions about the behaviour of the software components 

can greatly affect the quality of the simulation. In most cases, the modellers cannot 

justify these assumptions theoretically; and 

• Most of the simulation tools cannot calibrate the simulation parameters through a 

comparison with realistic benchmark data. 

To develop a simulation-based framework that can model the CI interdependencies by resolving 

the limitations mentioned above, it can be argued that each CI need to be modelled starting from 

its macro components that have specific and easily recognisable roles. There needs to be a 

consistent description of the capabilities and behaviours of these components and fuzzy numbers 
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should be used to code parameters and values to avoid any vague statements about their 

characteristics. Finally, there should be a provision for command and control systems to be 

integrated with real-time decision support to consider the impact of dependencies and 

interdependencies among the different CIs (Ani et al., 2019; Griot, 2010; Raskob et al., 2015). 

2.4 Techniques for modelling and simulation of CI interdependencies 

In the last two decades, several studies have been published in the literature that used a variety of 

techniques for modelling CI interdependencies (for example, Bloomfield et al., 2017; Griot, 2010; 

Ouyang & Dueñas-Osorio, 2011a; Panzieri et al., 2004; Pederson et al., 2006). In the context of 

Aotearoa New Zealand, Zorn et al. (2020) presented a methodology to combine functionally 

interdependent CI networks with geographic interdependencies by simulating complete component 

failures across a national-scale grid of spatially localised hazards, making it a critical assessment of 

‘what-if’ failure scenarios. The methodology has demonstrated the ability to quantify the 

consequences of failure in terms of the potential user disruptions in a fixed time frame (that is 

average daily user disruptions); however, the study highlighted the need for future developments to 

model the temporal changes in disruption should recovery processes be further considered, which 

becomes more important when considering a specific natural hazard (such as earthquakes, flooding, 

volcanic eruptions) or multi-hazard scenarios. 

Several review papers have been published during this time to summarize developments and to 

present state-of-the-art modelling and simulation techniques classified in a range of taxonomies 

(for example, Eusgeld et al., 2008; Ouyang, 2014; Pederson et al., 2006). However, many of the 

articles review the existing techniques without explicitly considering their modelling objectives 

and stakeholder concerns. As noted by Rinaldi et al. (2001), the diverse set of stakeholder 

concerns drive the principal requirements of a model. Hasan and Foliente (2015) presented a 

stakeholder-oriented framework focused on modelling the CI interdependencies. This framework 

provides opportunities to analyse different modelling approaches that deal with direct and broader 

socio-economic impacts of an extreme event to a CI network. 
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Given the inherent complexities of CI networks, no single technique or approach can answer all 

questions for any CI and no universal model can completely model the CI interdependencies 

(Eusgeld & Nan, 2009; Murray et al., 2008). Indeed, a growing body of literature over the last 

two decades highlights the variety of perspectives and approaches that can be adopted for 

analysing interdependent CI networks. A review of the literature shows that the existing studies 

have adopted one of the five different methodological approaches, namely, (i) empirical, (ii) 

agent-based, (iii) system dynamics, (iv) economic theory and (v) a network-based approach. A 

summary of these approaches is given below. 

2.4.1 Empirical approaches 

The empirical approaches analyse CI interdependencies and provide better situation awareness 

for decision-makers. They provide alternative risk mitigation strategies according to historical 

disaster data and experiences gained by experts in the field (Ani et al., 2019; Ouyang, 2014). 

Empirical studies often utilize historical data to identify similar patterns in the failure of CI. Past 

studies have created databases for different types of patterns. For example, McDaniels et al. 

(2007) created a database for societal impacts, Luiijf (Luiijf et al., 2009) created a database of 

various CI related incidents in selected European countries to show cascading failures, whereas 

Chou and Tseng (2010) created a database through a knowledge discovery process of CI failures 

of similar types at the component level. Another way to represent CI interdependencies is through 

common factors to indicate better plans for mitigation and emergency-based decision-making. 

These factors can be quantified using statistical analysis techniques such as frequency analysis or 

time-series analysis (Dueñas-Osorio et al., 2007; Mendonça et al., 2001). The findings from 

empirical studies may be biased because of the small-scale data acquired from specific cases 

(Ouyang, 2014). The bias can be reduced by enhancing the size of the empirical/observational 

data. As these approaches depend on the availability of past data, they become challenging to use 

the data for future scenarios or ‘what-if’ analyses. Another problem with empirical approaches is 

that there is no certainty that all the historical data was collected for the past event without missing 

any important information, making the data unreliable (Luiijf et al., 2009). Also, as disasters are 
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mostly unpredictable, damage patterns can change even in similar situations, even accurate data 

may not apply to future events (Lin et al., 2014). These weaknesses suggest that the combination 

of empirical approaches should be applied with other modelling and simulation approaches, like 

agent-based modelling or network theory, for additional decision support. 

2.4.2 Agent-based approaches 

Agent-based modelling (ABM) approaches support bottom-up analysis to analyse the complex 

architecture and adaptive behaviours of the CI network components (Bagheri et al., 2007). The 

bottom-up analysis provides a capability to model down to the level of individual CI components, 

as well as the behaviour of a decision-maker. Several previous studies have used ABM for 

simulation of CIs (for example, Hosseininezhad & Alidoosti, 2017; Lee et al., 2018; Nan & 

Sansavini, 2017, 2017; Oliva et al., 2010). The drawback of ABM approaches is that they may 

need a lot of parameters, can be time-consuming and need repetitive simulations in some cases to 

avoid uncertainties. The decision-makers using ABM also need to be very careful to specify all 

required information for the simulations, because even slight changes in input can change the 

results (Bagheri et al., 2007). Like the empirical approach, ABM works better when integrated 

with other techniques to address multiple behaviours and aspects of the CIs in the modelled 

framework. 

2.4.3 System dynamics approaches 

System dynamics approaches are widely used to analyse and understand the behaviour and 

structure of a complex system over time (Canzani et al., 2017). Based on the non-linear theory 

and feedback controls, they represent a top-down approach to analyse complex systems. System 

dynamics has three central concepts, which include stocks that deals with the accumulation of 

resources in a system, flows that is concerned with the rates of change that alter those resources, 

and feedback that deals with the information that determines the value of the flows (Eusgeld et 

al., 2008; Ouyang, 2014). The simulation of a CI network based on a system dynamics approach 

gives a better understanding of the dynamic behaviour of the system through an insight into the 

changing nature of the causes and effects. As part of the limitations of the approach, it requires a 
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huge amount of data that can only be validated at the conceptual level and therefore this approach 

lack the capability to capture CI component level dynamics (Cavallini et al., 2014). 

2.4.4 Economic theory based approaches 

Economic theory based approaches adopt two models: (i) the input-output (I-O) model and (ii) 

the CGE (Computable General Equilibrium) model; both are heavily used in the ‘economics’ 

context (Jonkeren et al., 2012; Santos, 2006). In the I-O model, the ‘inoperability’ of the CI 

networks can be quantified in terms of the percentage of loss of function to the system’s original 

production level. A few limitations of the I-O model as used in CI network analysis include: (i) 

CI networks cannot be represented spatially in the modelling framework and (ii) The 

interdependencies existing at the individual level of the CI components or economic sectors 

cannot be handled by this approach (Haimes & Jiang, 2001). Therefore, these models cannot 

provide any useful guidance for improving CI network resilience through investment decisions. 

CGE models extend the capabilities of I-O models and enable the capture of interdependencies in 

a single and multi-layer CI network (Kelly, 2015; Oliva et al., 2010). 

2.4.5 Network-based approaches 

CIs can be treated as networks that are spatially spread with different components 

linked together to function and provide desired levels of services (Ani et al., 2019; Cheng, 2017; 

Kim & Kang, 2013). In the network modelling approach, nodes or vertices represent different 

components of a CI network and links or edges represent connectivity and relationships among 

them (Dueñas-Osorio & Hernandez-Fajardo, 2008). To understand the performance of an entire 

CI network under a given hazard, damage to individual components are to be modelled first, then 

cascading failures in the CI network can be simulated based on the dependencies in terms of 

physical connectivity and functional relationship among the interconnected components within a 

CI network or with the components from more than one CI networks (Dunn et al., 2013). 

Network-based approaches can be divided into two groups: (a) topology-based approaches and 

(b) flow-based approaches. 
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2.4.5.1 Topology-based approaches 

Topology-based or structural approaches generally identify discrete states for each component 

(node or link) as failed and normal, i.e. each component is either completely out-of-work or fully 

working, respectively (Dueñas-Osorio et al., 2007). These approaches require basic information 

on the topological structure of a CI, which is generally easy to obtain. The basic information could 

include structural properties of the CI network components in terms of their geographical 

locations and connectivity among the components. These approaches usually examine failures at 

the node or link level, considering their vulnerabilities, and then examine cascading failures to 

other nodes or links (Zhang et al., 2016).  

The topology-based approach is further divided into analytical-based and simulation-based. 

Analytical-based methods are applied for randomly constructed networks of large or infinite size 

with no spatial constraints and with assumptions of equal probabilities of failure for their network 

components. Hence, they are not suitable for modelling the performance of real CI networks 

where spatial constraints and different probabilities of failure of the network components under a 

hazard need to be modelled (Ouyang, 2013). On the other hand, simulation-based methods 

provide capabilities to model features of real networks with a desirable level of granularity and 

variations in failure probability of the components (Hosseininezhad et al., 2012). This method can 

model performance metrics related to their topological structure, such as the number of failed 

components (representing physical vulnerability of the network), availability of connectivity and 

redundancy in the network. In addition, the method can incorporate metrics for functional 

properties of the network, including the duration of loss of service at the component and system 

levels. Such metrics are highly useful in understanding the resilience of CI networks and guide 

decision-makers to achieve improved performance (Rosato et al., 2016). 

2.4.5.2 Flow-based approaches 

Flow-based approaches are developed by equipping the topological structure with some flow-

dynamic models that communicate information on the LOS that each node can deliver to, or 

consume from another node (Dueñas-Osorio & Hernandez-Fajardo, 2008). This method not only 
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provides useful and quantified estimates of a LOS that is closer to reality but is also used to 

identify critical components in a network. However, tuning such flow-dynamic models requires 

a lot of data, is hard to obtain and the computational cost becomes very high as the network grows 

(Brown, 2006). 

From the above discussion about different approaches to model interdependencies between the 

CI networks, it can be argued that each approach has its merits for specific objectives and the 

scope of a relevant study. The empirical approach is useful to predict damage consequences across 

different CI networks, ABM is beneficial for studies that intend to model multiple relationships 

between multiple components of a CI network,  economic theory based approach is useful to 

capture market and economic interdependencies among different CIs, system dynamics approach 

is more useful because it predicts the dynamics of a system, topological network-based approach 

mainly represents the topological structures of the interdependent CI network through the 

identification of their subcomponents, and to provide additional flow-based characteristics of CI 

networks, flow-based network approach can be useful.  

A study by Hasan and Foliente (2015) emphasised that it is essential to identify the decision-

making context before choosing an appropriate modelling approach for CI network modelling. 

The study further suggests that the appropriateness of a modelling approach also depends on its 

capabilities, features, and an understanding of the types of decisions to be made by different 

stakeholders as per their job roles. It can also be noted that not many studies have investigated CI 

network interdependency issues at a local scale to model disruptions to the services. Roles for 

national, regional and local government stakeholders could include (i) CI network investment and 

development about asset management and disaster resilience, (ii) CI network services and supply 

provisions and (iii) CI network management and operations. Their specific decision-making 

contexts could be described as: 
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a) providing services delivered through CI network components (for example, the supply of 

electricity, water, fuel, natural gas and provision of transportation facilities roads, bridges, 

railway tracks, airports, and wharves, etc.) 

b) identification of the number of endangered CI network components due to the risk of 

major disruptions and development of appropriate mitigating strategies in a major region 

of interest, and 

c) development of action plans and risk assessment strategies to handle the vulnerabilities 

in CI networks. 

The above discussion shows that it is not possible to develop one ‘super tool’ to address all the 

key issues of CI interdependency modelling and the related decision-making contexts. Instead, 

there is a need for a more pragmatic and integrated approach to building and linking CI network 

models. The integrated approach can be useful to build a platform that will allow the use of 

different methodological approaches depending on the stakeholder concerns, geographical 

concerns and regional characteristics of the CI networks to be modelled. It is reported in earlier 

studies by Brown (2006), Panzieri et al. (2004) and Eusgeld and Kröger (2008) that agent-based 

and system dynamics models were applied to develop regulation and policy guidelines for the 

design and management of resilient CIs to assist the decision-makers in national and central 

government organisations. This is because these methods can perform ‘what-if’ analyses to 

understand CI network performance and support decision-making at the conceptual level without 

requiring actual ground-truth data of real CI networks.  

A network-based approach is increasingly becoming preferred for situations in which the 

stakeholders from local government and CI network providers need to understand the potential 

level of disruption to services, prepare emergency plans, identify vulnerable parts of the CI 

networks and choose suitable mitigation approaches (Pant et al., 2017). The network-based 

approach enables to model the topological structure of a CI network by providing their component-

level connectivity while accounting for their interdependencies to help decision-making. Applying 
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this approach can prove valuable if the relevant data and information from CI networks are 

available. Representation of CIs using a topology network-based approach is beneficial to extract 

the topology of each CI component and to establish connectivity among them using network 

generation algorithms (Yao et al., 2018). The choice of a suitable modelling approach leads to 

choosing an appropriate decision support tool to address the stakeholders’ diverse concerns 

related to the planning, design, development, and management of interdependent CI networks. 

2.5 Decision Support Systems (DSSs) 

DSSs are a specific class of computer-based Information Systems (IS) that provide a variety of 

alternative solutions to a problem to support managers in their decision-making activities 

(Rutledge et al., 2007). Properly designed DSSs are interactive software-based systems that can 

quickly compile and analyse useful information from raw data, documents, personal knowledge, 

and business models (Alutaibi, 2017). The concept of DSSs emerged from two main areas of 

research: theoretical studies that focus on organisational decision-making, and technical works 

based on interactive computer systems (Shafinah et al., 2010). The evolution of DSSs can be 

divided into four generations: the first generation focused on data; the second generation focused 

on improving the user interface; the third generation focused on models, and the fourth generation 

introduced new analytical web-based applications (Arnott & Pervan, 2014). DSSs have been 

developed to support multidisciplinary domains including database research (Asghar et al., 2005), 

artificial intelligence (Tolone et al., 2009), human-computer interaction (Rickenberg et al., 2013), 

simulation methods (Zhang et al., 2014) and software engineering (Zlatev et al., 2013). 

The concept of DSSs was first introduced by Morton (1971) in his book “Management Decision 

Systems.” He presents DSS as an intelligent, human-computer interactive system. These systems 

are based on management science, operational research and behavioural science which can be 

applied using computer science, simulation, and information technology to assist the decision-

making of both unstructured and semi-structured decision problems. In this way, DSSs are 

different from Management Information Systems (MIS), which primarily focus only on structured 
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decisions. Sprague and Carlson (1982) also hold the same understanding of DSSs as systems that 

can help decision-makers solve semi-structured or unstructured problems using data and models. 

Sprague and Carlson (1982, p. 9) defined a DSS as “a class of information system that draws on 

transaction processing systems and interacts with the other parts of the overall information system 

to support the decision-making activities of managers and other knowledge workers in 

organisations”. Mittra (1986) suggests that DSSs are systems using databases and mathematical 

models to help users generate the information they need and assist with decision-making. Keen 

(1987) asserts that DSSs are the combination of “decision”, “support” and “systems”, which 

means that computer technology can be used to develop the systems that can support to achieve 

a better decision. Power (2002, p. 1) defined DSSs as “interactive computer-based systems that 

help people use computer communications, data, documents, knowledge, and models to solve 

problems and make decisions. DSSs are ancillary or auxiliary systems; they are not intended to 

replace skilled decision-makers”. 

As evident from the various definitions discussed above, there is still no generally accepted 

definition of a DSS and various technologies can help to achieve the goal of decision support and 

can be used to construct a DSS. The structure for different types of DSSs may differ significantly 

due to the varying situations of their usage, their purposes, and the technologies to build the 

system. However, one thing that is common to all DSSs is that they all should be able to provide 

decision-making support to their end-users.  

DSSs have experienced progressive development over the past few decades because of academic 

research and industry development (Arnott & Pervan, 2018; Klashner & Sabet, 2007). Due to the 

easier access to computers with progressive efficiency in the data processing tools, the DSSs have 

become more popular for the benefits of relevant industries. Furthermore, software technology is 

continuously evolving over the past couple of decades that has also produced more knowledge 

and learning platforms for software developers to design and develop state of the art systems 

(Filip, 2008; Neville et al., 2018; Vitoriano et al., 2015). 
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2.6 DSS for supporting emergency management 

In complex emergencies, making an intelligent decision is one of the major challenges. A DSS 

for emergency management is considered a system that is designed to handle disaster situations 

considering a range of emergency management plans and decisions (De Maio et al., 2011). DSSs 

supporting emergencies provide additional decision-making prompts and guidance to decision-

makers and help to better manage complex and stressful situations (Ariav & Ginzberg, 1985; 

Zakaria et al., 2015). Table 2-1 summarizes some of the crucial emergency management activities 

and related specific decision-making needs that are learnt through the existing literature. 

Table 2-1. Decision-making needs relevant for different emergency management activities 

• Activities Decision-making needs 

• Hazard assessment 
Analysis of vulnerabilities in the modelled system and the 

identification of frequency of hazard occurrences (Zio, 2016) 

• Risk management 
Analysis, evaluation and treatment of the risks associated with the 

disasters (Kim & Kang, 2013) 

• Mitigation 
Development of a mitigation plan and analysis of required measures 

(Tang & Zhao, 2012) 

• Preparedness 
Based on the empirical data, more advanced planning and resource 

management (Rutledge et al., 2007) 

• Response 
Analysis, evaluation and up-gradation of the available emergency 

response plans (Thompson et al., 2006) 

• Recovery 
Damage assessments, management of resources, recovery plans and 

re-settlement issues (Neville et al., 2016) 

Over the past two decades, many DSSs have been developed based on specific needs, and 

requirements in the field of emergency and disaster management (Newman et al., 2017). These 

systems support the various decision-making needs as listed in Table 2-1. Some of the most 

popular and relevant DSSs to this study include, for example:  

• HAZUS-MH, which was developed by the United States Federal Emergency 

Management Agency (FEMA) for the mitigation and estimation of loss to buildings, 
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critical facilities, CI networks and effects on population due to a range of different types 

of hazards, such as earthquakes, hurricanes and floods (FEMA, 2003; Jain & McLean, 

2003). 

• EPEDAT (Early Post-Earthquake Damage Assessment Tool), which is a decision support 

tool designed by EQE International, Inc. to support decision-making for post-earthquake 

loss estimation (Eguchi et al., 1997). The output of this system encompasses building and 

infrastructure damage information based on country-specific housing and demographic 

data.  

• KOERILOSS, which is a scenario-based building loss and casualty estimation tool that 

makes use of deterministic and probabilistic forecasting methodologies. Similar to 

HAZUS, this tool estimates fragility calculations based on empirical findings (Erdik & 

Fahjan, 2006). 

• EQSIM (EarthQuake damage SIMulation), which is the rapid earthquake damage 

estimation component based on the adaptation capacity spectrum method used in HAZUS 

(Markus et al., 2004).  

• RiskScape, which is a software tool developed by GNS Science (GNS Science, n.d.) and 

NIWA (National Institute of Water and Atmospheric Research) (NIWA, n.d.) from 

Aotearoa New Zealand, for the quantification of direct and indirect losses due to different 

types of hazards (Bell et al., 2007; Schmidt et al., 2011).  

• MERIT (Measuring the Economics of Resilient Infrastructure Tool), which is developed 

by the ERI (Economics of Resilient Infrastructure) research programme, funded by the 

Aotearoa New Zealand Government. MERIT can quantify the economic impacts of CI 

failure and examine post-disaster recovery options for infrastructure reinstatement 

projects (Daly et al., 2015).  

The DSSs mentioned above can be applied to various domains of emergency management and 

use different techniques and technologies such as artificial intelligence, network models and 

simulation strategies to achieve their desired goals (Ariav & Ginzberg, 1985; Choraś et al., 2010; 
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Wang, 2013). However, it is evident these systems have significant limitations as decision support 

tools for emergency management: 

• Firstly, the most crucial issue with some of these DSSs is a heavy reliance on 

Geographical Information System (GIS) data which often overloads decision-makers 

with so much information that decision-making effectiveness is reduced (Aleskerov et 

al., 2005); 

• Secondly, some of the DSSs are highly complex, require a high level of expertise, and 

need well-trained personnel at all levels of management to provide precise and reliable 

information (Zografos et al., 2000); 

• Thirdly, some of the DSSs rely more on observational methods which are feasible in some 

situations but not recommended because those systems require a very high level of 

engagement and interpretation from the decision-makers (De Maio et al., 2011); 

• Fourthly, some DSSs are dependent on human inference methods to extract useful 

information about the behaviour and interdependencies of a CI, which is impractical 

because this information can be huge and the analysis can take years to complete 

(Hormdee et al., 2007); and 

• Finally, some DSSs are designed for macro-level estimation, and any modifications 

related to analysis have to be made to the configuration to meet the differing 

organisational requirements (Tinguaro Rodríguez et al., 2010). 

A properly designed DSS can compile useful information from the personal knowledge of the 

experts, planning documents, business models and all the other raw data to solve the problems 

(Rolland et al., 2010; Vivacqua et al., 2016). To develop a DSS that is capable of effectively 

extract and organise information from a huge amount of data, the researchers need to go through 

the key steps of selection, design and implementation of efficient computational techniques and 

tools capable of dealing with the unstructured nature of the user-generated contents (Ariav & 

Ginzberg, 1985).  
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2.7 Types of decision support systems 

Bonczek et al. (1980) classified DSSs according to their capabilities to handle different types and 

amounts of data handling and ability to process simpler or complex levels of modelling. Keen 

(1987) classified DSSs according to their capability to provide personal level, group level or 

organizational level support. The classification of different types of DSSs by Power (2002) is the 

most comprehensive and up to date, and categorises the DSSs into five groups: 

a) Model-driven DSSs support complex analysis and the capability to choose between 

different options through simulation or optimization models. Some earlier DSSs that deal 

with the accounting, financial, representational and optimization problems have been 

model-driven. Model-driven DSSs do not consider data collection methods as they 

primarily aid the decision-making in those situations where the empirical and structural 

data is already available; 

b) Data-driven DSSs are developed to overcome the issues related to model-driven DSSs. 

They can do real-time manipulation of large amounts of structured data. They utilize 

query-processing tasks to find solutions for the specific needs of the users. Some 

examples of data-driven DSSs include data warehousing, EIS and Online Analytical 

Processing (OLAP); 

c) Communication-driven DSSs use network and communications technologies integrated 

with the associated decision-making models in a hybrid manner to facilitate decisions 

relevant to information sharing, face-to-face meetings and other forms of communication 

and collaboration between decision-makers separated by a geographical distance. These 

types of DSSs intend to support group decision-making, which generally includes user 

forums, whiteboard communication, message boards and audio/video conferencing by 

facilitating problem inference and information sharing. Communication-driven DSSs are 

developed by using advanced communication and computer science technologies; 

d) Document-driven DSSs (also known as text-oriented DSSs) are used to manipulate 

unstructured documents available in various formats, such as written reports, memos, 
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emails and newspaper clips. Due to the manipulation of a large amount of unstructured 

data, these DSSs utilize a lot of computer storage and need efficient processing power; 

and 

e) Knowledge-driven DSSs (also known as knowledge-based DSSs or knowledge-centred 

DSSs) are systems that provide specialized problem-solving expertise from stored facts, 

rules and procedures that can be stored in a knowledge-base. They mainly provide 

guidelines to their users about various suggestions and recommendations of actions 

through a combination of a set of rules or cases and a knowledge-base. 

For developing a DSS to model CI interdependencies, it is important to consider the needs and 

preferences of the decision-makers. As the damage to the CI networks directly or indirectly affects 

the population, therefore, it is equally important to develop a DSS that can self-learn, identify 

associations between various types of CI network data, and perform heuristic operations, when 

needed. Therefore, a knowledge-driven or Knowledge-centred Decision Support System 

(KCDSS) for modelling CI interdependencies can be a very useful tool, as it can provide 

specialized problem-solving expertise stored in a structural form of data that would enhance the 

decision-making capabilities of its end-users (Ahmed et al., 2010; Shaofeng Liu & Zaraté, 2014). 

A properly designed KCDSS needs to involve well-structured knowledge elicitation and 

knowledge modelling techniques. Knowledge elicitation in the context of this study is a process 

to collect and analyse how the CI network providers make decisions in critical situations. This 

knowledge can be collected through various methods, some of which can be interviews, 

questionnaires, focus group workshops and naturalistic observations. Furthermore, other available 

documents, drafts and personal notes specific to past experiences can also be useful (Duah et al., 

2014; Lovrencic & Klicek, 2004). After elicitation of useful knowledge, the KCDSS needs the 

knowledge to be modelled properly so that it can be used for improved decision-making. Two of 

the most popular approaches for knowledge modelling are Case-Based Reasoning (CBR) and 

Rule-Based Reasoning (RBR). To structure knowledge elicitation and knowledge modelling 
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activities, a well-defined knowledge elicitation method needs to be developed throughout the 

design and development process of the KCDSS (Gavrilova & Andreeva, 2012).  

2.8 Chapter Summary 

This literature review presented an overview of various DSSs, modelling and simulation methods 

for CI, existing software and systems and modelling techniques for understanding CI 

interdependencies. A primary outcome of the literature review has been the identification of gaps 

in existing knowledge concerning the interdependency analysis of multiple CIs. The 

appropriateness and value of modelling and assessment methods were assessed against CI 

network providers’ needs and some important research and development (R&D) limitations were 

identified. These limitations include the unavailability of relevant data and the difficulty accessing 

a large amount of data for the modelling approaches. Another limitation is the lack of an integrated 

approach to model CIs and to analyse the impacts of disruptions while considering the wide range 

of stakeholder objectives. These gaps, as identified in the literature, provided a direction for future 

research to develop more meaningful and practical DSS using modelling and simulation 

approaches to minimise the impacts of natural hazards on CI network failures. 
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3 RESEARCH METHODOLOGY 

 

3.1 Introduction 

The previous two chapters introduced the research problem, explained the need and the 

motivation of conducting the proposed research and identified the knowledge gaps after having 

conducted a comprehensive literature review. The knowledge of the research gaps led to research 

questions and objectives. The methodological elements of this study are explained through the 

use of the research onion, a research methodology introduced by Saunders et al. (2015) to conduct 

scientific research.  

3.2 Research onion methodology 

The research onion consists of several layers where each layer represents a key step for conducting 

a research project, as shown in Figure 3-1. A researcher peels off one layer of the research onion 

at a time to explain more detailed activities necessary to drive the research process.  

 

Figure 3-1. Research onion (Source: Saunders et al., 2015)  
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The research onion stipulates that research should begin with an understanding of research 

philosophy, which is the outermost layer. The second layer describes the research approach 

followed by the third layer that represents the research strategy, which defines how the research 

fits with the subsequent three innermost layers of the onion. Thus, drawing from the different 

layers of the research onion, the following sections argue for and elaborate on, the detailed 

research process used in this study.  

3.2.1 Research philosophy  

The research philosophy (that is the outermost layer in a research process), is concerned with 

knowledge creation and provides the ideological basis for a methodology (Sahu, 2013a). 

Typically, it consists of ontology and epistemology. Ontology refers to the nature of reality, while 

epistemology refers to the theory of knowledge (Masucci et al., 2009). When it comes to 

conducting IS-related research, there are two main philosophical views, namely: Positivism and 

Interpretivism (Creswell, 2014). 

Positivism has its roots in natural sciences and is related to the discovery of generalizable laws 

(Ives et al., 1980). Positivists hold a deterministic philosophy in which it is believed that causes 

usually determine effects or outcomes. Therefore, researchers who adopt this philosophy tend to 

quantify measurements through experiments, simulations or surveys (Creswell, 2014). A 

researcher starts with a theory, collects data that ultimately supports or opposes the theory, and 

then makes necessary revisions to the theory, through additional tests and experiments. 

Interpretivism is subjective, as opposed to positivism that believes in the objective nature of 

reality (Sahu, 2013a). Instead of starting with a theory like positivists, interpretivists seek to 

understand the world in which they live and work. The researchers use this philosophy to interpret 

the situation through subjective meanings of their experiences with the involvement of human 

participants (Saunders et al., 2015). Both positivism and interpretivism have different and 

contradictory beliefs and views and most of the time researchers aligned their methodology with 

one or the other. Yet in some situations, researchers blend concepts from both philosophies, for 

instance, when complex research draws on objective and subjective research practices. In such 
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situations, an alternative research philosophy such as pragmatism can be used (Creswell, 2014).  

Pragmatism argues that science aims to facilitate human problem-solving, therefore the research 

problems and questions are the most important determinant of a research strategy (Yin, 2014). 

While each research philosophy has strengths and weaknesses, pragmatism recognises that 

researchers need to draw on a philosophy that is best suited to successfully reach the objectives 

of that particular research. In this way, as argued by Creswell (2014), pragmatism focuses on 

whatever works for finding solutions to problems. On many occasions, researchers have adopted 

a combination of research methods that include elements of more than one research philosophy 

for various parts of their project to improve the quality of research and to better fulfil the research 

objectives (Gonzalez & Dahanayake, 2007; Tolk et al., 2013).  

As defined in Chapter 1, this study aims to develop a KCDSS that is driven by an impact 

assessment framework capable of modelling interdependencies between different CI networks. 

To achieve this aim and to answer the research questions, it can be argued that this study needed 

to adopt multiple philosophies and methods to interpret CIs, as no single perspective is sufficient 

for covering the scope of the research problem and for successfully reaching the objectives. The 

impact assessment framework aiming to understand CI interdependencies needed a positivist 

approach. But the later parts of this study required the exploration of the usefulness of simulation 

results in supporting the decision-making process of emergency management stakeholders, 

including CI network managers, asset managers, risk and assurance managers. This required 

gathering and understanding stakeholders’ decision-making processes needed an interpretivist 

approach.  

Having considered the nature of the research problem and identifying the research questions, aims 

and objectives, this study combines the strengths of both objective (positivist) and subjective 

(interpretivist) philosophical views. Hence, it is argued that pragmatism is the best-suited research 

philosophy for this study. 
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3.2.2 Research approach  

After having decided the appropriate philosophy, the second layer of the research onion guides 

the researcher to decide the most appropriate overarching approach for the research. According 

to Saunders et al. (2015), there are two main approaches to research; deductive and inductive. A 

deductive approach starts with forming certain hypothesis and theories that are then tested using 

the selected research strategy (explained in Section 3.2.3), whereas, an inductive approach 

develops theories based on the result of the data analysis.  

Most research studies choose either a deductive or inductive approach (Creswell, 2014). Studies 

that are well supported by literature and demonstrate theoretical approaches using hypotheses, 

draw on a deductive approach (Saunders et al., 2015). On the other hand, the inductive approach 

is more suitable to situations where the topic is relatively new and has less literature. With an 

inductive approach, researchers start by generating and analysing data to interpret theoretical 

themes that emerge from the available data (Peters, 2017). However, in some instances, instead 

of selecting either of these two, an abductive approach is used which combines features from both 

approaches (Creswell, 2014). 

In this study, there is no intention to test theories, propositions, or hypotheses. The first two 

objectives of this study require a review of existing literature and analysis of relevant documents 

to understand the overall structure and functionality of CI. Apart from the literature review, the 

major outcomes of the first two objectives are achieved by collecting data through existing hazard 

modelling tools combined with expert elicitation with CI network providers to develop the desired 

impact assessment framework. The third objective aimed to utilize the developed framework with 

the recovery strategies in the form of a knowledge-base for the implementation of the KCDSS, 

whereas, the final objective evaluates the KCDSS from a functionality perspective and feedback 

from stakeholders. After careful consideration of the research objectives, a balanced abductive 

approach was adopted in this study to start with an observation that seeks to find the simplest and 

most likely explanation. 
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3.2.3 Research strategy  

As defined by Saunders et al. (2015), the research strategy is the research onion’s next layer. It is 

driven by the research questions, objectives, existing knowledge in the field, resources, 

approaches, and the researcher’s philosophical underpinning. According to Saunders et al. (2015), 

there are seven research strategies, namely experiment, survey, grounded theory, ethnography, 

archival studies, case study and action research. Considering the objectives of this study, the 

researcher has evaluated the suitability of these existing strategies. However, while the research 

objectives of this study are positioned primarily in the domain of IS with a blend of software 

engineering, operation science, information sciences and social sciences, it can be argued that 

none of these available strategies fit the objectives of this study.  

As an alternative, a research strategy used in the IS literature called Design Science Research 

(DSR) more appropriately supports interdisciplinary research that spans across technology and 

social domains (Hevner et al., 2004). DSR resembles Action Research (AR) as it identifies real-

world problems along with actions that might improve them, while stakeholders can participate 

actively in the research process (Järvinen, 2007). However, DSR is different from AR because in 

AR the stakeholders often initiate the research and the researchers then facilitate the research 

process. However, with DSR, researchers primarily aim to solve complex problems by taking the 

initiative in the research process as both a researcher and observer working closely with the 

stakeholders (Arnott & Pervan, 2018; Iivari, 2007). Therefore, it can be argued that DSR is a more 

suitable alternative strategy to conduct this study.  

DSR has origins in engineering, computer science and management science, and employs a 

variety of methods and techniques. DSR states and predicts observable phenomena within a field 

of research and studies the change in the state of the world that corresponds to the introduction of 

an artificial construct (‘artefact’), which can be further described as an artificial object made by 

humans to solve practical problems (Peffers et al., 2007). Artefacts are physical entities, drawings, 

a set of guidelines or an Information and Communication Technology (ICT) solution. The 

production of artefacts is the foundation and key attribute of the DSR methodology. Peffers et al. 
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(2007, p. 6) defined an artefact as "any designed object with an embedded solution to an 

understood research problem”.  

Artefact design in this study looks at how the CI components can be identified, how they behave 

or interact with each other, how their interaction affects their performance and how a customizable 

KCDSS can be useful for the recovery of these CI components due to person-generated or natural 

hazard-based disasters. These aspects are highly design-oriented, and consequently, the DSR 

paradigm has been utilized in this study. The design method described by Hevner et al. (2004), as 

well as the concepts discussed by Iivari (2007), provide comprehensive guidance for the artefact 

design process. Supported by the DSR, two artefacts are designed and developed in this study: 

• The first artefact for this study is the conceptual framework for the integrated impact 

assessment of CI networks. This framework includes CI component representation, CI 

damage representation, CI network functionality assessment and CI interdependency 

assessment modules. 

• The second artefact is the development of a KCDSS. The first artefact has been 

integrated with the knowledge-base of repair, recovery and related decision-making 

strategies to implement the KCDSS. 

In a DSR based development of the DSS, the artefact design is essential. Recent literature has 

identified that artefact design can significantly improve the quality of the DSS development 

process and enhanced decision-making support through better engagement with the experts of 

relevant industries (see, for example, Ahmed & Sundaram, 2011; Knutas et al., 2017; John 

Venable et al., 2016). Hevner et al. (2004) argue that it is necessary for all IS research resulting 

in the production of artefacts to be both rigorous and relevant, which is illustrated using three 

overlapping research cycles in Figure 3-2.  
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Figure 3-2. Design Science Research Cycles (Source: Hevner, 2007) 

The Relevance Cycle connects the relative environment of a research project’s application domain 

with DSR activities. The Rigor Cycle connects DSR activities with the knowledge-base in 

existing scientific foundations, researchers’ experiences, and expertise within the same field as 

the research project. In the middle of a DSR, the Design Cycle builds artefacts, which are later 

evaluated through interaction with relevant organisational and technical systems. These three 

cycles must be present in any project following the DSR strategy, and its research problem and 

objectives should be mapped onto the three cycles (Hevner, 2007). This study, therefore, seeks to 

address the research objectives by the development of two novel and interrelated artefacts through 

a rigorous research process. The following subsections briefly explain the definition of each cycle. 

a) The relevance cycle 

DSR intends to improve the research environment within the relevance cycle by introducing the 

processes for creating new and innovative artefacts (Pries-Heje et al., 2008). An application 

domain of the relevance cycle consists of the people, organisational systems, problems and 

opportunities, and technical systems that interact with each other to achieve a goal (Hevner, 2007).  

Thus, the relevance cycle initiates DSR by providing a context for the research project. This 

context is useful to identify the opportunities and related problems as input for the research. After 

successful execution of the projects, the relevance cycle also provides a mechanism to define 
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various acceptance criteria for evaluation of the results. To be a part of the DSR process, the 

evaluated research outputs also need field testing, after which they become part of the 

environment for providing opportunities for future research (Hevner, 2007). The new artefact may 

have issues related to performance and usability that may limit its utilisation in practice. As such, 

it may need another iteration of the relevance cycle that starts with feedback from the environment 

as a result of field testing and may also require the reconsideration of research requirements 

(Arnott & Pervan, 2012). 

Throughout any project, linkages between the designed artefacts and the organisations and 

especially with the people should delineate the needs and requirements of decision-makers 

(Prasanna & Huggins, 2016; Thompson et al., 2006). In the context of this study, emergency 

management is the application domain and the two artefacts needed to be designed and evaluated 

according to the field requirements as specified by the CI network providers. Information was 

gathered from various stakeholders through expert elicitation, which guided the researcher to 

understand the region-specific problems and opportunities.  

b) The rigor cycle 

To provide a foundation for a rigorous DSR, the DSS needs to have a comprehensive knowledge-

base of existing scientific theories and computational strategies (Hevner, 2007). The knowledge-

base in a DSR study includes two additional types of knowledge that are relevant to the 

environment or application domain of the research:  

1. The experiences and expertise of different researchers; and 

2. The existing artefacts and research processes. 

To ensure methodological rigor in this study, foundational information about appropriate theories 

for CI component representation, CI damage representation, CI network functionality assessment 

and CI interdependency assessment modules was gathered from academic literature. The resultant 

conceptual framework is used to develop the KCDSS. The researcher has thoroughly studied the 

requirements for developing a knowledge-base to make sure that the produced designs will 
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contribute to the application domain of this study instead of just routine designs based upon the 

application of already known processes. A detailed literature review has revealed several key 

research gaps and helped the researcher to identify the purpose and need of conducting this study.  

c) The design cycle 

The central design cycle is the heart of any DSR project (Hevner, 2007). This cycle iterates 

between research activities related to the artefact design, evaluation and subsequent feedback to 

refine the design further. Simon (1996) asserts that the entire process within design-based research 

deals with generating various alternatives with corresponding evaluation against predefined 

requirements to finalise a satisfactory design. As discussed in the previous two cycles, the 

relevance cycle is required to gather information requirements while the rigor cycle helps in 

defining the design and evaluation of theories. The design cycle is heavily dependent on the other 

two cycles for collecting relevant information and designing an artefact according to the needs of 

the environment. However, the design cycle still has a significant amount of independence during 

the actual execution of the research (Hevner, 2007). 

This core cycle of DSR starts with awareness of the problem to inform the design of research 

artefacts. This study used various research instruments to engage with relevant regional 

emergency management organisations and stakeholders. This process was helpful to gain an in-

depth understanding of the current state of the art of the CI interdependencies in the context of 

Aotearoa New Zealand that revealed actual problems and identification of research gaps in the 

field. The two artefacts of this study were then designed, developed, and evaluated by 

representatives from various fields of emergency management to fulfil the relevance and rigor 

requirements.  

The first artefact has been evaluated throughout its design process so that it can accurately 

establish the connectivity between CI components and become ready to be integrated into the 

second artefact. The development of the KCDSS artefact has been evaluated using different 

interview sessions from a list of related stakeholders. The evaluation process utilized the FURPS 

model (FURPS stands for evaluating the functionality, usability, reliability, performance, and 
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supportability attributes), which is discussed in detail in Chapter 6. After having specified the 

entire research process driven by the principles of DSR, a research framework is developed to 

accomplish the research objectives. Figure 3-3 illustrates a clear picture of the proposed research 

framework and how the objectives of the research are mapped onto the three DSR cycles.  

 

Figure 3-3. Graphical illustration of the proposed research framework driven by the DSR three cycle view 

3.2.4 Choice of research  

As mentioned by Saunders et al. (2015), the innermost three layers of the research onion are 

defined by the selected research strategy. In this way, the choice of research that is also the 

methodological design of this study describes the methods that support the principles and 

functionality of the DSR. According to Creswell (2014), researchers have a choice of three 

available methods. They can use a mono method data collection technique that is either 

qualitative, for example, with interviews, or quantitative, for example, with graphs or statistics. 

The analysis is then followed with a mono method qualitatively through narratives or 

quantitatively through statistical analysis. Alternatively, researchers can use a multiple methods 

approach. In qualitative multi-method designs, more than one qualitative data collection 

technique is associated with analysis procedures. Similarly, in quantitative multi-method designs, 

a researcher can use more than one quantitative data collection technique along with associated 

statistical analysis procedures.  
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In many cases, researchers can also use a choice of mixed methods (Creswell, 2014). A mixed-

methods design combines both qualitative and quantitative data collection techniques and 

corresponding analysis procedures by using any of the two available options: a mixed-method 

simple design that starts with qualitative data collection and analysis and subsequently a 

quantitative data collection and analysis to gain more information; and a mixed-method complex 

design by choosing quantitative analysis techniques to analyse qualitative data or vice versa 

(Saunders et al., 2015). 

In support of the selected pragmatic research philosophy, this study has used a combination of 

qualitative and quantitative research methods to obtain an in-depth insight into the topological 

configuration of the CI network components and the elicitation of recovery strategies for the 

damaged components. The benefit of using qualitative research methods is to obtain an in-depth 

understanding of the experts’ behaviour and decision-making strategies (Jonker & Pennink, 

2009). These approaches include participant observation, interviews, focus groups and case 

studies (Bogdan & Biklen, 2007; Elliott & Timulak, 2005). The research material needs to be 

systematically collected and interpreted. Proponents of a scientific approach argue against a 

qualitative method because of the concern that subjective qualitative material cannot be validated 

and that with smaller sample sizes, a realistic representation cannot be achieved (Bogdan & 

Biklen, 2007; Gentles et al., 2015). However, qualitative approaches do not claim the same 

measures of validity, nor do they assume to be able to represent larger populations like 

quantitative methods (Jonker & Pennink, 2009).  

Quantitative research focuses on systematic measurement techniques by the collection of 

numerical data, which is then analysed through statistics and mathematical modelling techniques 

(Creswell, 2014; Nan & Sansavini, 2017). The advantage of doing quantitative research is that it 

handles large sample data that can be validated and verified to generate precise numerical results 

(Jonker & Pennink, 2009). The problem with adopting this mode of research is that the researchers 

cannot personally interpret the meaning and behaviour of certain phenomena. The rationale for 
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choosing the mixed-method approach is based on the diversity of the data and information needed 

for this study, including: 

a) Quantitative data collection needs for CI networks and their corresponding components 

from the CI network providers. 

b) Qualitative data collection needs through interviews with representatives from the 

selected CI network providers for the elicitation of repair and recovery strategies. 

c) Quantitative data collection needs for evaluation of the KCDSS from a list of experts and 

potential end-users. 

3.2.5 Time horizon  

Saunders et al. (2015) classify any research as cross-sectional or longitudinal based on its time 

dimensions. Cross-sectional research is conducted at a specific point in time while longitudinal 

research is carried out at an extended period to track changes in time. Although the simulation 

results predict the restoration of a region in various timestamps, the observed data for CI network 

components and their damage are collected from a single hazard event. Therefore, this study can 

be classified as a cross-sectional study. 

3.2.6 Techniques and procedures  

At this point, after peeling away all the external layers of the research onion, the innermost layer 

of the research onion is revealed. This layer is significant because it specifies the techniques to 

accomplish the goals being set through the outer layers. The research techniques involve data 

collection and analysis procedures.  

3.2.6.1 Data collection  

As discussed in the section 3.2.4, this study needed both qualitative and quantitative data 

collection techniques because of its specific needs, requirements and different research objectives. 

The research philosophy, research approach, research strategy, and objectives of research usually 

dictate the appropriate research method to use (Yin, 2014). One of the main advantages of using 

DSR as a research strategy is the opportunity to employ various data collection techniques. The 
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data collection in this study is done in three phases:  

1. Data collection - Phase I: This data collection phase was an essential prerequisite of this 

study as its objective was to provide characteristics of CI network components. However, 

the huge amount and variation in the formats of different types of CI components 

presented a considerable obstacle and involved complex data collection and management. 

The topological data for electricity and road networks was acquired in Geographical 

Information System (GIS) format through several channels that influenced the quality of 

the study sample and required various data pre-processing and management procedures. 

Damage data was collected using a risk analysis tool, namely RiskScape, which is used 

to model damage to the network components for a chosen hazard. Topological and 

damage data for potable water network was not properly organized and available for this 

study. As the component structure of the potable water network looks similar to the 

electricity network, therefore, the researcher designed and used placeholder data for the 

potable water. Once the real network data will be available, it can replace the placeholder 

values. Chapter 4 elaborates this process in detail through the design of an integrated 

impact assessment framework. 

2. Data collection - Phase II: The second phase of data collection was needed to understand 

the decision-making approaches adopted by regional CI network providers for recovery 

of damaged CI network components. This data was used for the development of the 

knowledge-base component of the KCDSS. Data collection in this phase was qualitative 

as it helped the researcher to understand different recovery strategies adopted by the 

experts according to the variability of hazard scenarios and their corresponding damage 

to the CI networks. For this purpose, Critical Decision Method (CDM), was utilized, 

which is a Cognitive Task Analysis (CTA) method for requirement elicitation. A 

comprehensive discussion about this phase is provided in Chapter 5. 

3. Data collection - Phase III: During the evaluation phase of this study, quantitative data 

was collected through questionnaires and interviews about functionality, usability, 
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reliability, performance, and supportability features of the KCDSS. The KCDSS 

prototype was demonstrated to a range of different experts from the relevant fields of 

emergency management to get their feedback for further improvements. A 

comprehensive discussion about this phase is provided in Chapter 6.  

a) Source of data 

Due to a variety of different data collection needs, each phase of this study needed a different data 

collection and analysis method. The detailed discussion about research methods and techniques 

for data collection and analysis are presented in Chapters 4, 5 and 6. However, a brief discussion 

about the methods utilized in this study is presented below: 

1. Interview method 

Interviewing is a data collection method that provides support for the identification of innovative 

concepts, or a better description of the existing knowledge that is otherwise not easy to 

understand. Interviewing process generally involves an interviewer who asks questions from the 

respondent in a face-to-face manner or through telephonic or internet-based audio/video 

communication (Hickey & Davis, 2003). Interviews enable the exploration of important 

parameters of research. Due to the interactive and collaborative nature of this study, all the 

interviews were done face-to-face (Saunders et al., 2015).  

In this study, a semi-structured interview approach was adopted that contained open-ended 

questions for the interviewees to allow them to share their experiences without any interruption 

from the researcher. The semi-structured interview approach provided a balance between 

unstructured and structured interview approaches that allowed the researchers to collect rich, 

experiential data about the problem space (Hoffman et al., 1998; Saunders et al., 2015). This 

approach provided the researcher with a better understanding of the topological structure of the 

CI network components and the strategies to recover the damaged components of different CI 

networks. Furthermore, the face-to-face interviewing made it easier for the researcher to keep the 

process in line with the changing nature of this study. Data collection and analysis were time-

consuming because the interviewed experts were in senior positions within their organizations, 
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so it was not easy to find the time or collect the relevant information in a single sitting. 

Interviewing to understanding the CI network recovery methods was still considered the most 

appropriate data collection method for this study compared to other methods like surveys or 

questionnaires because the responses from experts prompted more questions to further clarify 

recovery processes and the researcher acquired more comprehensive results (see Chapter 5 for 

more details). 

2. Questionnaire method 

Although most qualitative studies prefer to use interviews for the collection of data, researchers 

can also use other data collection methods as primary sources or in partnership with other methods 

(Creswell, 2014). In terms of quantitative data, a comprehensive statistical analysis is usually 

needed on the numerical data to provide quantitative information. Quantitative research requires 

data consisting of numbers to be objectively evaluated, while bias is excluded as much as possible. 

Typically, the quantitative method makes use of a questionnaire. Questionnaires can be used to 

get data from a wider audience compared to interviews, but they are not able to be customized to 

individual experiences or generate misinterpretation. 

During the evaluation phase of this study (see Chapter 6), the researcher used questionnaires with 

the interviews to ensure in-depth knowledge was gained about the experts’ perceptions for the 

final prototype of the KCDSS. The combination of interviews and questionnaires enabled the 

researcher to guide the evaluators if they were uncertain about any questions. Moreover, the 

results were gathered at the same time as the interviews which saved time and effort with posting 

the responses.  

b) Sampling strategy  

The choice of qualitative or quantitative approaches of data collection and analysis also guides 

the appropriate sampling strategy to be used in the study (Coyne, 1997). For example, sampling 

techniques such as random sampling are hardly utilized for collecting data in qualitative research, 

because the purpose of those studies is not to calculate probabilities from a sample of the 

population (Gentles et al., 2015). Thus, the major goal of the qualitative data for this study was 
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to provide a clearer understanding from the perspective of experts, instead of generalizing them 

across a population (Bogdan & Biklen, 2007; Marshall & Rossman, 2015). 

In this study, the researcher utilized a combination of purposeful sampling strategies. Purposeful 

sampling produces idiographic knowledge (that is the knowledge about specific situations) 

(Patton, 2014). As the knowledge elicitation part of the study was specifically related to the types 

of decisions made by experts when initiating a region-specific recovery process for damaged CI 

network components, it is logical to draw on purposeful sampling. There is a range of sampling 

sub-types within the purposeful sampling class, as identified by Patton (2014). However, after a 

careful evaluation of these, the following two sampling strategies were chosen that are most 

suitable for this study: 

1. Criterion sampling 

Criterion sampling requires that before the data collection process starts, researchers need to set 

criteria as the basis for choosing their participants in a study (Sahu, 2013b). Therefore, in this 

study, the participants were carefully selected based on their ranks, positions and relevance to the 

study to make sure that their expertise was verified and not based on assumptions. All the selected 

participants had prior experiences in managing and making critical decisions on recovery of 

damaged CI network components and had experience in risk and assurance or asset management 

tasks. 

2. Snowball or chain sampling 

Snowball sampling is a non-probabilistic sampling technique that researchers utilize to identify 

potential participants (Bogdan & Biklen, 2007). This technique is more suitable for studies that 

have difficulty in identifying participants with the characteristics of interest. By using a 

snowballing strategy, researchers can identify potential participants from someone who knows 

someone, and the chain goes on until data saturation has been reached (Gentles et al., 2015). This 

sampling technique was effective for identifying participants, especially for the evaluation of 

KCDSS, when it was difficult for the researcher to identify and create a representative sample of 

the relevant participants to this study.  
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c) Sample size  

For a study involving qualitative data collection techniques, it is a challenge to decide on suitable 

sample size (Sahu, 2013b). The second phase of qualitative data collection in this study was done 

through face-to-face semi-structured interviews with representatives from CI network providers 

for the elicitation of repair and recovery strategies. Due to the nature of the qualitative study, the 

researchers did not pre-define a sample size. The experts’ data, therefore, continued until the 

required level of expertise was elicited and the researcher considered that data saturation had been 

reached. Klein et al. (1989) believe that three to four experts are enough for the research utilizing 

purposeful sampling techniques to target only the relevant participants who have been involved 

in decision-making roles. The sample size for the qualitative data collection part of this study was 

set to target at least two experts at the managerial level from each of the CI network providers to 

understand their decision-making process for recovery of damaged CI network components. For 

the evaluation phase, the study aimed at fifteen to twenty evaluators to gather broad feedback 

from a variety of experts about the KCDSS prototype. The knowledge-base development through 

elicitation of recovery strategies from the selected CI network providers is discussed in Chapter 

5 and the feedback of different experts after evaluation of the KCDSS prototype is discussed in 

Chapter 6. 

d) Ethical considerations 

Important considerations while producing ethical research are to avoid any potential harm to both 

participants and researcher. Massey University Online Human Ethics Application has been 

completed, and this study has been deemed to be of low risk (see Appendix A). This study 

involved semi-structured interviews with emergency management stakeholders to understand 

their recovery process for damaged CI networks. In this situation, there is no significant chance 

of causing any discomfort to the participants, hence only low-risk ethics approval was needed. 
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3.2.6.2 Data analysis  

Data analysis procedures are used to categorise, examine, tabulate, test or sometimes recombine 

both quantitative and qualitative collections of data to address the initial propositions of a study 

(Yin, 2014). Before the analysis, data collected from sources that have non-written evidence like 

interviews and questionnaires need to be transcribed into written accounts. As explained in the 

research strategy, this study progressed from the collection of topological data for the CI network 

components including their characteristics, locations, and connectivity. Based on the 

characteristics of topological data, this study used semi-structured interviews through critical 

decision method by Klein et al. (1989) to understand the recovery strategies of CI network 

providers for the damaged CI network components. These strategies were then analysed and 

transferred into the knowledge-base component of the KCDSS. The topological data of CI 

networks and knowledge-base of the recovery strategies are the core part of the KCDSS to model 

CI interdependencies and to generate the desired results. The third and final stage of data analysis 

was completed during the evaluation phase of this study. The feedback from the experts was 

analysed using the FURPS model to garner useful information about the limitations and prospects 

of the KCDSS. These processes of data analysis are described in Chapters 4, 5 and 6 along with 

their corresponding data analysis techniques. 

3.3 Chapter Summary 

This chapter outlined the development of the research design and presented the methods used to 

conduct this study. The chapter first presented the direction of research as identified by the 

literature review and formulation of the research questions by following the research onion 

methodology of Saunders et al. (2015). Within this process, a few potential research methods to 

answer the research questions were discussed to outline how the researcher found the most 

suitable research strategy for this study. As a result, a DSR paradigm was deemed most 

appropriate. The next chapter explains the design of the conceptual artefact of this study through 

the development of an integrated impact assessment framework to model CI interdependencies. 
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4 ARTEFACT - I: FRAMEWORK FOR INTEGRATED 

IMPACT ASSESSMENT OF CRITICAL 

INFRASTRUCTURE NETWORKS 

 

4.1 Introduction 

The primary aim of this study is to provide methods to allow CI network providers and relevant 

emergency management personals managers to assess the impacts of disasters on CI networks 

and the propagation of damage caused by these disasters from one CI network to the other 

networks in a region of interest. Recently, several software packages have been developed to 

address various aspects of individual models (see, for example, Bebbington et al., 2008; Bell et 

al., 2007; Boulos et al., 2014; Buxton et al., n.d.; Nan & Sansavini, 2016; Zorn & Shamseldin, 

2016). However, it is essential to link these models to increase their uptake in hazard-impact 

assessments. At present, there is no such structured framework to link different models together 

and there is a need to understand the information needed in the flow from one model to the next, 

to facilitate integrated impact assessment of infrastructure networks (Paltrinieri et al., 2013). In 

this chapter, an integrated impact assessment framework is developed consisting of the 

topological and damage data for CI network components, which is collected as the first phase of 

quantitative data collection.  

Impact assessment studies are generally carried out independently for each CI network that relies 

on several models representing the (a) hazard, (b) performance of individual CI network 

components, (c) collective performance of each CI network and (d) interdependencies between 

multiple CI networks (Chen et al., 2016). These studies start with selecting a hazard scenario. The 

vulnerabilities of exposed components are usually modelled based on evidence-based damage 

data from past events to predict the likelihood of damage in future events (Schmidt et al., 2011). 

On the other hand, when there is not enough evidence-based damage data, specific vulnerability 

functions are developed through analytical methods or based on expert opinion (Zhang et al., 
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2016). Finally, damage and recovery models are used to determine the impact of damage to the 

CI network components in terms of the LOS of the CI networks and their time to recover (He & 

Cha, 2018). There are several examples of individual hazard models (Schmidt et al., 2011; Wilson 

et al., 2014), vulnerability models (Menoni et al., 2002; Ouyang et al., 2009; Pant et al., 2017; 

Zhang et al., 2014) and damage models (Anil et al., 2016; Bočkarjova et al., 2004; Johansen & 

Tien, 2017). Although these studies address independent models of hazard, vulnerability and 

damage, for the CI components individually or the CI networks as a whole, there is a need to 

integrate these models within a generic framework that can facilitate various linking strategies: 

(i) linking the performance of different components considering intra-dependencies within a 

network to assess its functionality; and (ii) linking across different networks considering their 

interdependencies (Peerenboom & Fisher, 2007; Puuska et al., 2018). This approach enables the 

generation of functionality and disruption of services from CI networks across a region. 

Developing such a framework in an integrated way by linking these models can form the basis of 

a KCDSS to improve the existing decision-making process both qualitatively and quantitatively 

(see Chapter 5).  

4.2 Conceptualization of the framework  

The proposed framework for integrated impact assessment of CI networks in this study allows the 

different CI network models to maintain their strengths and the consistency of their inputs and 

outputs in a transparent manner. The framework is tested using real electricity and road network 

data in the Wellington region. Additionally, placeholder values for potable water network have 

been used to test additional complexities due to the involvement of three CI networks. The most 

important feature of this framework is that it is valid for both the component and network-level 

linkages. The component level linkage is modelled through dependency identification between 

the components of an individual CI network to generate network-level performance. Similarly, 

the linkages between multiple CI networks are modelled through interdependency interactions 

between components of these CI networks. To model both types of linkages, the impact 
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assessment framework, as depicted in different blocks of Figure 4-1, integrates the following four 

modules that are designed for this study: 

a) CI Component representation module – to represent topological information of the CI 

network components; 

b) CI damage representation module – to represent damage to CI network components 

based on different types of hazards, their intensities and vulnerability levels; 

c) CI network functionality assessment module – to assess the functionality of an 

individual CI network based on the components’ connectivity and likely damage; and 

d) CI interdependency assessment module – to assess the functionality of multiple CI 

networks based on their interdependencies. 

 

Figure 4-1. A schematic infrastructure impact assessment workflow that demonstrates the linkages between each 

module. Here ‘n’ number of CI networks are depicted as this workflow is applicable for a wider set of networks 

The impact assessment workflow starts with collecting topological information for the individual 

CI network components and representing it in a suitable format through the CI component 

representation module. Different risk analysis tools are available to represent damage to CI 

components. These tools can use hazard models (to simulate the hazard intensities, for example, 

earthquake shaking, landslides, floodwater flow characteristics, tsunami overland flow depths, 

volcanic ash dispersion and settlement) with asset models (CI network components) and 

vulnerability models (how much damage is caused by the hazards) to generate damage and loss 
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information in the form of ‘damage states’ at the component level, as illustrated in Figure 4-1 

(Bell et al., 2007). This information is then aggregated for functionality assessment of individual 

CI networks. If there is more than one CI network involved in the impact assessment process, 

then an interdependency assessment module can be utilized. The detailed workflow of each of the 

four modules is discussed in the following sections. 

4.2.1 CI component representation module 

The impact assessment of a CI network is largely influenced by the connectivity between the 

components and their functional hierarchy. Therefore, it is necessary to appropriately characterize 

the interdependencies within a CI network and the interdependencies between components of 

multiple CI networks under consideration (Huang et al., 2014; Nan & Sansavini, 2017). The 

topology network-based approach is increasingly becoming preferred for situations in which the 

stakeholders from the local and regional government and CI network providers need to identify the 

vulnerable parts of the CI network and the consequent level of disruption to the services, to choose 

suitable mitigation approaches (Hasan & Foliente, 2015; Pant et al., 2017). The application of this 

approach can prove its value if topological data and connectivity links for CI network components 

are available. In this study, there were opportunities to employ detailed data related to CI networks 

from regional CI network providers, therefore, a topology network-based approach is applied to 

model the performance of individual CI networks and to account for their interdependencies. The 

data acquisition process adopted in this study for electricity, potable water and road networks is 

discussed in the following sections.  

4.2.1.1 Acquisition of the CI components’ topological data 

Comprehensive datasets and access to relevant information for CI networks are fundamental for 

implementing the topology network-based approach, as it provides useful information for 

analysing CI network performance and to understand the socio-economic impacts of disruptions. 

Datasets include information around spatially distributed locations of CI network components, 

their connectivity concerning the nature of interdependencies and vulnerability characteristics. 

Collecting such a wide range of information from the CI network provider is usually challenging 
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because of their privacy, security and proprietary concerns (Rinaldi et al., 2001). Additionally, 

most of these CI networks are owned by private organizations and therefore some of them have 

restricted policies for collecting and sharing data. The first phase of data collection for this study 

involved the collection of quantitative data related to the components of electricity and road 

networks. As mentioned earlier, the scope of this study is the Wellington region as it is considered 

a region of very high seismicity with a history of earthquakes in the past (Get Ready, n.d.). In 

1848, Wellington was affected by the Marlborough earthquake and then seven years later by a 

magnitude 8.2 earthquake which is the most powerful earthquake in Aotearoa New Zealand 

history. The epicentre of this earthquake was almost 140 kilometres along the Wairarapa Fault 

near Palliser Bay. Two earthquakes of magnitude 7.2 and 7.0 respectively hit Wellington and 

Wairarapa regions in 1942 causing substantial damage to some of the buildings. The most recent 

and powerful earthquake was the 2016 Kaikoura earthquake that had significant impacts on some 

of the multi-storeyed buildings in Wellington’s CBD (New Zealand Parliament, 2016).  

Therefore, the regional structure of the Wellington region’s electricity, potable water and road 

networks were studied through available literature, documental resources and personal 

communications with the regional CI network providers. The primary source of data for the 

topological structure of electricity and road networks was acquired in GIS shapefiles. The 

researcher designed GIS shapefiles with placeholder data for the locations, connectivity and other 

related parameters of the potable water network. ESRI (2017) defines a shapefile as “a vector data 

storage format for storing the location, shape, and attributes of geographic features. A shapefile 

is stored in a set of related files and contains one feature class”. These shapefiles usually contain 

detailed information for an individual component which can also represent its supply zones using 

meshblocks. Statistics New Zealand (2020) defines a meshblock as:  

A meshblock is a defined geographic area, varying in size from part of a city block to 

large areas of rural land. Meshblocks are contiguous: each meshblock borders on another 

to form a network covering all New Zealand, including coasts and inlets. 
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The shapefiles needed some cleansing and then converted into Comma-separated Values (CSVs) 

for a better understanding and representation of connectivity between various CI network 

components. The result of this data collection phase formulated the basis for the selection of CI 

network components for this study and is discussed in the following subsections. 

a. Components of the electricity network  

Wellington region’s metropolitan power supply is delivered through an electricity network 

consisting of 220kV, 110kV, 33kV, 11kV and 400V network components. Transpower New 

Zealand network consists of a series of Grid Exit Points (GXPs) that provide the electricity supply 

to Wellington Electricity (WE), which delivers it to commercial and domestic users (Transpower 

New Zealand, n.d.; Wellington Electricity, n.d.). The GXPs are connected through high power 

110kV cables passing through transmission structures, and the supply from GXPs to substations 

is connected through 33kV overhead or buried sub-transmission cables (Mowll, 2012). Each 

substation supplies a zone or area consisting of businesses and households. Wellington’s 

electricity supply zones are represented using meshblocks, their supplying substations and GXPS 

are represented as nodes or points and the connecting cables and transmission structures are 

represented as links or lines, in Figure 4-2.  

 

Figure 4-2. Wellington region’s electricity supply zones and significant components modelled for this study 
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b. Components of the road network  

A road network consists of many significant components including a road carriageway, 

supporting structures, retaining walls and tunnels. Road impacts can be modelled in several ways 

with varying resolutions. In this study, the role of the road network is considered as its ability to 

provide access to the damaged sites of electricity and water networks and how quickly it can 

provide access in response and recovery phases. Therefore, a simplified network of ‘road zones’ 

has been utilized in this study as opposed to full network analysis. An expert judgement workshop 

was held in the past between Waka Kotahi NZ Transport Agency, regional city councils and Opus 

International Consultants Limited, Wellington in which the Wellington region was divided into 

24 different road zones as shown in Figure 4-3. This data related to the road zones was provided 

by Waka Kotahi NZ Transport Agency in GIS shapefile format for this study. 

 

Figure 4-3. Wellington region’s road zones 

The shapefile was then converted into a CSV file to represent a ‘time to recover’ matrix between 

the 24 road zones as shown in Table 4-1. The matrix can show an estimated number of days 

needed to provide access between 24 different road zones. These estimates were calculated based 

on dependencies of the road network on other CI networks and the probable damage to different 
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elements of the road network such as bridges, tunnels, connecting roads etc. The exercise of 

creating these road zones and the road access matrix is not part of this study and the ‘time to 

recover’ matrix is utilized in this framework to estimate the additional time needed to access the 

damaged components of electricity and potable water networks. 

Table 4-1. Estimated outage times (in days) for road access between road zones 

Zone A B C D E F G H I J K L M N O P Q R S T U V W X 

A 
                        

B 7 
                       

C 7 5 
                      

D 7 3 5 
                     

E 7 3 5 2 
                    

F 7 3 5 2 2 
                   

G 7 3 5 2 1 2 
                  

H 7 7 7 7 7 7 7 
                 

I 7 7 7 7 7 7 7 3 
                

J 13 13 13 13 13 13 13 13 13 
               

K 7 7 7 7 7 7 7 5 5 13 
              

L 14 14 14 14 14 14 14 14 14 14 14 
             

M 10 10 10 10 10 10 10 10 10 13 14 14 
            

N 14 14 14 14 14 14 14 14 14 14 14 7 14 
           

O 14 14 14 14 14 14 14 14 14 14 14 14 14 14 
          

P 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 
         

Q 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 7 
        

R 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 
       

S 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 7 3 40 
      

T 7 3 5 3 3 3 3 7 7 13 7 14 14 14 14 15 15 40 15 
     

U 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 7 7 40 7 15 
    

V 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 7 7 40 7 15 7 
   

W 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 40 30 30 30 30 
  

X 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 40 21 21 21 21 30 
 

 

c. Components of the potable water network  

Wellington’s potable water network consists of two parts: (i) the bulk water supply network and 

(ii) the reticulation network. The bulk water network components including reservoirs, treatment 

plants, pump stations and their respective connecting pipelines have been modelled in this study. 

The topological information related to the locations of potable water network components, 

connecting pipelines from treatment plants to pump stations and from pump stations to reservoirs 

is designed by the researcher using placeholder values. The reason for using placeholder values 

at this stage is the unavailability of the real data during this study. The pipelines that are part of 
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the reticulation network down the reservoir are beyond the scope of this study. Figure 4-4 shows 

some part of the potable water network that is designed for the study area in which bulk water 

treated in the treatment plants is supplied to reservoirs through pumps stations and finally carried 

to the household and businesses within the potable water supply zones, represented as 

meshblocks. 

 

Figure 4-4. Wellington region’s potable water supply zones and significant components modelled for this study 

4.2.1.2 Analysis of the CI components’ topological data 

Based on the understanding of the regional structure of the electricity, potable water and road 

networks in the Wellington region, the collected data is then analysed and processed to make it 

suitable for the modelling of CI networks’ recovery. In the topology-based network approach, the 

point components (e.g. a pump station in a potable water network or a substation in an electricity 

network) are modelled as ‘nodes’ and linear components, e.g. electricity cables and water pipes 

are modelled as ‘link’ or ‘edge’. The nodes are connected using the links and it is important to 

identify the direction of the flow of services between various nodes. For a graphical representation 

of the dependency relationships between different CI components, this study used dependency 

matrices (Setola & Theocharidou, 2016). A dependency matrix is a matrix having rows and 
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columns labelled with either 1 (if there is a flow of service from node i to node j that means j is 

dependent on i) or 0 (if there isn’t any flow of service from node i to node j that means j is not 

dependent on i). An example of a dependency matrix between nodes i, j and k is shown in Table 

4-2.  

Table 4-2. An example of a dependency matrix between nodal components of a CI network 

 To 

 Nodes i j k 

F
ro

m
 

i 0 0 0 

j 1 0 0 

k 0 1 0 

After understanding the dependency relations between different components of a CI network, a 

further analysis is needed for their input characteristics. The input parameters for nodal 

components include an identifier, component type, and the road zone in which it is located. The 

input parameters for link components include an identifier, source type 

(GXP/substation/treatment plant etc.), destination type (substation/pump station/reservoir), 

structural characteristics (material type) and the road zones through which they are passing to 

connect a source node to the destination node. By considering road zone information at the node 

level, the input data makes it convenient to compute the access time to the node’s location from 

any other road zone using the ‘road zone matrix’. It is worth noting that in a real network, there 

can be multiple links in different paths connecting a source node and a destination node to ensure 

redundancy in the network. These links representing cables of the electricity network or pipes of 

the potable water network have different material types and they pass through different road 

zones. Hence, there are multiple entries in the input data file for each of these links following 

different paths (1 & 2) as shown in Table 4-3 and further explained using Figure 4-5. 
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Table 4-3. An example representation of nodes and edges as input file 

id Links Source Destination Cable/pipe material Road zone 

1 NodeX-NodeY-1 X Y A RoadZone-A 

2 NodeX-NodeY-1 X Y A RoadZone-B 

3 NodeX-NodeY-1 X Y B RoadZone-C 

4 NodeX-NodeY-2 X Y A RoadZone-A 

5 NodeX-NodeY-2 X Y B RoadZone-B 

6 NodeX-NodeY-2 X Y C RoadZone-C 

 

Figure 4-5. An example depiction of the connectivity between two nodes through multiple links (material A or B may 

be included) 

In an independent network model, two nodes can either be connected directly by a single link or 

multiple links as explained earlier or indirectly accommodating intermediate nodes and additional 

links as required. In such cases, there is a need to identify and design all the possible routes by 

adding the links together. An example of such a scenario is shown in Figure 4-6. There is no direct 

path from NodeX (source node) and NodeZ (destination node) of the same CI network, but there 

are five links that can be used to make six possible routes from NodeX to NodeZ, passing through 

NodeY. 
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1. Route-A includes Link 1 (NodeX-NodeY-1) and Link 4 (NodeY-NodeZ-1) 

2. Route-B includes Link 1 (NodeX-NodeY-1) and Link 5 (NodeY-NodeZ-2) 

3. Route-C includes Link 2 (NodeX-NodeY-2) and Link 4 (NodeY-NodeZ-1) 

4. Route-D includes Link 2 (NodeX-NodeY-2) and Link 5 (NodeY-NodeZ-2) 

5. Route-E includes Link 3 (NodeX-NodeY-3) and Link 4 (NodeY-NodeZ-1) 

6. Route-F includes Link 3 (NodeX-NodeY-3) and Link 5 (NodeY-NodeZ-2) 

 

Figure 4-6. Multiple links and routes between source and destination nodes 

The links and routes are created to choose the best possible path from all the available paths to 

compute the optimum recovery time for a node from its source node. The reason for adding 

multiple links was to provide redundancy in the network so that if one link fails then another link 

is available to continue the flow of the network. 

4.2.2 CI damage representation module 

After the topological representation of CI network components, the damage representation 

module refers to the simulation of physical damage to CI components, which is then presented to 

the CI network functionality assessment module to estimate the impact of damage on a CI network 

service. A recovery model is then used to describe the restoration process of a damaged CI 
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network with and without dependencies on the other CI networks. Similar to the acquisition of 

topological data for the CI network components, another data acquisition process was needed for 

the estimation of damage to various types of CI network components, which is discussed in the 

next section. 

4.2.2.1 Acquisition of the CI components’ damage data 

Information related to the damage of CI network components needed to be acquired from a 

separate hazard and risk modelling tool (or software) as depicted earlier in Figure 4-1. Therefore, 

a risk analysis tool, namely Riskscape is used to model damage to the network components for a 

chosen hazard. RiskScape is a multi-hazard risk assessment software tool that predicts the severity 

of damage (represented as ‘damage states’ (DS)) and direct losses for CI components exposed to 

natural hazards (Bell et al., 2007; Schmidt et al., 2011). RiskScape generates the damage states 

of different components within the identified CI networks. Based on different damage states 

appropriate repair/recovery strategies were adopted in this study to estimate outage of services. 

The final outputs are timestamped outage maps that determine a CI network service outage area 

due to a hazard. The process of damage assessment from RiskScape starts from modelling a 

hazard scenario on the identified CI network components. It then combines spatial information 

on hazards, components, and their vulnerability to predict damage states for the CIs (Bell et al., 

2007). 

Hazard models help us to mathematically describe the variation of hazard intensity across a region 

of interest considering the frequency and source of the hazard (Chen et al., 2016). In this study, a 

deterministic Wellington Fault Mw7.5 earthquake hazard scenario including related secondary 

hazards such as liquefaction and ground subsidence is modelled by RiskScape to generate the 

damage. The hazard model includes the earthquake source (geometry and magnitude), the site 

model representing soil properties, and ground motion prediction models that estimate shaking 

from the source to site of interest i.e. CI network component’s location. The fragility functions of 

RiskScape used Modified Mercalli intensity (MMI) and Peak Ground Acceleration (PGA) as the 

ground shaking intensity measure. A set of fragility functions is available in RiskScape that is 
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suitable for various types of CI network components to predict their likely damage states (DS1 to 

DS5, representing ‘light’ to ‘extreme’ damage) for a given level of hazard intensity. By modelling 

uncertainties in hazard and using probabilistic fragility functions, RiskScape can generate 

multiple damage scenarios for a network under consideration (Schmidt et al., 2011). Uncertainty 

modelling is beyond the scope of this study, therefore only a single deterministic scenario is used. 

4.2.2.2 Analysis of the CI components’ damage data 

Although the damage data for this study has been acquired from RiskScape, due to the 

standardized structure of the impact assessment framework, this data can be acquired from other 

similar models as well. The collected data provides details on the damage sustained by each 

component in terms of damage states and the number of components in each damage state. Table 

4-4 shows some parts of an example damage file for representing the damage states of different 

links between the nodes. 

Table 4-4. An example of input file for linear components with their damage information 

Id Links Source Destination Mat Road zone DS1 DS2 DS3 DS4 DS5 

1 NodeX-NodeY-1 X Y A RoadZone-A 0 5 15 0 0 

2 NodeX-NodeY-1 X Y A RoadZone-B 0 17 11 10 0 

3 NodeX-NodeY-1 X Y B RoadZone-C 0 4 1 0 0 

4 NodeX-NodeY-2 X Y A RoadZone-A 0 3 2 12 0 

5 NodeX-NodeY-2 X Y B RoadZone-B 0 11 18 10 0 

6 NodeX-NodeY-2 X Y C RoadZone-C 0 21 36 31 0 

Each link between a source and the destination contains several segments and the last 5 columns 

of Table 4-4 show the number of segments in each damage state. For example, the first row shows 

that for the link NodeX-NodeY-1 with source X and destination Y, having mat (material type) A, 

passing through RoadZone-A has 0 segments in DS1, 5 in DS2, 15 in DS3 and 0 in DS4 and DS5. 

Information around the time needed to repair the damaged components and the recovery strategies 

for various types of components under different damage states is discussed in detail in Chapter 5. 
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4.2.3 CI network functionality assessment module 

The analysis of CI network functionality needs to aggregate all the information from the 

significant components in one place, which means that a component level functionality 

assessment is needed first. The component functionality models address the level of functionality 

of the components of a CI network distributed over a region, based on the damage information 

about each component and its connectivity (Lee et al., 2018; Unen et al., 2011). The recovery 

times for individual components of a CI network are calculated using the damage state and 

applying the respective recovery strategy for each component (nodes and links). For point 

components (i.e. nodes), recovery time is directly mapped for each damage state, whereas, for 

link components, recovery time computation is a complex process and needs an implementation 

of the shortest path algorithm.  

In this study, Dijkstra’s algorithm has been applied to calculate the minimum recovery time from 

a source node to the destination node (Dijkstra, 1959). Dijkstra's algorithm is a useful algorithm 

for topology network-based modelling techniques to find the single shortest path. It does not need 

to know the target node beforehand and finds the shortest path from a node to every other node 

in the network. Therefore, Dijkstra’s algorithm finds the shortest path from a source node (for 

example, a GXP of an electricity network) to all the destination nodes (for example, the 

substations of an electricity network) in a given graph. We start the algorithm by generating an 

SPT (shortest path tree) with a given source as root by maintaining two sets. One set contains the 

nodes included in SPT and the other set includes the nodes that are not yet included in the SPT. 

At every step of the algorithm, a node is chosen which is not yet included in the set and has a 

minimum recovery time from the source. The path finally generated by Dijkstra’s algorithm 

shows the optimal route among all the other available routes from a source to a destination node. 

Thus, this algorithm can handle the redundancy in the CI networks by finding the best available 

path automatically through the following steps:  
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Dijkstra’s Shortest Path Tree Algorithm 
 

1 Input: Create a set for calculating the recovery times and name it calcRT 

(Calculate Recovery). This set is initially empty, and it keeps track of all 

the included nodes. 
 

 

2 Assign a recovery time value to all the nodes of the input graph. For the source node, 

the recovery time value is 0 so that it is picked first and the recovery times for all the 

other nodes are set as INFINITE.  
  

3 While calcRT does not include all nodes: 

4  Pick a node x, which is not already in calcRT set and has the lowest 

recovery time. 

5  Include this node x to the calcRT set 

6  Iterate through all the adjacent nodes of x and then update their recovery 

times. For every adjacent node y, if the sum of recovery time value of x 

(from source) and weight of edge x-y, is less than the recovery time value 

of y, then update the recovery time value of y. 

7 Output: A set of recovery times from a source node to the destination node with 

minimum recovery time 
 

An example scenario is presented in Figure 4-7 to calculate the optimum recovery time from node 

‘A’ to node ‘G’. Initially, the set calcRT is empty, and recovery times assigned to the vertices are 

{0, INF, INF, INF, INF, INF, INF} where INF means infinite.  

 

Figure 4-7. An example scenario of connectivity between different nodal components 
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We start the algorithm by first picking the source node and then pick the adjacent node with 

minimum recovery time value from the previously selected node and it should be not already 

included in the calcRT set. We then update the recovery time values of its adjacent nodes and 

repeat the process until the algorithm has visited all the nodes in the graph and find the minimal 

recovery time from the source node to all the other nodes. For the above example, the following 

steps are needed: 

a) Pick the source node, which will be ‘A’ and calcRT becomes {A}. Adjacent nodes of ‘A’ 

are B, C and D and their recovery times are updated as 4, 1 and 3, respectively.  

b) The next node with minimum recovery time and not already included in the set is node 

‘C’ and calcRT becomes {A, C}. The recovery times of adjacent node ‘E’ becomes 8 and 

the recovery time of node ‘F’ becomes 9.  

c) The next node with minimum recovery time and not already included in the set is node 

‘D’ and calcRT now becomes {A, C, D}. The recovery times of node ‘E’ and ‘F’ change 

to 7 and 8, respectively. 

d) The next node with minimum recovery time and not already included in the set is node 

‘B’ and calcRT becomes {A, C, D, B}. The recovery times of node ‘E’ and ‘F’ change to 

6 and 7, respectively.  

e) The next node with minimum recovery time and not already included in the set is node 

‘E’ and calcRT becomes {A, C, D, B, E}. The recovery time of the node ‘G’ becomes 9.  

f) The next node with minimum recovery time and not already included in the set is node 

‘F’ and calcRT becomes {A, C, D, B, E, F}. The recovery time of node ‘G’ changes to 8.  

At this stage, the algorithm has visited all nodes in the graph and has been able to find the minimal 

recovery time from the source node to all the other nodes. In the above example, an optimal path 

from node ‘A’ to node ‘G’ is resulted as highlighted in Figure 4-8, with recovery time 8 and this 

optimal path allows us to handle the redundancy in the network.  
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Figure 4-8. Optimal recovery path from a source node to a destination node after applying Dijkstra’s algorithm 

4.2.4 CI interdependency assessment module 

CI networks are vulnerable not only through the disruption of components within a single CI 

network but also because of dependencies between components of different CI networks. When 

the impact assessment is done for multiple CI networks, interdependencies need to be modelled 

to arrive at the integrated functionality or LOS that can be utilized for the analysis of social and 

economic impacts. Simple examples of these dependencies are between pump stations of a 

potable water network and the substations of an electricity network. The combined effects of these 

dependency relationships can rapidly increase the scope and extent of CI network disruption 

beyond that of the original failure. These escalating failures are often referred to as cascading 

failures (Dueñas-Osorio & Vemuru, 2009; König & Schauer, 2019).  

The modelling of interdependencies between CI networks can be challenging because it requires 

the collection of a large amount of detailed information from different organizations (Pant et al., 

2017). There is no accepted best approach for modelling these interdependencies and many 

approaches have been proposed over the last few years with new approaches often being trialled 

on either a small region with numerous types of CI or larger regions but considering limited 

numbers of CI types (Cheng, 2017; De Nicola et al., 2016; Digioia et al., 2012; Panzieri et al., 
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2005; Pinnaka et al., 2015; Rahman et al., 2011; Wilson et al., 2014). Not many studies have 

considered large geographical areas and multiple CI networks because of the difficulty in 

collecting the information needed to populate the models to a level of completeness that allows 

informative modelling. 

Recently, the international community studying CI interdependencies has favoured the use of a 

system of systems (SOS) approach (Eusgeld et al., 2011). The system of systems approach takes 

separate models for each of the networks or CI types and knits them together to create a more 

complex model that considers the interdependency relations between different components. A 

system of systems approach supports the use of a hierarchical architecture where the top tier is 

the ‘whole’ system of systems, consequent tiers are the interaction among various CI networks 

and the individual components within each CI network, as illustrated using a horizontal hierarchy 

in Figure 4-9. 

 

Figure 4-9. System of systems hierarchical structure 
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The system of systems approach needs to elicit and carefully define the nature of the connections 

between different components at the systems level and the connections between different 

infrastructure networks at the CI network level. Among CI networks of electricity, road and 

potable water supply, there are some obvious dependency links. The relative importance of the 

links can change, however, depending on whether it is a normal operating situation or a post-

event period where the emphasis is on recovery and reinstatement. In normal situations, out of 

the three CI network types, electricity is the main driving type because the other two networks 

are strongly dependent on the electricity network. In a recovery situation, roads take a greater 

level of importance because road access controls the ease with which repair and reinstatement 

operations can take place. Similar to the dependency matrices for components of an individual CI 

network, the dependency matrices for multiple CI networks are created to understand the 

dependency relationships between them. An example is shown in Table 4-5, in which nodes EA, 

EB, EC and ED represent the components of the electricity network, whereas nodes WA, WB, 

WC, WD and WE represent the components of the potable water network. 

Table 4-5. An example of a dependency matrix between components of different CI networks 

  To 

 Nodes WA WB WC WD WE 

F
ro

m
 

EA 0 0 0 0 0 

EB 0 1 0 0 0 

EC 0 0 0 0 0 

ED 0 0 0 1 0 

At this stage, the integrated impact assessment framework has gathered the required topological 

and damage data for the components of the modelled CI networks. In Figure 4-10, the integrated 

linkage process between electricity, potable water and road network models is depicted. 
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Figure 4-10. An integrated methodology for linking electricity, potable water and road networks 

Further explanation about this integrated methodology is presented through a step-by-step 

process:  

● Step 1: During the CI network representation phase, the component data for electricity, 

potable water and road networks is collected. The data for the electricity and potable water 

network components is processed and represented in the form of nodes and edges using a 

topology network-based approach. The whole study region is then divided into different 

road zones to provide further information about road access to these components. 

● Step 2: During the damage representation phase, damage data (generated by RiskScape) 

for the three modelled CI networks represents different damage states for the components 

of these networks.  

● Step 3: The network data (topological and damage) is then integrated using the connectivity 
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data between the components of the modelled CI networks to understand the flow of 

services and cascading failures of the components due to the failure to the components to 

which they are dependent.  

The conceptual integrated impact assessment framework at this stage is ready to be implemented 

to generate the desired results. Different modules within the framework have been designed to 

keep them independent from the variation of CI networks’ topological data and damage models. 

This framework has been designed using a system of systems approach to be flexible to include 

more CI networks in future easily by including their topological and damage data. Similarly, 

damage representation models other than RiskScape can also be utilized for the representation of 

damage to the existing CI network components. The software implementation of this framework 

is presented in the next chapter with the inclusion of the recovery strategies, as it is also important 

to understand how the damaged CI network components can be accessed and repaired. Through 

the detailed analysis of the generated results, all vulnerabilities in the network can be identified 

and subsequent decisions can be made to improve the recovery times of CI network components. 

4.3 Chapter Summary 

The emphasis of this chapter was to design an integrated impact assessment framework for CI 

network models as the first artefact of this study. To ensure methodological rigor in this study, 

foundational information is gathered from the academic literature of appropriate theories for CI 

component representation, CI damage representation, CI network functionality assessment and 

CI interdependency assessment modules. This framework is robust and built on transparent 

methods to translate results between different computational modules, resulting in a more 

advanced and integrated or linked system of systems. The motivation for this part of the study is 

to work towards a better understanding of how the modules can interact, while preserving their 

respective strengths, and to give an improved representation of both the flows of information and 

the impacts of the modelled components. The in-depth analysis of CI network functionality with 

the dependencies between components of different CI networks has provided some key points to 

be considered as below: 
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1. When different CI network component models are linked to model a single CI network, 

the damage or functionality impacts of one component model must be reflected in other 

models so that combined effects of intra-dependencies can be analysed. 

2. An understanding of interdependencies between the components of two different CI 

network models is crucial to interlink multiple CI networks. The effort required in this 

process can be quite demanding, and expert elicitation can be an effective approach to 

enable this. 

3. For those CI network models where the direct linkage is not possible, sophisticated 

interface models should be used to integrate across the different models. 

The first artefact of this study has been designed through an integrated impact assessment 

framework that can further be implemented and tested using software platforms to generate the 

desired results. The next chapter discusses how the structured data from this conceptual 

framework is utilized to develop a KCDSS that will ease the decision-making requirements of the 

relevant stakeholders. 
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5 ARTEFACT - II: DEVELOPMENT OF KNOWLEDGE-

CENTRED DECISION SUPPORT SYSTEM (KCDSS) 

 

5.1 Introduction 

Following the design of the integrated impact assessment framework as the first research artefact, 

a KCDSS is developed as the second research artefact of this study to validate the architecture of 

the framework. DSSs can be used as a tool by the researchers and relevant stakeholders to 

investigate how well the system supports the work and find areas of strength and weakness in the 

design of their frameworks (Zakaria et al., 2015). The development of KCDSS is driven by the 

Design Science Research (DSR) methodology. The DSR methodology not only guides the 

development and implementation of the KCDSS but also facilitates its demonstration and 

evaluation (Arnott & Pervan, 2018). The KCDSS implementation addresses the fourth objective 

of the research and serves as a working product of the proposed artefact of Chapter 5. The core 

of any KCDSS consists of different types of knowledge that makes it different from a traditional 

DSS. This knowledge is captured and stored within the DSR’s rigor cycle (that is the knowledge-

base), for the benefit of the DSR’s relevance cycle (that is target environment) in which a DSS 

will be deployed and for the end-users who will interact with the DSS. A comprehensive review 

of the literature indicates different types of DSSs have different design and implementation 

challenges, and a DSS that supports the understanding of CI network interdependencies may 

require specialized modelling techniques, software implementation and database components 

(Giovinazzi et al., 2017; Neville et al., 2016).  

The key criteria for the successful use of any software-based applications supporting emergency 

management is considered as the ability of the software to facilitate its end-users by providing the 

right information at the right time (Prasanna & Huggins, 2016; Rosato et al., 2016; Yang et al., 

2014). The end-users as decision-makers usually face a few to more than hundreds of choices of 
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decisions and they must narrow down the possible choices to a reasonable number. Decision 

support using a well-defined knowledge-base can be useful for decision-makers to choose the best 

option from a variety of available choices of decisions (Osatuyi & Andoh-Baidoo, 2014). 

Computers can use the support of some prebuilt algorithms to evaluate the scenarios and then 

assist the decision-making capabilities of the decision-makers by presenting a variety of 

alternative options in the form of knowledge (Anzaldi et al., 2014). The sophisticated analysis 

provided by a knowledge-base can become an important factor in making more accurate and 

valuable decisions (Shaofeng Liu & Zaraté, 2014; Müller et al., 2019). Therefore, a well-defined 

and properly structured implementation of the conceptual framework by using a KCDSS can 

assist the researchers and relevant decision-makers to get new ideas and find areas of strengths 

and weaknesses in their built systems. This can lead to exploring new system requirements and 

making further refinements and improvements to their frameworks. Therefore, the second artefact 

of this study is accomplished by developing a KCDSS as a completely customizable support tool 

for decision-making. With the support of this decision support tool, the end-users of this KCDSS 

will be able to test and verify various recovery strategies for interdependent CI networks. 

5.2 Architecture of KCDSS 

It is a complex and computationally intensive process to analyse and understand the performance 

of CI network while handling a myriad of information and data including (i) structure of the CI 

network and the dependencies existing between their components; (ii) different severity levels of 

damage sustained by the CI network components; (iii) their respective service recovery times; 

(iv) road access times to the damaged site from the locations of resource availability; (v) order 

and priority of recovery of service over the distributed region; and (vi) ability to test various 

‘what-if’ scenarios with adding/removing network components in a simulation-based approach.  

To address and accommodate all the above-mentioned needs, this study developed and 

demonstrated a computer-based KCDSS through a three-tier client-server software architecture 

pattern (Schuldt, 2009). In a traditional one-tier architecture, all the required components of a 
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software application including user interface, central core logic or middleware and back-end data 

are on a single server or platform (Schuldt, 2009; Taylor, 1998). Two-tier architecture decouples 

the back-end data from middleware and user interface but the latter two are still bound together 

within the same platform. Both one-tier and two-tier architectures do not perform well for 

software applications that require the complex processing of a huge amount of data. With the 

growing needs of technology, sometimes there is a need to convert the desktop applications into 

web-based or mobile-based applications that needs modified design of the user interface. These 

changes in one-tier and two-tier architectures need a lot of modifications in the middleware as 

well (Du Bois, 2013). Three-tier architecture resolves these problems as each tier is developed 

and maintained as an independent module, which includes: (i) the presentation tier (user interface 

layer) in which input and output data of the CI networks is operated; (ii) business logic tier 

(application processing layer) which accommodates functions for analysing network performance 

and computing the outputs; and (iii) data tier (database and knowledge layers) in which CI 

network component’s properties, their damage states and knowledge-base of recovery strategies 

are stored to support the other two tiers. The benefit of using a three-tier architecture to develop 

the KCDSS is that any of these tiers can be modified or replaced independently due to the changes 

of circumstances and user needs without affecting the other tiers (Shamsaie et al., 2007). A short 

description of each tier is listed below: 

a) The presentation tier mainly deals with user interfaces and translates tasks and results 

to something meaningful for the end-users. This tier displays information related to 

services like network design and updating, map building, scenario creation and 

visualization of the results. In simple terms, it is the layer which the end-users can access 

directly (such as a web page, or an operating system's graphical user interface (GUI)) 

(Ramirez, 2000). 

b) The business logic tier moves and processes data between the two surrounding tiers 

through the processing of different commands and calculations, coordination with the 

application tasks that will allow it to make logical decisions and evaluate the results. The 
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business logic tier can also function independently from the presentation tier and can still 

control the software application and perform the detailed processing tasks (Schuldt, 

2009). 

c) The data tier enables the end-users to store and retrieve key information related to the 

important components of the application from the database and related knowledge from 

the knowledge-base. The information is then passed back to the business logic tier for 

processing, and the results can be linked to the presentation tier for visualisation 

(Wijegunaratne & Fernandez, 1998).  

The next section provides details of the implementation of the KCDSS. It first specifies the 

software tools used for the implementation, and then it presents the overall implementation 

process based on the three-tier architecture platform, which provided a modularization to simplify 

the implementation process. In this regard, this section suggests the appropriate technologies and 

the software development techniques required for the KCDSS implementation following the 

characteristics and requirements of each layer of the three-tier architecture.  

5.3 Implementation of KCDSS  

For the development of web applications and even desktop applications, front-end and back-end 

technologies go side by side. Nowadays, software development is evolving rapidly that needs a 

combination of different technologies to build just a single software application (Du Bois, 2013). 

Therefore, the software developers intending to develop dynamic web-based applications have 

tedious work to integrate Hypertext Markup Language (HTML) codes with server-side 

programming languages (Pop & Altar, 2014). The same process is needed for developing other 

complex applications that need a whole team of skilled developers (Zlatev et al., 2013). Each 

developer in the team chooses a domain of speciality, such as JavaScript for client-side 

interaction; HTML and CSS for developing visualisation tools of the presentation tier; C#, Java, 

Python, PHP, ASP, etc., for developing server-side logic and Microsoft SQL Server, Oracle 

Database or MySQL for storing and management of databases and knowledge-bases. While 
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working in a team, these software developers need to work efficiently so that their codes fit the 

overall design of the software application. 

Typically, the user interface can be accessed on a desktop computer or a web-based GUI. Business 

logic uses an application server or a web server to execute its various modules that can store and 

retrieve information from a relational database management system (RDBMS) through a database 

server. Therefore, from the software implementation point of view, the KCDSS developed in this 

study runs on an environment consisting of a web server, application server and database server. 

A summary of the functionalities of these three servers is listed below: 

1. A client computer or web browser has the front-end user interface through which the 

decision-makers can have access to the KCDSS. 

2. A front-end web server receives Hypertext Transfer Protocol (HTTP) requests from the 

presentation tier and renders the static or dynamically generated HTML results back to 

the user interface. 

3. An application server containing software codes and visualization styles to do dynamic 

content processing. 

4. A back-end database server or data store built on datasets and the Database 

Management System (DBMS) software to store and retrieve the required information 

from the database and knowledge-base. 

The business logic tier is the middle tier between the presentation tier and the data tier operating 

through a web server and an application server. The KCDSS is implemented as a web-based 

application in which the users make their requests through a web (client) browser and the business 

logic tier uses its web server to transfer user requests to the application server. The application 

server then invokes the queries for the data tier, which runs on a database server and consists of 

a DBMS to access all the datasets stored in the database. The database server retrieves the 

information that was requested from the database and returns the result to the application server. 

This flow of information between the different components is illustrated in Figure 5-1. 
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Figure 5-1. Flow of information in the KCDSS architecture (Source: Shamsaie et al., 2007) 

There are some application design paradigms and patterns that support the three-tier architecture 

design by providing the supporting tools to separate various components of the software being 

developed. Some of the most popular design patterns are Model-View-Controller (MVC), Model-

View-Presenter (MVP) and Presentation-Abstraction-Control (PAC) patterns (Voorhees, 2020). 

These three application design paradigms support the three-tier architecture design by providing 

the support for separating different components of the software being developed. Software 

developers can choose any of these according to the relevance with the software development 

features and needs and goals of their study (Pop & Altar, 2014). 

In this study, the researcher had to develop all components of the KCDSS by himself through: a) 

a proper storage mechanism for database and knowledgebase; b) interactive visualisation tools 

for the presentation tier; and c) control of all the application processes through the implementation 

of the designed algorithms in the business logic tier. This process needed careful management of 

different types of software codes by separating the presentation tier from the business logic and 

data storage of the KCDSS. Therefore, based on these objectives and software development 

needs, the researcher has chosen the MVC pattern for the software development of the KCDSS. 

MVC was originally formulated by Trygve Reenskaug (1979) into the Smalltalk-76 programming 

system. An MVC pattern is a software design architecture in which the business logic can be 

isolated from the presentation and data tiers (Krasner & Pope, 1988). As this study involved a 

large amount of CI network data and the knowledge-base of recovery strategies for the damaged 

components of the CI networks to model the CI network interdependencies, this isolation between 

the three tiers significantly improved the efficiency of the KCDSS and made its maintenance 

easier. The MVC pattern can also be integrated with the three-tier architecture model according 
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to the specific software design. The three-tier architecture for this study is depicted in Figure 5-2, 

and a brief discussion of three modules of the MVC pattern is presented afterwards. 

 

Figure 5-2. Three-tier architecture design with MVC modules 

a) The Model is responsible for the data and knowledge management routines that are used 

to execute the operations to create, read, update, and delete the data within the database 

(Kantartzis & Malesios, 2018). A model contains all the application’s business logic, 

validation logic, and database access logic that cannot be managed through a view or a 

controller. A Model is responsible for managing the data objects and real-world entities 

along with their characteristics, states of operation and their mapping with application 

states (Maria, 1997).  

b) The View represents the presentation layer and is responsible to provide a visualization 

mechanism through graphical interfaces. It is responsible to retrieve the required data 

from the model into a form suitable for user interaction, and normally contains HTML 

content that is transferred to the web browser for display. A view is like a single displayed 
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page, which contains HTML contents and scripts being written in some other scripting 

programming languages, for example, C# or Visual Basic.NET. The view also takes notes 

of any changes to the presented data entities and posts the data back to the controller, 

which updates the data objects behind the scenes. The view represents the entire web 

application to the user and is a critical part of the software application where collaborative 

development is needed (Krasner & Pope, 1988). 

c) The Controller holds the business logic of the application and works between the model 

and view of the MVC pattern (Farshidi et al., 2018). It is responsible for controlling the 

way a user interacts with a software application. It receives user inputs from the view, 

passes them to the model, receives results from the model and sends them back to the 

view. The controller is therefore the entry point into a software application and interacts 

directly with the user actions. It also manages the model updates by updating the data 

objects via the database (Pop & Altar, 2014).  

The KCDSS has eventually been developed using a three-layer architecture with layering in 

ASP.NET MVC 5 with Entity Framework and SQL Server. The ASP.NET MVC framework is a 

lightweight, open-source, object-oriented and highly testable presentation framework that is 

optimized to be used with ASP.NET. It provides a pattern-based way to build dynamic 

applications that enables a clean separation of concerns (Pop & Altar, 2014). The server-side 

coding and web application development are carried out in Microsoft Visual Studio IDE. The first 

step to creating a web application involves the implementation of a three-tier architecture in 

ASP.NET MVC with Entity Framework involving Language-Integrated Queries (LINQ) to 

access the Relational Database Management System (RDBMS) through stored procedures. Stored 

procedures enhance the flexibility of system design, support data layer simplification and improve 

the efficiency in the implementation of the application (Shushu Liu, 2010). The results of database 

and knowledge-base queries are displayed using Microsoft ASP.NET AJAX tools. The user 

interface design of the application is implemented using a responsive bootstrap template. The 

following sections detail the implementation of each of the three tiers. 
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5.3.1 Data tier  

The Entity Framework (EF) code-first approach is utilized in this study to design the data tier.  

Software coding is done in C#.NET and then EF approach is used to further create the database 

from the code. In the code-first approach, classes are first created for the domain entity and with 

the help of code-based migration, the database schema is created or updated in the SQL server. 

Data is stored in two different components: the database and the knowledge-base. The database 

contains the topology and damage data of the CI network components, whereas, the knowledge-

base contains various recovery strategies acquired from the relevant experts for disrupted CI 

networks. These components are individually discussed in the next sections. 

5.3.1.1 Database component 

The database component is an essential part of the data tier as it provides the basic structure to 

organize all the topological and damage data of the CI components to make it useful for CI 

network functionality assessment. Therefore, a properly built database component stabilizes and 

organizes the input data and can be extended in future to include more data from additional CI 

networks. It allows the development of a flexible and customizable KCDSS by providing support 

for new features. The database component in this study includes the topological data that includes 

the configuration and connectivity of the CI network components. It also includes the damage 

data that stores the damage states of different components of the CI networks. The relationships 

between the entities in the KCDSS are illustrated through Entity-Relationship (ER) modelling 

(Bagui & Earp, 2003). ER modelling has been a popular database modelling technique that 

describes data as entities, attributes, and relationships between them.  

An entity can be defined as an object that has a physical existence, such as a substation, an 

electricity cable, a pump station. It can also be an object with a conceptual existence, such as a CI 

network’s outage results. Each entity has certain properties that are known as attributes. For 

example, a substation in this study has been described by its name, location, capacity, type, etc. 

A database usually contains groups of entities that are similar. For example, an electricity network 

database would contain its components of substations, GXPs, cables and transmission structures 
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as different entities. Within a substation entity, there can be many individual substations that share 

the same attribute types but have their values within those attributes. A relationship is used to 

define the dependencies between two or more entities. Relationships in ER modelling are 

represented through cardinalities, which are numerical attributes of the relationship between two 

entities or entity sets (Chen, 2002). These cardinalities represent: 

a) one-to-one relationship, in which one entity from entity set X can be associated with 

exactly one entity of entity set Y, and vice versa; 

b) one-to-many relationship, in which an entity from entity set X can be associated with 

multiple entities of an entity set Y, but an entity from entity set Y can only be associated 

with one entity of entity set X; or  

c) many-to-many relationship, in which one entity from entity set X can be associated 

with more than one entity from entity set Y and vice versa (Bagui & Earp, 2003). 

There have been several ER diagrams generated between different database tables for this study. 

An example ER diagram with entities, attributes and relationships between the modelled CI 

networks is shown in Figure 5-3. The entities are written as the title of the different tables, for 

example, Stations, Reservoirs, Roadzones, etc. Attributes are the parameters or properties of each 

of the tables and are listed inside the blocks, for example, Id, Name, Detail, RoadZoneId, etc. All 

these tables are connected through lines representing their relationships. In this study, only one-

to-many relationships are used. An example of such a relationship can be seen between reservoirs 

and road zones. A road zone can have many reservoirs, but every single reservoir is only 

associated with one road zone. The key sign represents how the attributes are linked between two 

tables. In this case, the Id attribute of the Roadzones table is linked to the Reservoirs table as 

RoadZoneId. These ER diagrams are developed based on the interdependency relationships 

between the three CI networks (discussed in Chapter 4) and form a basis for the implementation 

of the core functionality of the KCDSS. 
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Figure 5-3. ER Diagram: electricity, potable water and road network database 
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5.3.1.2 Knowledge-base component 

As mentioned earlier, the primary aim for developing a KCDSS was to utilize a knowledge-base 

platform through elicitation and sharing of experts’ knowledge. The knowledge-base in this 

context is populated with effective recovery procedures of damaged CI network components. 

Therefore, the development of the knowledge-base component is the fundamental part of the 

KCDSS to carry out the recovery process of damaged CI components. It is important to 

understand that the knowledge-base does not replace the decision-makers by making decisions 

by itself, but rather provides appropriate strategic information in a timely, efficient, well-

organized and easy-to-access format that allows the decision-makers to make informed decisions 

(Shaofeng Liu & Zaraté, 2014). The knowledge-base within the KCDSS is designed through a 

knowledge management process to assist the decision-makers in recognizing the recovery 

procedures for CI network components, which allows proper management of the available 

resources. The main components of the knowledge management process are shown in Figure 5-4. 

 

Figure 5-4. Main components of the knowledge management process 

As discussed in the previous section, the topological data of CI network components is stored in 

the database component that needs to be integrated with the knowledge-base of repair strategies 

from the knowledge-base component to provide useful information for enhancing decision-

making. This knowledge-base is then retrieved by an inference engine that performs a reasoning 
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process on the stored knowledge to draw conclusions about the available recovery options. The 

important aspect of the inference engine is that it strengthens the KCDSS through an ability to 

infer new recovery strategies depending on the different varieties of damage data. This process is 

discussed in detail in Section 5.3.1.3. The knowledge-base has been developed through the 

elicitation of recovery strategies from road and electricity network providers in the Wellington 

region. Some other information sources included past and recent studies, existing literature and 

ongoing work by different model developers within New Zealand and around the world. Using a 

knowledge-base, the KCDSS provides customizable options for the repair of CI network 

components, prioritization of the recovery tasks for critical components and an ability to test 

various ‘what-if’ scenarios with adding/removing network components. A brief description of the 

knowledge elicitation process is explained in the next section.  

a) Data collection of recovery strategies from CI network providers 

Although the topological and damage data collected for CI network components and discussed in 

the previous chapter gives an understanding of the basic characteristics, connectivity and a 

process to model damage to the selected CI network. But there is also a need to properly utilize 

this data by understanding the process of repairing the damaged CI network components and 

estimating the time needed for recovery of CI network services. This process involves another 

phase of data collection to understand various recovery strategies of the relevant stakeholders, 

which in this case were electricity and road network providers. A similar process can be adopted 

in future for potable water network, by replacing the placeholder topological and damage data 

with real data. Experts from regional potable water network can also be involved to understand 

region-specific recovery strategies for the damaged components.  

The main purpose of having a successful stakeholder involvement is to create an opportunity for 

all the participants to discuss solution possibilities. There were several challenges during the 

engagement with experts from electricity and road networks in the Wellington region, as the 

network providers used their storage mechanisms, data formats and have varying attribute 

properties for their CI network data. Each type of the modelled CI network required a different 
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modelling mechanism due to the varying nature of its constituent components and the involved 

complexities of restoration procedures. The elicitation of recovery strategies from the selected 

participants was useful for the researcher to understand available resources and personnel within 

the selected CI network providers, access to the repair equipment, specific regional needs to 

prioritize repairs of certain critical facilities and any alternate plans for a faster recovery process. 

The selected participants belonged to Wellington Electricity (WE), Waka Kotahi NZ Transport 

Agency, Transpower NZ and Wellington lifeline utility group (WeLG) and they were selected 

based on their ranks/positions and through peer nomination. An agenda was sent before the 

interviews to the participants with a list of questions and a brief introduction about the knowledge 

elicitation process (see Appendix B). A summary of the selected participants is presented in Table 

5-1: 

Table 5-1. Summary of selected participants 

Characteristics Description 

Total participants  
Two from WE and Waka Kotahi NZ Transport Agency and 

one each from Transpower NZ and WeLG 

Interview duration Each interview lasted around 60 to 90 minutes 

Years of experience 
All the experts had more than 15 years of experience in their 

respective fields. 

Industries represented 
Emergency response and recovery, lifeline group, lifeline 

utility providers and emergency management research. 

Professions of experts 
Asset engineer, senior asset manager, senior engineer, 

manager risk and assurance and lifeline utility controller  

The knowledge elicitation process gave insights about the CI network recovery strategies in a 

structured format, which was then transferred into the KCDSS to provide training and decision 

aiding facilities to the decision-makers. In this study, the researcher has used the Critical Decision 

Method (CDM) which is a type of Cognitive Task Analysis (CTA) technique for the knowledge 

elicitation (Klein et al., 1989). CDM is a modified version of the Critical Incident Technique 

(CIT), a work by Flanagan (1954) through a case-based knowledge elicitation strategy. Many 

researchers have adapted Flanagan’s early work, but the most popular and successful conceptual 



Chapter 5 – Artefact – II: Knowledge-centred Decision Support System (KCDSS) 

 

86 

adaption was done by Klein et al. (1989), who defined the CDM as “a retrospective interview 

strategy that applies a set of cognitive probes to actual non-routine incidents that required expert 

judgment or decision making” (Klein et al., 1989, p. 264). 

The knowledge elicitation process with usual interviews generally has a voluminous amount of 

data which is then transcribed with additional efforts. Researchers working in non-routine 

decision-making environments prefer to use CDM, as it provides a useful mechanism for 

elicitation of human knowledge and decision-making tasks (Wong, 2004). CDM provides a 

structured knowledge elicitation strategy, which starts with a narration of the past event by the 

participant. The interviewer then asks more questions to identify decision points and sketch a 

timeline of different events narrated by the participant. The benefit of using the CDM technique 

is to have a detailed investigation of the incident during the interview and the researcher usually 

do not need to transcribe a large amount of data afterwards. For example, in the case of 

identification of recovery strategies for damaged CI network components, after the initial 

description of a past event, the researcher further investigated why a certain decision was made 

for the narrated situation and the objectives achieved by applying a recovery strategy. Therefore, 

the CDM provides a better representation of a past event with details about the causes, effects and 

solution mechanisms adopted by the relevant decision-makers (Hoffman et al., 1998). Participants 

were first asked to narrate a challenging CI network recovery incident. A hypothetical earthquake 

hazard scenario for electricity and road networks in the Wellington region was presented to the 

participants to identify their possible actions, procedures, and relevant decisions. The scenario 

was: 

Briefly explain what you would do if you are informed about an electricity outage in 

multiple locations after an earthquake in the region. You have to make decisions about 

the management of your available resources and the initial steps needed for the recovery 

process. 
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Participants narrated a past challenging event from start to finish with a detailed description of 

the sequential tasks and courses of actions. The researcher sketched a timeline to graphically 

design the different events and the decision action points. The participants gave continuous 

feedback at the points where any changes were needed in the sketching of the timeline. Therefore, 

the important information, relevant decisions and appropriate actions for the narrated event were 

all elicited during the interview and because of the paper-based timeline, the participants also 

responded interactively. The procedure of analysing the elicited knowledge of recovery strategies 

is discussed in the following section. 

b) Data analysis 

Wong (2004) proposed two methods to analyse the collected data through CDM and suggested 

that researchers can apply the analysis method according to the research objectives of a study. 

The studies that have clear concepts about the research problem and the datasets are not based on 

just the observations or personal experiences but rather involve a theoretical deduction, are 

analysed through a structured approach. On the other hand, the studies where the classification 

of data and the concepts are unclear, an exploratory emergent themes approach is more suitable 

(Harenčárová, 2015). Both the approaches provide a different perspective of the data and as this 

study had a priori theoretical concept of CI network component recovery modelling, therefore, 

the structured approach was more suitable for this study. Wong (2004) proposed a step-by-step 

guideline for the researchers who use the structured approach.  

The first step of this guideline is to create a decision chart to illustrate the decision process adopted 

by the participants on a timeline. Timelines are usually sketched on a paper during the knowledge 

elicitation process to make it easier for the participants to remember and indicate their key 

decisions along the timeline. The second step is to create a narrative-based incident summary to 

elaborate the timeline design in a more meaningful way. The third step is to make decision 

analysis tables through the identification of goals and strategies from the first two steps. Based 

on the type of research, if the data is collected from multiple types of incidents then additional 

steps are needed to organize and compare the items of interest for each incident. For this study, 
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only the first three steps were needed as the data collection was done for elicitation of recovery 

strategies for a single hazard scenario of the Wellington region. Figure 5-5 provides an overview 

of this structured analysis process, followed by a brief description of the three steps.  

 

Figure 5-5. Steps of the structured analysis of CDM data. 

Step 1: Decision chart 

To save time and effort, researchers using CDM draw the timeline on a paper during the 

interviews and take further feedback from the participants to verify that they have correctly 

identified all the decision points. This process saves their time for transcribing a huge amount of 

elicited knowledge after the interviews. Instead, they transform the paper timeline into a decision 

chart that organizes all the events chronologically to give a visual representation of the details 

gathered through the interviews. Therefore the first step in this study was to create a decision 

chart from the timeline using a mind mapping software named XMind (XMind, n.d.). Figure 5-6 
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shows the decision chart with the chronological structure of the events and summarizes the three 

types of points of interest, i.e. information, decision, and action. 

The first information received by the CI network providers was the electricity outage in different 

suburbs due to an earthquake event. The next point was the decision to prepare the plan of action. 

This decision was followed by the action to make the resources and equipment ready for repair. 

The next information was more specific where: eight substations supply zones had an outage of 

electricity supply. Consequently, the decision was made to find the causes of electricity failure so 

that action can be taken to assign the repair teams to different locations. The next information was 

about the limited road access, which resulted in a decision to get a summary of road access times 

to all the damaged locations. As time passed, more accurate damage information started to arrive 

that eight substations, two supplying GXP sources, transmission structures and electricity cables 

had minor to severe damage. Consequently, a more concrete decision was made to get the 

appropriate repair teams and resources ready and then the action was taken to send them to the 

damaged sites. Finally, some teams gave more relevant information about the cable damage that 

some parts of the cables were severely damaged and were beyond repair. Therefore, a decision 

was made to get the teams ready for an alternative solution. The action in this context was to 

abandon the cable repair work and instead do the replacement with emergency overhead circuits.  
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 information    decision    action 

Figure 5-6. Decision chart with the chronological structure of the events summarized as information, decision, and action. 
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Step 2: Incident summary 

The decision chart chronologically represented the key points of the event and was therefore 

helpful to create an understanding of the situation and the researcher was able to create an outline 

to show the relevant information followed by the undertaken decisions and the resulting actions. 

The incident summary provides a better narration of the decision points and includes any related 

assumptions. Some of these assumptions include practical limitations on the execution of 

restoration activities, including: 

● Scope of network components being modelled: For the electricity network modelling, 

the modelling scope was limited to transmission network from generation units to the 

substation level and the network performance in terms of recovery time was computed and 

represented as ‘outage time’ for supply zones of substations (33kV). For the recovery of 

components in the distribution network (below 33kV), a predefined restoration time was 

assumed in consultation with clients.  

● Locations of resource availability: The majority of necessary skilled resources and 

associated repair equipment/ material was assumed to be locally available, and there would 

be enough repair staff as required to undertake restoration work in multiple locations at a 

time. After the initial response phase, more repair staff will be available to reduce the 

remaining recovery time according to the amount of newly available resources. 

● Estimated repair time of components: The repair times and preferred strategies for 

various types of electrical cables were obtained in consultation with experts and other 

sources. For example, the repair of Paper Insulated Aluminium Sheathed (PIAS) and cross-

linked polyethylene (XLPE) may be different, because some of these cables were solid 

fluid-filled and were harder to repair (Giovinazzi et al., 2017). Further details on practical 

constraints for repairing these cables as modelled include: 

▪ Solid insulated cables (for example, XLPE and PILCA) take three days per fault to 

repair with two repairs possible to be done on a circuit simultaneously. These cable 

circuits are abandoned if there are nine or more faults on the circuit; 
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▪ Fluid-filled cables (for example, PIAS) are complex and need more time to repair. The 

first repair on a cable will take 15 days. The cable repair needs to be abandoned if 

there is more than one cable fault on the circuit; 

▪ For the circuits whose repair works are abandoned, there was an alternate plan to 

replace the cable circuits with emergency overhead circuits. Their construction from 

source GXP to target substation needs 20 days and four circuits can be built in parallel. 

According to Wellington Electricity, more help in terms of hardware and line staff is 

likely to arrive in the region very soon, so it is assumed that after the first four 

emergency overhead circuits, all the remaining circuits can be built in the next 20 days; 

● Priority and order of recovery for electricity supply zones: The supply zones identified 

with a higher order of priority by the experts are recovered first by using emergency 

overhead circuits. These priorities were based on the significance of the facilities located 

in different electricity supply zones. For example, some of the critical facilities such as 

hospitals, fire brigade offices, police stations and other emergency management 

organisations have the highest priority for the restoration of CI network services.  

● Road access time: The road outage times are represented in a matrix with the assumed 

number of days between one zone to the others during the response and recovery stages 

after an event. As discussed in Chapter 4, every component of the electricity network is 

mapped with an associated road zone. This is required to account for the access time to 

reach the location of the damaged component. 

Both the decision chart and incident summary properly organized the information, decision and 

actions during the recovery procedures and were therefore helpful to give a brief and clear 

description of the situation. These two steps form the basis of developing the decision analysis 

table to organize the collected data for knowledge modelling. 

Step 3: Decision analysis table 

The previous two steps give a useful guide to the recovery situation narrated by the experts. They 

provided a structured approach to filter important information, action, and decisions that lead to 
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the recovery of damaged CI network components. This structured data, therefore, formed the basis 

for designing the decision analysis table. The first column of the decision chart contains cues, 

which are the information part of the decision chart. The second column contains a situation 

assessment that gives relevant situational characteristics of the cues. The third column lists the 

actions and decisions that were identified in the decision chart. The fourth and fifth columns of 

the decision analysis table provide additional information about the reasons (Why?) and the goals 

(What for?) of all the actions and decisions made due to particular information in the different 

recovery management situations. In this way, the decision analysis table, demonstrated in Table 

5-2, links the information with the undertaken decisions and the resulting actions along with their 

reasons and goals. There were four important cues in the decision analysis table that are 

summarized based on the information listed in the decision chart. These cues are:  

1. Electricity outage in eight substation supply zones due to an earthquake event. The 

situational assessment revealed that there would be some damage to the electricity 

network’s components. Based on this information, the Actions/Decisions column 

contains the decisions of making the repair teams and resources ready and to find the 

causes of electricity failure as a plan of action. The rationale for this decision was better 

management of the resources based on their availability, as shown in Why? Column of 

Table 5-2. The goals behind this decision and action were to find the main causes of 

failure and to start the repair work as soon as possible. These goals are shown in the last 

column of What for? 

2. The second cue was the information about limited road access to some of the damaged 

sites. The situation assessment revealed that similar to the electricity network, there 

would be damage in the road network as well. An action was taken to get a summary of 

updated road access times to the damaged sites. The reason for this action, as shown in 

Why? column, was to assess whether the immediate repair was possible or not so that the 

repair equipment and staff can be allocated to the sites where the road access was 

available.
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Table 5-2. The decision analysis table with structured data of elicited recovery strategies using CDM 

Cues Situation assessment Actions/Decisions Why? What for? 

Electricity outage in different 

suburbs due to an earthquake 

event 

Electricity Network’s 

different components are 

damaged 

Make the resources and 

equipment ready for repair 

For an assessment of available 

resources and repair 

equipment 

To start the repair process as soon 

as possible 

There is electricity outage in 

eight substation supply zones 

Interconnected components 

might be failed  

Find the causes of electricity 

outages in different locations 

For better management of the 

resources 
To find the main causes of failure 

Road access can be limited to 

some places 

An earthquake has damaged 

different road segments 

Get a summary of Road access 

times to the damaged 

components 

To assess whether immediate 

repair is possible or not 

To supply the repair equipment to 

the damaged site  

Substations and their supplying 

GXP sources have minor to 

severe damage 

Substations and GXPs are 

damaged 

Prepare to send the repair 

teams to the damaged sites  

To start the repair work as 

quickly as possible 

Restoration of Substations and 

GXPs 

Reports of some Transmission 

Structure failures 

Potential damage to the 

transmission structures 

Prepare to send the repair 

teams to the damaged sites  

To repair the failed 

transmission structures 

Restoration of transmission 

structures 

There might be cable damage 

from the GXP to the substations 

Potential damage to the 

electricity cables 

Prepare to send the repair 

teams to the damaged sites  

To detect and repair the cable 

damage  
Restoration of electricity cables 

Some cables are severely 

damaged and can take a longer 

time to repair 

Cable damage is beyond the 

limit 

Abandon the repair and do the 

replacement with emergency 

overhead circuits 

Repair of a large number of 

damaged cables would take 

more time 

Quick restoration of electricity 

supply to the end-users 

 



Chapter 5 – Artefact – II: Knowledge-centred Decision Support System (KCDSS) 

95 

3. Later, some more accurate information revealed the exact amount of damage to the 

substations, GXPs, transmission structures and electricity cables. This information was 

helpful to make informed decisions for assigning the appropriate number of people and 

amount of repair resources to the damaged sites. These decisions and actions were critical 

for starting the repair work as soon as possible for the restoration of electricity services. 

4. The final cue revealed that some of the electricity cables had too much damage and the 

situational assessment showed that this cable damage was beyond the limit of maximum 

damage that can be repaired. Therefore, the appropriate decision and plan of action were 

to abandon the repair work and do the cable replacement with emergency overhead 

circuits. This action was taken to restore the electricity services as quickly as possible. 

The structured approach to analyse the CDM data proved to be useful to effectively organize a 

large amount of data. It will also be useful when real data of potable water network will be 

available as similar steps will be needed to do the knowledge elicitation from the relevant 

decision-makers. The three steps of this structured approach guided the researcher to properly 

gather the required recovery strategies from the experts in such a way that the timeline of the 

situation was constructed along with the interviews. This process was also helpful for the experts 

to give feedback for improvements on the identification of all the decision points. The digitized 

version of the timeline in the form of XMind based decision chart was even more structured and 

easily understandable by the experts. Based on their further feedback for the information, 

decisions and actions of the decision chart, the researcher was able to create the decision analysis 

table to understand experts’ logic behind different actions and the decisions and to link the cues, 

goals, and reasons to these decisions/actions in a structured way to do the knowledge modelling.  

5.3.1.3 Knowledge modelling 

The structured approach of analysis for CDM based expert knowledge provided useful support to 

organize the elicited knowledge in the decision chart and decision analysis table. This structured 

knowledge must be represented in a proper format so that it can become part of the KCDSS. 

Knowledge engineers use various reasoning techniques to represent the knowledge and this 
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process is called knowledge modelling (Becu et al., 2003). The benefit of using KCDSSs as 

compared to conventional model-driven DSSs is their capability to present and model the 

knowledge. A model-driven DSS uses a predefined set of commands and instructions for 

providing decision support, whereas, a KCDSS uses its inference engine to retrieve useful 

knowledge from the knowledge-base in the form of rules or cases to simulate human reasoning. 

Therefore, a KCDSS supports the decision-makers more intelligently and interactively for solving 

their problems (Osatuyi & Andoh-Baidoo, 2014).  

The reasoning techniques are integrated with the three-tier architecture of the KCDSS in such a 

way that the business logic tier manages, configures and combines different parts of the inference 

engine to provide useful decision-making support. Two of the most popular approaches for 

knowledge modelling are Case-Based Reasoning (CBR) and Rule-Based Reasoning (RBR). CBR 

uses machine-learning algorithms to find solutions for a problem in the database of past similar 

experiences. The alternate solutions for a given problem are defined as “cases” that consist of 

several variables in the database. CBR works on the reuse of existing knowledge and keeps 

improving it over time to provide a better problem-solving environment (Lu et al., 2016). On the 

other hand, RBR is one of the most popular knowledge modelling techniques in the field of 

artificial intelligence. RBR efficiently models human experts’ reasoning and problem-solving 

knowledge through a set of rules that give a solution to the problem (Williams & Wood, 2015).  

In this study, RBR is chosen for modelling the CDM knowledge because of the varying nature of 

recovery techniques of the damaged CI networks. The advantage of using RBR for this study is 

that the different rules for CI network recovery techniques are not dependent on historical data 

but rather based on observation, experiments and theory of the involved experts. Furthermore, 

modification and maintenance of the knowledge-base were also relatively easier to manage and 

these rules can be generalized for CI network data in other cities as well. RBR also provides a 

useful structure of IF-THEN statements to encode the human expert’s reasoning. In this type of 

knowledge modelling, the experts’ knowledge is represented through IF-THEN pairs. 
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In the context of this study, the IF condition of the rule carries the CI component (for example, 

an electricity cable) and related damage (for example, cable break), whereas, THEN part 

represents the consequence, decision or action (for example, an electricity outage or repair is 

needed) (Wang, 2013). The conclusion from this rule is that in case of an electricity cable failure, 

there is an electricity failure and consequently there is a need to find the cable fault to start the 

repair work. There are also some possibilities of having more than one IF condition, which is then 

listed using an AND part. Similarly, there can be multiple THEN sides that represent multiple 

decisions or actions taken for a specific situation. Whereas, in some situations, one IF condition 

does not work and an ELSE condition is used to differentiate the two conditions. An example of 

such a case is shown below: 

IF the Substation is out of electricity, 

AND the source GXP is working properly,  

THEN identify the damage in electricity cables from GXP to the Substation, 

AND identify the damage in transmission structures from GXP to the Substation, 

ELSE find damage to GXPs other than the main source GXP. 

The conclusion from this rule is if there is an electricity outage in a substation zone, and the 

supplying GXPs are working properly, then identify the connecting cables and transmission 

structures for any possible damage.  

The IF-THEN rules designed for this study are based on the expert knowledge elicited and 

represented in the decision analysis table. From the elicited knowledge, different knowledge 

modules have been created that model the recovery process of the damaged CI network 

components. As the recovery strategies were elicited primarily from Wellington region’s 

electricity network (WE and Transpower NZ) and road network (NZTA) providers, these 

knowledge modules represent the modelled knowledge for electricity network with its 

dependency on the road network. For the potable water network, similar knowledge of recovery 

strategies can be modelled in future.  
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Module 1: Knowledge-base module for the repair of damaged substations and GXPs 

Based on the elicited knowledge from WE and Transpower NZ, the recovery of substations and 

GXPs depend on the estimated amount of their damage. As discussed in Chapter 4, the damage 

to these components is represented in different damage states. According to the elicited repair 

strategy from the participated experts, the damage states between 1 to 3 are considered as minor 

damage and, therefore, those components do not need any repair. Whereas, the damage states of 

4 and 5 are considered as severe damage and therefore, the components in these damage states 

need immediate repair. Based on the detailed discussion, the formulated rules for the substation 

and GXP repair are:  

IF component type is Substation, 

AND Damage state is 4, 

THEN Substation needs 3 days for repair, 

AND add additional time for road access. 

ELSE IF Damage state is 5, 

THEN Substation needs 30 days for repair, 

AND add additional time for road access, 

ELSE Substation does not need repair. 

IF component type is GXP, 

AND Damage state is more than 3, 

THEN GXP needs 4 days for repair, 

AND add additional time for road access, 

ELSE GXP does not need repair. 
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The repair work of these components is also dependent on the availability of road access. 

Therefore, the logical rules have also added road access times in the overall recovery time 

calculation of the substations and GXPs. The rule logics for the above-mentioned strategies are 

presented in the form of a flow chart in Figure 5-7 

 

Figure 5-7. Flow chart for the recovery modelling of electricity substations and GXPs 

Module 2: Knowledge-base module for the repair of damaged electricity cables  

This section discusses the knowledge modelling of electricity cables that are the most critical and 

complex part of the whole modelling process. The algorithm for the creation of cable links and 

cable routes is discussed in Chapter 4 where it was identified that each link between a source 

GXP and the destination substation contains several cable segments. Furthermore, a detailed 

discussion was done on the handling of multiple cable links from a GXP to a substation. Based 

on the responses from the participated experts, the electricity cables with different material types 

have their respective repair methods and times. Therefore, the following rules have been designed 

for the repair of damaged cables: 
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IF component type is Cable, 

AND Damage state of a cable segment is less than or equal to 3, 

THEN Cable segment is not damaged, 

ELSE Count damaged cable segments. 

 

IF material type is XLPE, 

AND the number of damaged cable segments is more than 8, 

THEN damage is not repairable, 

ELSE Check the damage to repair table to do the repair work, 

AND add additional time for road access. 

ELSE IF Material type is PIAS, 

AND the number of damaged cable segments is more than 1, 

THEN damage is not repairable, 

ELSE Check the damage to repair table to do the repair work, 

AND add additional time for road access. 

These cables with different material types are also dependent on the availability of the repair 

personnel and the repair equipment. As the identification and repair of damage in a cable segment 

take some time, therefore, the cables with only a certain amount of damage can be repaired 

simultaneously. If the damage exceeds that limit, an alternate strategy is needed that has also been 

included in the decision analysis table. The alternate strategy is to replace the damaged cable 

segments with emergency overhead circuits. As this cable replacement work also needs a lot of 

resources and repair staff, therefore, according to the experts’ estimation, only four such circuits 

can be replaced at a time. The first four circuits are installed in the places where the top prioritized 

critical facilities are located. Therefore, all the substation zones were given a priority number for 

this circuit replacement. The rule logic for this strategy is presented below: 
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IF component type is Cable, 

AND damage is not repairable, 

AND source substation has a critical facility, 

THEN replacement with emergency overhead circuits need 20 days, 

AND add additional time for road access, 

ELSE replacement with emergency overhead circuits will start after the first 20 days, 

AND add additional time for road access. 

The rule logic for all the above strategies is presented in the form of a flow chart in Figure 5-8. 

 

Figure 5-8. Flow chart for the recovery modelling of electricity cables 

 



Chapter 5 – Artefact – II: Knowledge-centred Decision Support System (KCDSS) 

 

102 

Module 3: Knowledge-base module for the repair of damaged transmission structures 

Transpower NZ (n.d.) manages the transmission structures in the Wellington region and their 

asset management experts specified the strategies to repair different types of transmission 

structures. Like substations and cables, the repair work was done to only those transmission 

structures that had a damage state of either 4 or 5. Based on the elicited repair strategies, the 

following rules have been designed: 

IF component type is Transmission Structure, 

AND Damage state is less than or equal to 3, 

THEN Transmission Structure is not damaged. 

 

ELSE If Damage state is 4, 

AND material type is STRN, 

THEN repair work needs 2 days, 

AND add additional time for road access. 

ELSE IF material type is TRNS, 

THEN repair work needs 3 days, 

AND add additional time for road access. 

 

ELSE IF Damage state is 5, 

AND material type is STRN, 

THEN repair work needs 3 days, 

AND add additional time for road access. 

ELSE IF material type is TRNS, 

THEN repair work needs 4 days, 

AND add additional time for road access. 

 

These logical rules are also illustrated in the flowchart of Figure 5-9. 
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Figure 5-9. Flow chart for the recovery modelling of transmission structures 

The topological and damage data for the electricity and potable water networks in this study is 

not dependent on each other and therefore this data can be uploaded in the KCDSS separately. 

But, for repairing the damaged components of these two networks, the road access times must be 

integrated into their topological and damage data. This integration is needed because the recovery 

time of these CI networks is based on the aggregated recovery times of each of their components. 

Therefore, the road access times are integrated at the component level, as discussed in Chapter 4. 

Based on the integration of different knowledge modules, a comprehensive description of the 

modelling process is depicted in Figure 5-10, as a flow chart diagram. 



Chapter 5 – Artefact – II: Knowledge-centred Decision Support System (KCDSS) 

 

104 

 

Figure 5-10. Flow chart for the recovery modelling of electricity and road networks 

All the knowledge modules are integrated and linked to the database through the knowledge-base 

component of the KCDSS. This integration of different modules allows the interaction of expert 

knowledge and component data of electricity and road networks to assist the relevant users with 

CI recovery-related decision-making. CDM’s structured approach can also be applied to the 

potable water network in future, for the elicitation of recovery strategies from the experts.  

Through the inclusion of knowledge-base, the KCDSS can present a user-friendly environment 

to the CI decision-makers, so that they can prepare their scenarios by testing plans for inclusion 

of new components within their CI networks, test them with damage data of a variety of hazards 

using appropriate recovery plans to generate the corresponding outage results. The presentation 

tier or user interface layer can assist the decision-makers to interact with the KCDSS at every 
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level of the knowledge management process. They can utilize the knowledge-base of recovery 

strategies throughout the process of creating and testing a specific CI network modelling scenario. 

Using the three-tier architecture, expert knowledge, topological and damage data for new CIs 

such as gas or potable water network can easily be integrated into the existing KCDSS. The results 

from KCDSS can be analysed in detail and compared with each other to identify the best possible 

recovery plan for the modelled scenario.  

5.3.2 Business logic tier 

The business logic tier is the central tier of the three-tier architecture. It controls both the user 

interface of the presentation tier and the underlying database and knowledge-base of the data tier, 

by hiding technical details from the end-users. Before storing the data in the database or after 

reading the data from the database, some logical operations are performed on the data in this layer 

using the C# .NET programming language. The business logic tier is composed of all the 

controllers of the MVC pattern that access the model to show the desired views to the decision-

makers. This tier uses the characteristics of the CI network components along with the knowledge-

base of strategic recovery plans to generate the desired outage results and timestamped maps. The 

core functionality for the business logic tier in this study is to interpret the CI network’s 

topological and damage data from the data tier and generate the outage results based on the 

recovery strategies in the knowledge tier. Apart from this core functionality, some additional 

functional requirements are also implemented in this study to develop a what-if scenario based 

KCDSS. 

Functional requirements are useful to capture the intended behaviour of a system and determine 

the necessary task, action, or activity that must be carried out by the system (Bagui & Earp, 2003). 

They refer to the application features that must be implemented by the developers to enable the 

users to accomplish their tasks (Le Blanc & Tawfik Jelassi, 1989). As mentioned above, the 

KCDSS has been developed not only to accomplish its core objective of calculating the recovery 

times for each CI network under consideration but also to provide enhanced features in terms of 

flexibility to (i) create and modify the database information; (ii) run several scenarios; (iii) view 



Chapter 5 – Artefact – II: Knowledge-centred Decision Support System (KCDSS) 

 

106 

the output results; and (iv), extract critical information useful for decision-making processes. The 

knowledge elicitation and modelling in the previous sections were useful to create different 

knowledge modules. To implement these knowledge modules, the researcher has identified some 

functional requirements of the KCDSS that were discussed with the experts for the 

implementation of the business logic tier. The functional requirements are listed in Table 5-3 and 

then demonstrated using the interface screens of the presentation tier in Section 5.3.3. 

Table 5-3. Functional requirements of the KCDSS 

Functions Description 

Login 

functionality 

An essential function in the KCDSS is that it allows only registered users 

to access, modify and visualise the available data. 

Scenario 

creation 

functionality 

One of the outstanding functions of the KCDSS is to allow its users to 

create various ‘what-if’ modelling scenarios through a step-by-step 

process in which the users upload the CI network’s topological data. All 

the uploaded scenarios are available to the users to compare the results 

generated by each of them. 

Outage map 

creation 

functionality 

The users of KCDSS can upload damage realizations for a CI network 

modelling scenario to see a corresponding outage map. 

Outage results 

review 

functionality 

This function allows the users to get a detailed analysis of the modelled 

scenario. Users can see/ review recovery times of the modelled 

components to identify critical components that affect the supply of 

services. 

CI component 

modification 

functionality 

With this function, the users can modify, add, or delete the component 

data that they uploaded during the scenario creation. Therefore, there is 

no need to create a separate scenario if minor changes are needed in the 

existing scenarios. 

Knowledge-base 

modification 

functionality 

Just like CI component modification, all the repair strategies in the 

knowledge-base can be accessed and modified to allow the users to 

compare the results based on their modified strategies.  

These functional requirements support the core functionality of the business logic layer, i.e. 

carrying out network performance analysis to estimate recovery time for both the individual and 

interdependent CI networks. The following section demonstrates these functional requirements 

through an easy to use graphical interface having a variety of customization options within the 
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KCDSS so that the end-users feel full authority and comfort in modifying any component and 

recovery data at any stage of the modelling process. Results generated with different options can 

be compared on a split-screen view encouraging a better user experience.  

5.3.3 Presentation tier 

The presentation tier or user interface layer provides a visualization tool for its end-users. This 

tier provides an access to all the functionalities of the KCDSS through user-friendly interfaces. 

These interfaces provide access to the data and knowledge related to CI network components 

through control elements, such as text boxes, buttons, labels, etc. After successful authentication, 

a welcome screen is displayed to the users, as shown in Figure 5-11. The central pane of the 

welcome screen is used for scenario management. The specific functions of each button are: 

a) New scenario: The users can create a new scenario to model their desired CI networks. 

In the next steps, they can upload the component’s topological data in CSV file format 

from the local storage, which is then stored in the database. 

b) Default scenario: This is a shortcut to restore a pre-tested working scenario without any 

need to upload all the input files again. The results of this scenario became a contribution 

to the WeLG’s Programme Business Case project (Wellington Lifelines Group, 2019). 

c) Existing scenarios: This option takes the users to the list of all the existing scenarios 

from where they can restore or delete any scenario. 

d) Reset results: This option deletes all the outage results. To prevent unintentional 

deletion, a confirmation dialog box is also presented to the users. 

e) Reset data: This option deletes all the topological data of the selected scenario. It is 

useful if a user has done some unnecessary modifications such as adding any incorrect 

connectivity links between components or assigning new sources for a component. By 

using the ‘Existing Scenarios’ option, the users can restore the original topological data. 
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Figure 5-11. Welcome screen of the KCDSS. 

The menu on the left side of the welcome screen contains all the topological data for the modelled 

CI networks through which the users can view, modify, delete or add any records. The topological 

data within each menu item is listed below: 

• Electricity network: The components of GXPs, substations, cables and transmission 

structures are listed under this menu item. 

• Water network: The components of treatment plants, pump stations and reservoirs are 

listed here. 

• Road network: Road zone information can be accessed through this menu item. 

• RT (recovery time) calculation: This menu item is used to upload the damage files for 

each modelled CI network. 

• Results: This menu item shows the final outage results in tabular and graphical map 

formats. The map option also shows a split-screen to compare the results of more than 

one outage map. 

The presentation tier is essential for the demonstration of the developed software and is 

also useful in evaluating the functional requirements to support the decision-making capabilities 

identified before the start of software development. Therefore, the tools developed and 

demonstrated in the following sections of the presentation tier are mainly used in visualising the 
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CI component data, their interdependencies and damage to recovery computation processes. The 

demonstration of all functional features and their capabilities to enhance the decision support of 

the KCDSS are discussed below. 

5.3.3.1 Login functionality 

Firstly, and importantly, the KCDSS requires login functionality. This step is critical because it 

contains the main security features of any software solution and prevents any loss of useful 

information. Login function also determines the functional properties that are presented to 

different types of users to provide access to only the features based on the user’s job roles. With 

the login, a session is maintained for each user to keep track of all activities while using the 

KCDSS. Session management is useful to resolve any loss of data or functions and can therefore 

be needed in case of a system restore. A sequence diagram of the login activities is shown in 

Figure 5-12. 

 

Figure 5-12. Sequence diagram of the login activities of the KCDSS. 
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5.3.3.2 Scenario creation functionality 

The purpose of scenario creation is to configure the KCDSS by providing the required topological 

data of the selected CI networks. It works as a step-by-step procedure that first uploads the CI 

component’s topological data into the KCDSS and then includes a knowledge-base of repair 

strategies. Every scenario is independent of each other, and multiple scenarios can be created in 

the KCDSS. The users can choose a scenario from the list of available scenarios, read the damage 

data and then generate the outage results.  

Decision support capabilities 

The scenario-creation functionality provides an opportunity for the end-users to create and load 

multiple independent scenarios. The step-by-step procedure for creating a scenario provides an 

error-free upload of the CI components and their repair calculations. The scenario creation 

functionality supports the decision-making capability of the KCDSS users to: 

• Upload multiple scenarios with a selection of desired CI networks. Each scenario can 

represent a single CI network or multiple networks to provide interdependency-based 

results. 

• Upload multiple scenarios for the same region, in which each scenario can contain the 

different topological structure of the CI components and the repair strategies to check the 

feasibility of up-gradation within a network. 

• Upload multiple scenarios for different regions, with the region-specific CI components 

and their corresponding repair strategies. 

Furthermore, the repair strategies can be modified at any time and the decision-makers can 

compare the results of different scenarios to choose the best option for their desired plans. The 

step-by-step procedure of scenario creation functionality starts with a selection of the CI 

networks, as shown in Figure 5-13. 
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Figure 5-13. Selection of the CI networks for Scenario Creation. 

Step 1: Upload compulsory data 

After choosing the CI networks, the following steps require the users to upload some compulsory 

network-specific data, as depicted in Figure 5-14. In this example scenario, the component data 

for electricity, water and road networks is uploaded. In the first step, users need to upload the 

CSV files for RoadZones, Substations, Priority Sites and Dependency Matrix. 

 

Figure 5-14. Scenario creation step 1: Upload required component data (example shown for electricity network). 

The users are also able to modify the cable recovery settings in the knowledge-base. By choosing 

the green button in front of the Cable Materials option, they can view and edit the available list 

of all material types and the maximum number of repairable cable damage or faults. The Cable 

Material Repairs option shows the screen to view and edit repair times needed for the different 
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number of cable faults. A screenshot for Cable Materials is shown in Figure 5-15, whereas, the 

screenshot for Cable Material Repairs is shown in Figure 5-16. 

 

Figure 5-15. List of all the cable material types and maximum faults to repair. 

 

Figure 5-16. Details of cable faults and the days needed to repair them for different types of cables. 

Step 2: Upload electricity network component Data 

In the second step (see Figure 5-17), the users can upload the electricity network’s Cable Links 

(all unique cable links from a source to destination), Cable Link Details (cable links group by 

their materials and road zones), Transmission Structure Links (all unique links containing 

transmission structures from a source to destination) and Transmission Structure Link Details 

(transmission structure links group by their materials and road zones). 

 

Figure 5-17. Scenario creation step 2: Upload electricity network’s component data. 
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Step 3: Upload road zone recovery data 

The third step (see Figure 5-18) of the scenario creation procedure is to upload the RoadZone RT 

(recovery times). These recovery times are in the form of a matrix, which contains the access time 

from one road zone to every other. The RoadZone RT is essential to calculate a realistic time for 

repairing the damaged CI network components. 

 

Figure 5-18. Scenario creation step 3: Upload road zone recovery times (time to recover matrix). 

Step 4: Configure damage to recovery settings of electricity network components 

The fourth step (see Figure 5-19) of the scenario creation process is to configure the repair times 

for the damaged electricity network components. For each damage state, the users can view or 

modify the repair times that are saved in the knowledge-base for recovery modelling. These 

customisable recovery calculation settings can be changed at a later stage as well to modify the 

default settings as per the user’s choice. 

 

Figure 5-19. Scenario creation step 4: Configure damage to recovery settings of electricity network components. 
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Step 5: Upload potable water network’s nodal component data 

In this step (see Figure 5-20) of the scenario creation process, the user uploads the potable water 

network’s topological data that includes Water Supply Zones information and the data for nodal 

components, such as Reservoirs, Pump Stations and Treatment Plants. The potable water data for 

Step 5 to Step 8 is designed by the researcher using placeholder values for testing purposes. When 

the real topological and damage data for the potable water network will be available, it will be 

uploaded similarly. 

 

Figure 5-20. Scenario creation step 5: Upload potable water network’s nodal component data. 

Step 6: Upload potable water network’s pipes data 

The sixth step (see Figure 5-21) of the scenario creation process is to upload the pipes data and 

the dependency matrices for the potable water network. Pipes data links Treatment Plants with 

Pump Stations and Pump Stations with Reservoirs. This step also needs three dependency 

matrices to provide a source to destination connectivity between the nodal components of the 

potable water network. These matrices are between Treatment Plants to Pump Stations, Pump 

Stations to Reservoirs and Reservoirs to Water Supply Zones. Two more matrices are also needed 

to provide a source to destination connectivity between the nodal components of the electricity 

network with the potable water network. These matrices are between Substations to Pump 

Stations and Substations to Treatment Plants. 
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Figure 5-21. Scenario creation step 6: Upload potable water network’s pipes data. 

Step 7: Configure potable water network’s pipe repair data 

After uploading the topological data in the previous step, the KCDSS shows the next screen (see 

Figure 5-22) to view or edit the repair settings for the pipe breaks. The users can set the maximum 

number of repairable pipe breaks and the repair times needed for each pipe break. 

 

Figure 5-22. Scenario creation step 7: Configuration of potable water network’s pipe repair data. 

Step 8: Configure damage to recovery settings of potable water network components 

The eighth step of the scenario creation process provides configuration options for the damage to 

repair times of the components of the potable water network (see Figure 5-23). The users can 

view or modify the repair times corresponding to damage states of the nodal and pipe components 

of the water network. This configuration is then updated in the knowledge-base for recovery of 

the water network. 
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Figure 5-23. Scenario creation step 8: Configuration of damage to recovery settings of potable water network 

components. 

Finally, after uploading the component data of the included CI networks, along with their 

knowledge-base configurations, the scenario is successfully created (see Figure 5-24). This 

scenario now has all the topological information for electricity, potable water and road networks. 

 

Figure 5-24. Scenario creation confirmation screen. 

The scenario at this stage is saved in the database and the users can now select this scenario for 

testing the damage results. They can select any scenario from the available pre-loaded scenarios 

and can do the modifications as per their choice. 

5.3.3.3 Outage map creation functionality 

Outage map creation is one of the core functionalities of the KCDSS and a major objective of this 

study. After the creation of the scenarios, users can upload the damage files for the CI 

components. Once the damage files are uploaded, the business logic tier processes the damage 

data and computes the network recovery times based on the dependency links within a CI network 

or between different CI networks.  
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Decision support capabilities 

The outage map creation functionality provides detailed results to the decision-makers 

for further analysis. An example of the resultant outage times for the electricity network’s 

substation zones, with a dependency on the road network, is shown in Figure 5-25. The details in 

this figure include Scenario Name, Substation Supply Zone, Recovery Time, Link (default link 

from source to destination), Link Detail (the optimum route chosen from all the available links), 

Calculation Type (with or without road dependency) and the Date/Time when the results were 

generated. These results can also be copied or exported in CSV file format. 

 

Figure 5-25. Electricity network’s outage times with dependency on the road network (sample outputs only). 

The KCDSS can also display the results as time-stamped outage maps. The users can compare 

recovery times for different scenarios of the same CI network, or a comparison of recovery times 

for CI networks with and without dependencies on other networks, on a split-screen. Users can 

also move the timeline bar to see the improvement of the recovery process in different periods. A 

detailed analysis of these results can be useful for the identification of vulnerabilities within the 

modelled CI networks. The graphical display, as shown in Figure 5-26, is only for the 

visualisation of outage results and do not represent real data. 
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Figure 5-26. A split-screen of time-stamped outage maps for different scenarios (sample outputs only). 

5.3.3.4 Outage results review functionality 

The purpose of this functionality of the KCDSS is to show a detailed view of the amount of 

damage and recovery times for each of the modelled CI networks. The Route Details in Figure 

5-27 show a summary for all the node and link components involved in the selected route, which, 

in this example, is EVA-CPS. The station here can be either a GXP or substation, Source is the 

immediate source of supply for the station, Route Type can be Normal (direct route) or Joined (a 

combination of multiple routes), Station RT shows the recovery times for the GXPs or substations, 

Route can be Sub Route (if the destination is a substation) or GXP Route (if the destination is a 

GXP) and Cable RT and Transmission RT show the recovery times for these components. By 

using the Actions option in the last column, the users can see the number of damaged components. 

 

Figure 5-27. Screen for a detailed analysis of the damage and recovery times for different component types. 
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Decision support capabilities 

The outage results review functionality is particularly useful for the decision-makers to identify 

all vulnerabilities in the modelled CI network. The normal outage map just shows the recovery 

times of the supply zones, but this detailed analysis includes all node and link components 

involved in the selected route. 

The utilisation of the outage results review functionality for enhancing decision support is further 

explained through an example scenario of Central Park (CPK) GXP, with its eight substations in 

the Wellington region. An illustration of all the computations is shown in Figure 5-28, in which 

eight substations connected to CPK GXP are University, The Terrace, Evans Bay, 8 Ira Street, 

Hataitai, Palm Grove, Nairn Street and Frederick Street.  

 

Figure 5-28. Recovery time computation of different substations through outage results review functionality 

The recovery times for all substations and GXPs are mentioned within the nodes (without their 

road access time). All eight substations are connected to CPK through underground cables (shown 

with solid blue lines as links between the nodes). Besides the cable links, their recovery time is 

written in light blue colour, with road access times in green colour. 
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The main source of electricity in this scenario is OTB, which supplies electricity to HAY, which 

then supplies electricity further to TKR, WIL and then to CPK. The electricity supplied from OTB 

down to CPK is through transmission structures as shown in dashed red lines (with their recovery 

times and road access times). The CPK then supplies the electricity to all its substations through 

cables. All GXPs and substations of CPK and the cables between CPK and all substations have 

15 days of road access time. From OTB to HAY, the road access time is 40 days, as the damaged 

transmission structures are in another road zone, named ‘Western Hutt Hills’. After the calculation 

of recovery times for individual components connected to each substation, it is assumed through 

the knowledge-base that all repair work is done in parallel. A summary of the calculation is shown 

in Table 5-4. As mentioned earlier, modelling of the distribution network of the electricity 

network is beyond the scope of this study; therefore, the experts indicated during the knowledge 

elicitation process to add 10 days offset time for recovery of the distributed network part. 

In this way, the outage results review function gives a detailed description of the damage and 

repair times for all the modelled components. Using these detailed results, all vulnerabilities in 

the network are easy to identify and provide better decision-making options. The decision-makers 

can also add new components, using the component modification functionality (see next section) 

to test and compare the feasibility of adding new components in the network before taking any 

decision. 
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Table 5-4. Summary of outage results for substations through the recovery times (in days) of their connected components. 

Substation 

Recovery Times 

GXP 

Recovery Times 

Cable 

Recovery 

Times 

Transmission Structure 

Recovery Times 

Substation 

Supply Zone 

Recovery Times 

Sub Name RT OTB HAY TKR WIL CPK 

From 

CPK 

 to Sub 

OTB-HAY HAY-TKR TKR-WIL WIL-CPK 
Final 

Outage 

Final Outage 

with offset 

UNI University 18 44 0 0 0 19 55 42 17 17 17 55 65 

TER The Terrace 18 44 0 0 0 19 27 42 17 17 17 42 52 

EVA Evans Bay 18 44 0 0 0 19 55 42 17 17 17 55 65 

IRA 8 Ira Street 18 44 0 0 0 19 55 42 17 17 17 55 65 

HTI Hataitai 19 44 0 0 0 19 21 42 17 17 17 42 52 

PAL Palm Grove 18 44 0 0 0 19 35 42 17 17 17 42 52 

NAI Nairn Street 18 44 0 0 0 19 0 42 17 17 17 42 52 

FRE Frederick St 16 44 0 0 0 19 18 42 17 17 17 42 52 
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5.3.3.5 CI component modification functionality 

Finally, this functionality is also an additional benefit of the KCDSS to improve its customisation 

options. As discussed in the previous sections, all component data is uploaded during the scenario 

creation process, but this feature provides additional support to the users to add, modify or delete 

any of the CI components to have a variety of decision options. 

Decision support capabilities 

Component modification functionality is a useful feature because, after the creation of a scenario, 

the users can check the feasibility of additional CI components without any need to create a new 

scenario once again. The additional components then become part of the recovery calculation 

process and provide useful support to the decision-makers to compare the recovery results of the 

existing scenarios with the addition of new components. Figure 5-29 shows the screen to add a 

new substation. Similar types of forms are available to add components of other types. The users 

can enter the required information in the input forms, and subsequent error messages are displayed 

if the uploaded details are not in the proper format. 

 

Figure 5-29. Form to manually create a new substation in the KCDSS. 

Like the addition of new components, the component modification functionality of the KCDSS 

allows the users to modify or delete any of the existing components. Upon successful 

modification, the component data is updated in the database. Similar functionalities are provided 

by the KCDSS to modify the knowledge-base items, depending on the user access. An example 

screenshot of the Substation modification window is shown in Figure 5-30. 
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Figure 5-30. Form to modify an existing substation. 

Through the various options of component modifications, the KCDSS becomes thoroughly 

customisable for testing new strategies with enhanced decision support. Therefore, with a variety 

of customisable options through a “what-if” analysis approach, the KCDSS provides useful 

support to the decision-makers through which they can test different redundancy options, check 

the possibilities of interconnections between CI networks and make plans of component 

modifications. 

5.4 Chapter Summary 

This chapter, explains and elaborates the development and implementation of the KCDSS by 

using a three-tier client-server software architecture. In the development process of this 

architecture, the presentation tier (user interface layer), business logic tier (application processing 

layer) and data tier (knowledge and database layer) are developed and maintained as independent 

modules. The layers of three-tier architecture are then implemented using the MVC pattern and 

the functional aspects of these layers have been discussed in detail. KCDSS implementation is 

based on the second phase of data collection, which is the elicitation of recovery strategies from 

CI network providers. These recovery strategies became part of the knowledge-base component 

of the KCDSS. Finally, the developed KCDSS was demonstrated through the creation of CI 
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interdependency modelling scenarios. The demonstration of KCDSS shows a variety of 

customizable options that can help the decision-makers to modify and test their recovery strategies 

by using the topological and damage data of CI network components. The KCDSS is not only 

useful for the planning of a CI network to check the possibility of adding new components or 

removing the existing components but is also extremely useful during the response and recovery 

phases of a disaster to estimate the outage times of the modelled CI networks.
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6 EVALUATION OF THE KCDSS 

 

6.1 Introduction 

This chapter elaborates on the process of evaluating the KCDSS artefact and the evaluation 

outcomes, which is also the fourth objective of this study. It starts with a discussion on the 

importance of evaluation in a DSR based study followed by a brief review of the artefact 

evaluation methods and finally the discussion of the evaluation process for this study. 

Evaluation is a vital element for DSR study to justify the purpose of the designed artefacts 

(Herselman & Botha, 2015), and needs well-designed evaluation methods to demonstrate the 

utility, quality, and efficacy of a research project (Hevner et al., 2004). Evaluation is also essential 

to address the objectives of the research and it seeks to determine the relevance, efficiency and 

effectiveness of the built artefacts (Bazzano et al., 2017; Prat et al., 2014; Venable et al., 2012). 

In a DSR based study, the evaluation process is primarily concerned with the evaluation of the 

designed artefacts and theories developed throughout the research project (Hevner et al., 2004). 

According to Hevner et al. (2004), a DSR comprises two primary activities: build and evaluate. 

Though the importance of evaluation of the DSR artefacts is well supported in the literature (for 

example, Arnott & Pervan, 2014; Herselman & Botha, 2015; Hevner et al., 2004; Peffers et al., 

2007; Pries-Heje et al., 2008; Venable et al., 2016), much of the existing works focus on the build 

activity. There also exist some design-science studies (for example, Pries-Heje et al., 2008; 

Sonnenberg & Vom Brocke, 2012) that deal specifically with the evaluation of design science 

research. A review of these studies indicates that design science researchers should define 

appropriate performance evaluation methods and related criteria based on the research objectives 

and the functionalities of the artefact.  
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6.2 Discussion of the evaluation process 

The evaluation of a DSS needs a process of verification, validation and quality control to 

determine the usability and functionality of built artefacts and to examine the research 

assumptions, identify critical limitations and the reasons for generating specific types of results 

(Herselman & Botha, 2015). Verification is typically done throughout the software development 

process to make sure that software is being built correctly. Whereas, validation involves testing 

of the software product after its completion to validate all the functions are performing correctly 

(Osatuyi & Andoh-Baidoo, 2014). Thus, the KCDSS developed in this study is evaluated through:  

i. Verification: Careful development of the source code to ensure the quality of the software 

design and architecture; 

ii. Validation: testing and validating the functionalities of the KCDSS to ensure that each 

function works according to the end-users needs; and  

iii. Evaluation: different experts evaluated the functionality, usability, reliability, 

performance and supportability aspects of KCDSS. 

6.2.1 Verification of the KCDSS  

The KCDSS is verified throughout its software development process to ensure that the source 

code is written in a standardized form with no errors and conforming to the syntax standards of 

the utilized programming languages. SQL Server and ASP.NET have advanced error-handling 

functions to check syntax during the deployment of the KCDSS. Error handling is an integral step 

for highlighting any errors in the developed source code and it is not possible to execute and 

deploy the KCDSS in case of any errors. For detection of any possible errors during the 

development of the user interface, the error handler for ASP.NET is used. Where necessary, some 

additional functions have been developed to identify any errors with executing database queries 

that were not already captured through the SQL server command line. After the KCDSS 

development, some syntax validators are utilized for checking the syntax of XHTML and CSS 

design of each page of the output to verify a correct depiction of the user interface to the end-

users.  
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6.2.2 Validation of the KCDSS  

The validation process involves testing mechanisms to validate that the inputs to the artefact are 

generating the outputs according to the expectations. For this purpose, individual modules of the 

artefact are validated using various tests (Shabi et al., 2017). Each of the three tiers of the KCDSS 

has been independently validated through the testing procedures. The input forms of the 

presentation tier have been tested individually to ensure that each module of the KCDSS accepts 

only the valid parameters. In case of a wrong or missing entry in the input forms, an error message 

is generated to indicate the description of the error to the KCDSS user. Similarly, all the possible 

dependencies and constraints in the database have also been validated. The validation for the 

knowledge-base was done by testing different rules in terms of their accuracy and completeness 

of the knowledge they represent.  

To make sure that all the functional aspects of KCDSS are performing correctly, the researcher 

has used Unit Testing in this study. In Unit testing, a small piece of code is isolated from the rest 

of the code to validate whether it is generating the correct results (Runeson, 2006). KCDSS 

provides various features such as user login, scenario creation, outage results generation, display 

of results on graphical maps etc. All these features involve user inputs, submission of data to the 

database, retrieval of knowledge from the knowledge-base and calculation of results for which 

the following test cases have been developed and validated: 

a) Login_Validation_Test 

This test case is used to verify the username and password information of the user. If the provided 

information is correct, the user is allowed to access the KCDSS. If there is a mismatch in the 

username and password, the user is not allowed to log in.  

b) Scenario_Validation_Test 

This test was created to validate all the inputs of the Scenario creation functionality. As this 

process needs the uploading of several input files, therefore each of these files needs to be 
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validated. Furthermore, the knowledge-base of recovery calculations is also validated to check all 

the input numbers are in an acceptable format. 

c) Outage_Map_Validation_Test 

In this test, the outage maps are validated to display appropriate supply zones of the modelled CI 

network. The numerical results of the CI network recovery for each supply zone are also validated 

to be displayed over the appropriate supply zones in the graphical outage maps.  

d) Outage_Results_Validation_Test 

This test was created to validate the recovery calculations. The repair times of all the individual 

CI network components are integrated to generate the aggregated results of a supply zone which 

need careful testing of all the results.  

e) Component_Modification_Validation_Test 

This function modifies CI network components during the run-time of the KCDSS. Therefore, a 

test was created to validate all the inputs as a minor error in any of the input values can affect all 

the recovery computations.  

f) Knowledge-base_Modification_Validation_Test 

The knowledge-base modification includes the update of repair calculations for the CI network 

components and therefore it needs careful monitoring. Therefore, this test was created to validate 

these modifications and to give warnings and errors if the input values are not in the right format. 

These test cases have been validated using NUnit, which is the most popular open-source 

automated unit testing framework for .Net based software applications (Hamilton, 2004). The 

individual tests for each of the KCDSS functionalities have been written and compiled within the 

.Net software development environment and then loaded into the NUnit user interface. The tests 

were useful to identify coding errors and invalid results. The researcher then improved the invalid 

functions until successful completion of all the tests to validate that there is no more error in the 

respective functionalities and each of them is generating the accurate outcome. Figure 6-1 
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illustrates the final result of all the tests within the above-mentioned functionalities and indicates 

that all validation tests were passed without any errors.  

 

Figure 6-1. An interface screen of NUnit showing results of validation tests for six functionalities of the KCDSS 

6.2.3 Evaluation of the KCDSS 

The important aspect of a DSR based study is that evaluation is not only focused on evaluating 

the artefacts in the context of their contribution to the environment but also to evaluate their 

contribution of the knowledge to the knowledge-base (Sonnenberg & Vom Brocke, 2012). 

Therefore, it is argued by Pries-Heje et al. (2008) that the evaluation method should address the 

quality of an artefact’s utility as well as the knowledge outcomes. An important challenge during 

the evaluation of the DSR artefacts is to determine a feasible way to design and conduct the 

evaluation by using appropriate strategies and methods. The existing literature identifies a variety 

of methods to do the evaluation and Hevner et al. (2004) summarized five classes of evaluation 

methods, which are: 

a) Observational methods, which include case studies and field study; 

b) Analytical methods, which include optimization, architecture analysis and static and 

dynamic analysis; 

c) Experimental methods, which include a controlled experiment and simulation; 
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d) Testing methods, which include functional testing and structural testing. Both are also 

known as black-box testing and white-box testing; and 

e) Descriptive methods, which include informed arguments and scenarios.  

Nunamaker et al. (1990) termed computer simulations, field experiments and scientific 

simulations as experimentations and termed case studies, surveys and field studies as 

observations. These activities of experimentation and observation are instead termed artificial 

evaluation and naturalistic evaluation by Venable et al. (2012). The artificial evaluation uses 

laboratory and field experiments, simulations, criteria-based analysis, theoretical arguments, and 

mathematical proofs to evaluate the built artefacts in a non-realistic way. Naturalistic evaluation, 

on the other hand, includes interviews, case studies, field studies, surveys, ethnography, 

phenomenology, hermeneutic methods, and action research to explore the performance of 

artefacts in their real environment (Venable et al., 2016). Pries-Heje et al. (2008) proposed a 

strategic framework for evaluating the DSR artefacts using two dimensions: time and evaluation 

method (see Figure 6-2). The researcher has used this framework in this study to design the 

evaluation process.  

 

Figure 6-2. DSR evaluation framework (Source: Pries-Heje et al., 2008) 
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The advantage of using this framework is that it is designed not only to help researchers build 

strategies to evaluate the research outcomes but also to find ways to contribute to the knowledge-

base. This framework seeks to answer some important questions, which are: 

• What is been evaluated?  

• How is it evaluated?  

• When was it evaluated?  

• Who is evaluating? 

By choosing whether the researchers are evaluating a design process or a design product, they can 

determine what is evaluated. By choosing between naturalistic or artificial methods of evaluation, 

researchers can understand how to evaluate. When to evaluate may be decided based on ex-ante, 

ex-post, or both types of evaluation times. When the evaluation is done before the artefacts are 

constructed, it is termed as ex-ante evaluation and when it is done after the artefacts are 

constructed, it is termed as ex-post. Finally, the researchers need to identify the potential 

participants representing the real users, organizations or problems to finalize who is evaluating 

the research artefacts (Venable et al., 2016). These proposed questions by Pries-Heje et al. (2008) 

and their relevance with the current study are summarized in Table 6-1: 

Table 6-1. Important aspects of the evaluation. 

Questions for evaluation Answers 

What is evaluated? 
For this study, the design product (KCDSS prototype) is 

evaluated.  

How is it evaluated? 

A software quality model is used to evaluate the KCDSS 

prototype through a set of interviews with the relevant 

experts. Therefore, this evaluation process is done using a 

naturalistic approach.  

When was it evaluated? 
The artefact is evaluated ex-post (after the KCDSS was 

developed).  

Who is evaluating? 

The KCDSS is evaluated by a group of experts representing 

CI network providers and regional emergency management 

organizations. 
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In this study, a software quality model is selected for evaluating different quality attributes of the 

KCDSS and in-depth interviews were conducted with the selected experts to assess whether their 

needs are represented in the KCDSS. Due to the evaluation process, the experts became part of 

the design process and were given a feeling of confidence that their personal opinions had been 

integrated into the final design. Based on the criterion and snowball sampling methods, 15 experts 

were selected from various emergency management sectors in New Zealand. Table 6-2 summarise 

the background information of the selected participants for KCDSS evaluation. 

Table 6-2. A summary of the chosen experts and their professions 

Characteristics Description 

Years of experience 
All the experts had more than 15 years of experience in their 

respective fields. 

Industries represented 
Emergency Response and Recovery, Lifeline Group, Lifeline 

Utility Providers and Emergency Management Research. 

Professions of experts 

Capability Development Manager, Asset Engineer, Senior Asset 

Manager, Senior Engineer, Manager Risk and Assurance, Lifeline 

Controller and Emergency Management Professionals 

 

The selection of multiple experts in a study can also be useful to identify different opinions about 

the user interfaces and can yield better results through a combination of their feedback (Herselman 

& Botha, 2015). The selected experts had valuable experiences in their fields and the reason for 

selecting them from diverse emergency management organizations was to understand their 

decision-making needs from different perspectives. Although there are many existing methods 

for evaluating DSR artefacts, it is still a challenge to choose appropriate attributes to test an 

artefact. Hevner et al. (2004) identified utility, quality, and efficacy as attributes to be evaluated. 

Hevner et al. (2004, p. 85) further state that “artefacts can be evaluated in terms of functionality, 

completeness, consistency, accuracy, performance, reliability, usability, fit with the organization, 

and other relevant quality attributes”. The following section gives a brief overview of some of the 

existing software quality models for evaluating a software artefact and the discussion of the 

evaluation of KCDSS through one of the selected models. 
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6.3 Software quality model for KCDSS evaluation 

As mentioned in the previous section, the answer to “What is evaluated” is the “prototype” of 

KCDSS in this study. To evaluate a DSS prototype in general, an appropriate quality model is 

useful for the assessment of software quality (Al-Badareen et al., 2011). Software quality models 

consist of a set of features to determine a software’s capability to satisfy end-user needs and 

requirements. Several quality models have been introduced and utilized in the literature. Boehm 

(1978) introduced a hierarchical software quality model in 1978 that consists of a) high-level or 

primary characteristics; b) intermediate-level; and c) lower-level or primitive characteristics. 

Boehm’s quality model focuses on portability, reliability, testability, efficiency, human 

engineering, understandability and modifiability (Boehm et al., 1978). Jim McCall (1977) 

introduced the McCall software quality model in 1977 that addresses different quality attributes 

in three categories: a) product revision that consists of maintainability, flexibility and testability; 

b) product transition that consists of portability, reusability and interoperability; and c) product 

operation that consists correctness, reliability, usability, integrity and efficiency quality attributes 

(McCall et al., 1977). Dromey (1996) proposed to evaluate software quality attributes in four 

categories: a) correctness category that includes functionality and reliability; b) internal category 

consisting of maintainability and efficiency; c) contextual category consisting of reusability and 

portability; and d) descriptive category that includes usability attribute (Dromey, 1996). The 

ISO/IEC 9126:1991 (2001) model was introduced in 1991 as the ultimate software quality 

standard that was revised to ISO/IEC 9126-1:2001 and the latest revision of this standard is 

ISO/IEC 25010:2011 (ISO9126, 2001). This standard categorizes software quality into a) internal 

and external quality category that consists of functionality, reliability, usability, efficiency, 

maintainability and portability; and b) quality in use category that consists of effectiveness, 

productivity, safety and satisfaction attributes (ISO9126, 2001). Grady (1992) introduced a 

software quality model named FURPS model (FURPS stands for functionality, usability, 

reliability, performance and supportability). Each of these attributes consist of further sub-

categories or subcomponents as summarized in Table 6-3.  
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Table 6-3. Main elements of the FURPS model (Source: Grady, 1992) 

FURPS attributes Subcomponents 

Functionality 

Main features 

Capabilities 

Generality 

Security 

Usability 

Simplicity 

Learnability 

Memorability 

Efficiency 

User documents 

Training materials 

Satisfaction level 

Usefulness 

Reliability 

Consistency 

Robustness 

Recoverability 

Predictability 

Performance 

Efficiency 

Speed 

Accuracy 

Supportability 

Configurability 

Compatibility 

Data versatility 

Model versatility 

Data Integration 

Model integration 

Adaptability 
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The different quality models discussed above provide a useful framework for software quality 

assessment. A few studies have been done to review these software quality models (see, for 

example, Al-Badareen et al., 2011; Deissenboeck et al., 2009; Miguel et al., 2014; Sadeghzadeh 

Hemayati & Rashidi, 2018). The reviews of these quality models suggest that although these 

software quality models provide their own set of attributes to test the software quality, their 

usefulness depends on the type of software or DSS and its provided functionalities (Oztekin, 2011; 

Sadeghzadeh Hemayati & Rashidi, 2018; Singhaputtangkul et al., 2013). Therefore, the software 

developers can choose either of these quality models based on their specific needs, capabilities, 

environment and the functional aspects of their software that they want to test.  

In this study, the researcher has chosen the FURPS model as it suggests the attributes that are 

most relevant to this study. The functionality, usability, reliability, performance and 

supportability attributes of the FURPS model are further elaborated through 26 subcomponents 

that were useful to comprehensively test the various features, scenarios, capabilities and results 

generated by the KCDSS. During the evaluation process, each selected expert was interviewed 

through questionnaires (see Appendix C) having different questions covering the five attributes 

of the FURPS model. The Experts provided feedback using a five-point scale: Strongly Disagree, 

Disagree, Neutral, Agree and Strongly Agree using a formatted feedback form. The feedback was 

then computed using Likert’s 5-point rating: Strongly Disagree = 1, Disagree = 2, Undecided = 

3, Agree = 4 and Strongly Agree = 5 and the findings are presented using charts and spider graphs. 

A discussion of each of the five attributes of the FURPS model is presented in the following 

sections. 

6.3.1 Evaluation of the functionality 

According to the FURPS model, functional requirements determine the capabilities and features 

of a built system. In this study, the purpose of evaluating the functionality aspects of the KCDSS 

was to identify how well it supports the decision-makers to undertake activities and making 

decisions. During the evaluation, KCDSS was demonstrated through its essential features and 

decision support capabilities for different damage modelling scenarios. The questionnaires are 
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designed through the identification of main components of the functionality aspect, as guided by 

Grady (1992) in the FURPS model, and listed in the Appendix C. These aspects included main 

features, capabilities, generality and security of the KCDSS to evaluate: 

• main features for the intended usage; 

• functional and error-free capabilities; 

• generalizability for other scenarios; 

• security from hackers; and 

• support to the decision-makers for making better decisions. 

The detailed questions being asked from the evaluators about the functionality aspects of the 

KCDSS are listed in Appendix C, and the average scores of their responses are illustrated in 

Figure 6-3. 

 

Figure 6-3. Results of functionality evaluation 

The main features and Capabilities of the Functionality aspect of the KCDSS received a good 

response from the evaluators, which shows that the KCDSS was able to demonstrate the salient 

features required for the decision-makers to improve their decision-making capability. The 

response from one of the evaluators during the interview was: 
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It will be exciting to see how the KCDSS software responds to more data and different 

recovery knowledge when more CI networks will be added. Also, testing it with CI 

network data from different cities and comparing the results with the Wellington region 

could show preparation levels of different CI network providers to find out short-term 

and long-term infrastructure extendibility projects. [Evaluator-5] 

The Security component however got lower scores, mainly because most of the evaluators gave 

neutral comments about the security feature as the KCDSS hasn’t been implemented in a real-

world scenario as yet and although the user login mechanism has been a part of the KCDSS, the 

real test would be based on how the KCDSS would perform when exposed to the world through 

a web-based prototype. An evaluator discussed the security feature by saying: 

I can’t tell at this moment the security level of this software. Are you planning to 

implement it in a real-world scenario as web-based software?... Maybe future work to 

test real data will be useful to validate the current security features and extended features 

make it more secure. [Evaluator-9] 

6.3.2 Evaluation of the usability  

Usability is a qualitative attribute of the user interface that assesses its simplicity, learnability, 

memorability, efficiency, user documents, training materials, satisfaction level and usefulness 

(Piemonti et al., 2017). Usability is defined by the International Organization of Standard (ISO 

9241-11), as discussed by Jokela et al. (2003) is “the extent to which a product can be used by the 

specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a 

specified context of use”. Estimating usability attributes for the KCDSS helped the researcher to 

identify user interactions with the KCDSS and gain a better understanding of their behaviours, 

preferences, and needs. During the evaluation process, the evaluators were asked to provide their 

feedback after a demonstration of the KCDSS. They also tested the user interface by creating 

scenarios of their own choice to test the usability features in detail. The aspects through which 

the usability of the KCDSS has been evaluated are: 



Chapter 6 – Evaluation of the KCDSS 

 

138 

• The simplicity of use; 

• clear and easy to understand the sequence of the interface screens; 

• easy to learn functions and terminologies; 

• efficiency to resolve the problems; 

• helping material and training guidance; 

• training of new users; and 

• comfort and acceptability of usage. 

The detailed questions being asked from the evaluators about the usability aspects of the KCDSS 

are listed in Appendix C, and the average scores of their responses are illustrated in Figure 6-4. 

 

Figure 6-4. Results of usability evaluation 

Within the usability feature, most of the evaluators were extremely satisfied with the simplicity, 

efficiency, usefulness, and satisfaction level of the KCDSS, which shows that the major usability 

aspects have been successfully fulfilled within the KCDSS. Evaluators however pointed out the 

lack of user documentation and learnability through the training material. One of the evaluators 

pointed out during the discussion that: 

I think training material is very useful for the new users because at the beginning it is 

unclear how a user starts working and what are the accessible features and in which 

order. [Evaluator-15] 
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Another evaluator suggested: 

A demonstration through a video would be a useful idea so that the users can access the 

video any time and recall what they need to do if they are stuck at something. [Evaluator-

1] 

The lack of training material was not considered as a limitation of the KCDSS because most of 

the evaluators were satisfied with the ease of use and simple user interface design. The reason for 

suggestions about adding the training material was to have an additional feature in the KCDSS 

for a user who would face difficulty understanding how to navigate to a particular function. 

6.3.3 Evaluation of the reliability  

The reliability feature in this study evaluates the capability of the KCDSS to maintain a specified 

level of performance when used to test different hazards and damage. Grady (1992) suggests 

evaluating reliability through consistency, robustness, recoverability and predictability. 

Evaluating the reliability and quality of a software system are somewhat similar. Normally, the 

focus of evaluating quality is to prevent any potential defects in a software artefact, whereas, 

reliability is the level of support provided to the users to prevent any potential failures when they 

use the end-product and successfully achieve their goals. The reliability aspects though which the 

KCDSS has been evaluated are: 

• consistency in the outputs; 

• minimized number of errors through the user interface; 

• proper error messages and warning dialogs in all the screens; 

• availability of operations that can be performed based on a user action; 

• tolerance of the user errors and enough feedback when the user makes an error; and 

• possibility of recovering from a user error. 

The detailed questions being asked to the evaluators about the above-mentioned reliability aspects 

of the KCDSS are listed in Appendix C, and the average scores of their responses are illustrated 

in Figure 6-5. 
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Figure 6-5. Results of reliability evaluation 

Within the Reliability feature, the evaluators were overall satisfied with all the related questions. 

In some places, however, there were suggestions for improving the text of the warning and error 

dialogs, as they were unclear. The evaluators were generally happy to see that all the input fields 

of the KCDSS were properly maintained and the forms could not be submitted if the required data 

was not provided in the defined format. A response from one of the evaluators during the 

interview was: 

 The demonstration of scenario creation and outage results is smooth without any errors 

… I like the error dialog boxes at each step when a user gives invalid inputs. [Evaluator-

7] 

Another evaluator suggested: 

I like the backup and restore feature so that your users can recover the data at any stage. 

I am a little confused about the difference between data and results. Some explanation 

for each item on the screen will be very useful to avoid any confusion. [Evaluator-15] 
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6.3.4 Evaluation of the performance 

Performance is one of the core features of the KCDSS and Grady (1992) suggest evaluating it 

through efficiency, speed and accuracy to perform the computational operations to give the 

desired results. The KCDSS should be capable of providing a high level of productivity once the 

user gets familiar with using it. Efficiency in this aspect should also enable the users to achieve 

specified tasks in the minimum amount of computational time with accuracy and completeness. 

The aspects through which the performance of the KCDSS has been evaluated are: 

• response time for generating the results; 

• speed of handling a huge amount of CI network data; and 

• accuracy of results as per user expectations. 

The detailed questions being asked from the evaluators about the performance aspects of the 

KCDSS are listed in Appendix C, and the average scores of their responses are illustrated in 

Figure 6-6. 

 

Figure 6-6. Results of performance evaluation 

Performance is always one of the key features of any software system and the major aspects of 
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most of the simulation programs generally take hours to process. An evaluator gave feedback 

about the performance of KCDSS by saying: 

I am satisfied with the overall performance as the scenario [creation] and getting the 

outputs was smooth without any error … It is good to see that you have made the [results 

review] option to check the accuracy of the results. [Evaluator-2] 

Another evaluator said: 

KCDSS works great in terms of efficiency and accuracy. I can understand that the 

simulation software generally takes some time to process the data and there was a lot of 

data processing in the background when you were demonstrating the scenarios. 

Therefore, as far as the results are accurate, speed can be compromised a little. 

[Evaluator-9] 

6.3.5 Evaluation of the supportability 

Evaluation of the supportability of an artefact is a significant feature that is concerned with 

characteristics such as configurability, compatibility, data & model versatility, data & model 

integration and adaptability. Grady (1992) argues that these characteristics provide a useful way 

to evaluate customizable configuration options, compatibility with other software tools, 

possibility to integrate with other models for enhancing the results and usefulness of the KCDSS 

with changing datasets. The aspects through which the performance of the KCDSS has been 

evaluated are: 

• options for data configurations; 

• compatibility with other related software; 

• handling of a versatile amount of data and models; 

• integration of data of different formats and models of different kinds; and 

• the adaptability of the user interface to various task requirements. 
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The detailed questions being asked from the evaluators about the supportability aspects of the 

KCDSS are listed in Appendix C, and the average scores of their responses are illustrated in 

Figure 6-7. 

 

Figure 6-7. Results of supportability evaluation 

Supportability features also got good average scores from the evaluators. Most of the evaluators 

were however unsure about the integration with other models and the compatibility of the KCDSS 

with other software systems. One of the evaluators gave the feedback about model integration by 

saying: 

It is good to see that it [KCDSS] is compatible with other related models of Aotearoa 

New Zealand such as RiskScape and MERIT. You said that you have used damage results 

from RiskScape and made a CSV file manually. An automated process to convert data 

from RiskScape that can go directly into your DSS will be a very useful future work. 

[Evaluator-13] 

The electricity, potable water and road networks have different characteristics and because 

they belong to different CI network providers, therefore the data format is also not the same. 

But the evaluators appreciated that KCDSS was able to integrate models of different CI 
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model integration, evaluators were very pleased to see the variety of configuration options in 

the KCDSS interface. The configuration options give users a confidence level that the system 

is flexible with user inputs and is easily modifiable to give a variety of options to the users. 

The response from one of the evaluators for the customizability was: 

During the limited time of your studies, it is great to see that your software [KCDSS] has 

a lot of customization options, the versatility of integrating with different models and 

future possibilities for adding more CI networks. [Evaluator-5]  

6.3.6 Discussion  

The participants represented various fields of emergency response and recovery, lifeline group, 

lifeline utility providers and emergency management research and the attributes of testing the 

software quality of the KCDSS provided useful feedback to the researcher. The average scores of 

all these attributes were satisfactory and above the level of minimum acceptance, that is, 3. A 

summary of the results of 26 subcomponents of the FURPS model is illustrated in Figure 6-8.  

 

Figure 6-8. Average results of the complete evaluation process 
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These results are the average score of the responses of all fifteen evaluators and the average didn’t 

vary too much that validates that the design and functionalities of the KCDSS are relatively easy 

to understand for people from different perspectives. The interview responses not only validated 

the functionality, usability, reliability, performance and supportability aspects of the KCDSS but 

also guided the researcher to find ways for future improvements. In conclusion, from the results 

of the evaluation, it is evident that KCDSS performed according to the expectation of evaluators 

from multidisciplinary backgrounds and the evaluation process resulted in the following major 

findings: 

• KCDSS performed efficiently with existing data from CI networks in the Wellington 

region. A future extension of this work to include other CI networks from other regions 

of Aotearoa New Zealand will be very useful. 

• Overall, the user interface was easy to understand. However, some screens need helping 

guides to about required inputs from the user. 

• A video tutorial should be made to go through each step of the scenario creation and the 

process of getting outage results. 

• A few improvements needed to use appropriate naming conventions in some of the user 

interface screens. If this KCDSS will be deployed in emergency management or a CI 

network providing organization, then they should be involved to carefully use the 

terminologies as per their organizational needs. 

• KCDSS should be tested with more data to see the effects on the speed of getting the 

results. This will also be useful to determine the hardware requirements for smooth 

execution of KCDSS simulations and identification of areas to do coding optimization. 

• An interface module can be developed in future to automatically retrieve topological and 

damage data from other software models such as RiskScape. 

• Although KCDSS modelled CI network data for the Wellington region, due to its 

customizable and flexible development in MVC based three-tier architecture, this work 

is extendible in future without affecting its current state. 
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6.4 Chapter Summary 

After KCDSS development, it has been evaluated to understand the validity, verification and 

capability of KCDSS to perform according to the user expectations. The KCDSS has been 

thoroughly verified during the software development stages to ensure that the source code was 

error-free. The syntax of the programming languages being used for the development of the 

KCDSS conformed to the quality standards. Testing all the input parameters has validated the 

presentation tier of the KCDSS. The validation and verification of the KCDSS made it efficient 

enough to be finally tested from a list of evaluators. The FURPS model was used to check the 

functionality, usability, reliability, performance and supportability aspects of the KCDSS. Out of 

twenty-six subcomponents of these five aspects, most received positive and encouraging feedback 

from the evaluators, which proves that the demonstration of the KCDSS has fulfilled the 

expectations of the decision-makers. 
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7 CONTRIBUTIONS AND FUTURE DIRECTIONS 

 

7.1 Introduction 

This chapter elaborates a summary of the work presented in different parts of this study, followed 

by a discussion of the research questions and the methods used to accomplish the research 

objectives and then highlights the contributions and impacts of this study to research and practice. 

Finally, it concludes with the limitations of this study and directions for future research.  

The overall aim of this study was to design and develop a KCDSS using a computer-based impact 

assessment framework that assesses the functionality of CI networks by modelling their 

interdependencies to support the needs of stakeholders, such as the local government sector (e.g. 

emergency managers) and CI network providers in their decision-making processes. 

In summary, Chapter 2 (Literature Review) identified the research gaps and challenges in the 

modelling of CI interdependencies and the use of proper DSS to enhance decision-making 

capabilities. It also explored the potential influence of recent modelling and simulation 

technologies to address the challenges associated with understanding CI interdependencies. Then, 

a detailed investigation of the use of KCDSS is presented by providing some real-world examples 

followed by a thorough literature review of the existing methods. 

Chapter 3 (Research Methodology) used the research onion model to describe the perspectives and 

strategies that were adopted in this study to answer the research questions and to achieve the aim 

and objectives. The research was conducted with the pragmatist philosophical approach, thereby 

generating theory through an abductive approach, which started with an observation of the CI 

networks to find the simplest and most likely explanation for understanding their 

interdependencies. Driven by the Design Science Research (DSR) strategy, this study used a 

topology network-based approach as a conceptual artefact for understanding the CI component 



Chapter 7 – Contributions and Future Directions 

148 

data and the dependencies between components of the same CI as well as between different CIs. 

Furthermore, a KCDSS has been developed as the second research artefact to contribute to 

knowledge about IS and disaster management by achieving the proposed objectives successfully 

and fulfilling the identified research gaps. Both the qualitative and quantitative data were 

collected through interviews and questionnaire methods as methodological choices for this study. 

As this study obtained qualitative information from experts in relevant CI network providers, a 

combination of purposeful sampling strategies (criterion and snowball) were employed. 

Chapter 4 (Artefact - I: Framework for Integrated Impact Assessment of Critical Infrastructure 

Networks) described the conceptual framework as the first artefact of this study. This chapter 

outlined the design of the impact assessment framework using modules of CI component 

representation, damage representation, network performance assessment and interdependency 

assessment. A topology network-based approach was chosen to represent the CI components of a 

test case scenario in the Wellington region. The CI network component interdependencies were 

represented using a generalized dependency matrix and the recovery calculation was explained 

using the Dijkstra algorithm for shortest path calculation. The integrated methodology of four 

different modules presented the phases and data needs for interdependency modelling between 

the three modelled CI networks. 

Chapter 5 (Artefact - II: Development of Knowledge-centred Decision Support System (KCDSS)) 

described the implementation of the integrated impact assessment framework using the 

knowledge-base of the adopted recovery strategies for the test case scenario in the Wellington 

region’s CI networks. This chapter presented the overall implementation architecture of the 

KCDSS following a layered architecture pattern, which provided a modularization to simplify the 

implementation process. It also demonstrated different functionalities of the KCDSS through user 

interface screens. 

Chapter 6 (Evaluation of the KCDSS) described the evaluation process of the KCDSS through the 

involvement of experts from various fields of emergency management. In-depth interviews and 
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the FURPS analysis model were the main instruments used to evaluate the functionality, usability, 

reliability, performance, and supportability features of the KCDSS. 

In summary, two research artefacts have been developed in this study that can contribute to both 

research and practice. The conceptual framework for integrated impact assessment is useful to 

understand the characteristics of individual CI networks and the failure propagation between 

interdependent CI networks. The KCDSS facilitates ‘what-if’ scenarios with a variety of control 

variables that allow decision-makers to test and verify their desired recovery strategies. The 

following section elaborates how the objectives of this study have been addressed and then further 

details the contributions of this study to research and practice. 

7.2 Addressing the research objectives 

This section summarises the findings and contributions of this study through the accomplishment 

of the research objectives that were described in the first Chapter.  

Research Objective 1: Exploring fundamental concepts, requirements, existing methods, 

and current techniques of understanding the CI interdependencies 

This objective was fulfilled through a review of literature that is summarized in Chapter 2. This 

process was guided by the research question “What are the requirements and challenges for 

understanding CI interdependencies and issues of decision-making during an emergency 

scenario?”. Based on the literature review, fundamental concepts related to the definitions of CI, 

dependencies, interdependencies, decision-making theory, decision support systems and finally 

the available approaches for modelling and simulation of CI interdependencies were explored. 

A review of the literature guided the selection of an appropriate modelling and simulation 

approach to understanding the CI interdependencies. In this regard, existing studies have been 

explored that used a variety of techniques for modelling CI interdependencies (for example, 

Bloomfield et al., 2017; Griot, 2010; Ouyang & Dueñas-Osorio, 2011a; Panzieri et al., 2004; 

Pederson et al., 2006; Zorn et al., 2020). Given the inherent complexities of CI networks, no single 
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technique or approach can answer all questions for any CI and no universal model can completely 

model the CI interdependencies (Eusgeld & Nan, 2009; Murray et al., 2008). The researcher, 

therefore, aimed to demonstrate how CI network recovery performance can be modelled, focusing 

on delivering results that can be useful for local and regional-level CI network providers within 

their decision-making contexts, such as:  

• providing services delivered through CI network components (for example, the supply 

of electricity, water, fuel, natural gas and provision of transportation facilities roads, 

bridges, railway tracks, airports and wharves etc.); 

• identification of the number of endangered CI network components due to the risk of 

major disruptions and development of appropriate mitigating strategies in a major 

region of interest; and 

• development of action plans and risk assessment strategies to handle the vulnerabilities 

in CI networks. 

The available literature indicated that the existing studies for modelling the CI interdependencies 

have adopted one of the five different methodological approaches, namely, (i) empirical, (ii) 

agent-based, (iii) system dynamics, (iv) economic theory and (v) a network-based approach. The 

researcher concluded in the literature review that it is not possible to develop a single solution to 

address all the key issues of CI interdependency modelling and the related decision-making 

contexts. Instead, there is a need for a more pragmatic and integrated approach to building and 

linking CI network models based on their regional characteristics. An integrated modelling 

approach proved to be useful to build a platform that allows the use of different methodological 

approaches depending on the stakeholders’ needs, geographical concerns and regional 

characteristics of the CI networks to be modelled. Furthermore, the researcher identified some 

key aspects of network performance to enhance the decision-making of relevant stakeholders, 

such as:  

• the spatial and temporal extent of the outage of services; 

• knowledge of vulnerable components in the network; 
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• effects on network performance after adopting various intervention options; 

• the effect of interdependencies affecting the network; 

• the effect of changing recovery strategies for the damaged components; and  

• the effect of changing the location for recovery resources. 

 

Research Objective 2: Development of a conceptual CI performance framework to generate 

disruption measures in spatial and temporal context and to generate time-stamped outage 

maps. 

This objective has been fulfilled through the development of an integrated impact assessment 

framework for the representation of CI components using a topology network-based approach 

and assessment of a CI network’s functionality with and without dependency on the other 

modelled networks. This objective finds the answer to the research question “What form would a 

framework take for a better representation of CI components and the assessment of their 

functionality?”. 

A variety of software systems, simulators and frameworks have addressed the fundamental issues 

related to a CI such as its organisation, behaviour, risks, threats and vulnerabilities (for example, 

Bagheri et al., 2007; Basu et al., 1998; Dudenhoeffer et al., 2006; Haghnevis et al., 2016; Panzieri 

et al., 2004). Although these simulation tools have made significant efforts to represent, simulate, 

and model the CI interdependencies, there is still a need for further investigation to provide new 

or innovative models and techniques that can meet the practical needs of decision-makers. 

To develop a CI performance framework that can model the CI interdependencies by resolving 

the limitations in existing literature, it is argued that each CI need to be modelled starting from its 

macro components that have specific and easily recognisable roles. There needs to be a consistent 

description of the capabilities and behaviours of these components and fuzzy numbers can be used 

to code parameters and values to avoid any vague statements about their characteristics. Finally, 

there should be a provision for command and control systems to be integrated with real-time 
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decision support to consider the impact of dependencies and interdependencies among the 

different CIs (Ani et al., 2019; Griot, 2010; Raskob et al., 2015). 

Therefore, an integrated impact assessment framework is designed and presented in Chapter 4 

that is developed using modules of CI component representation, damage representation, network 

performance assessment and interdependency assessment. These modules have been tested using 

data from a test case scenario of the Wellington Region’s CI electricity, road, and potable water 

networks. The network models were constructed by acquiring various forms of data from different 

sources in two steps. The first step was to collect the network configuration, or relates to location 

details of the components, their basic feature and their connectivity link to other components. The 

second step was to acquire data on probable damage or status of failure to the CI network 

components. This information was sourced from the risk analysis tool named RiskScape, which 

models potential damage to the selected network components under a chosen level of earthquake 

hazard (Schmidt et al., 2011).  

A vital aspect of the developed framework is that it is valid for both the component and network-

level linkages. The component level linkage is achieved by linking different CI network 

component models through the identification of intra-dependencies between the components to 

understand the functionality of a single CI network. Similarly, the components of multiple CI 

network models have been linked together to model the interdependencies between different CI 

networks. A generalized dependency matrix has represented the CI network component 

interdependencies and the recovery calculation has been explained using the Dijkstra algorithm 

for shortest path calculation.  

Research Objective 3: Development of an interactive DSS that hosts the processes of the 

conceptual framework and enables ‘what-if’ analysis for various scenarios within a 

simulation-based environment. 

This research objective was accomplished through developing a KCDSS by keeping in view the 

research question “What functional features should a DSS have to support decision-making 
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during the recovery of CI networks?”. A review of literature is presented in Chapter 2 about 

existing efforts of developing DSSs that indicated several examples of DSS tools or software for 

various fields of emergency management (for example, Bell et al., 2007; Daly et al., 2015; Eguchi 

et al., 1997; Erdik & Fahjan, 2006; FEMA, 2003; Jain & McLean, 2003; Markus et al., 2004). 

The existing DSSs can be applied to various domains of emergency management and use different 

techniques and technologies such as artificial intelligence, network models and simulation 

strategies to achieve their desired goals (Ariav & Ginzberg, 1985; Choraś et al., 2010; H. Wang, 

2013).  

Through the review of existing literature, the researcher concluded that the available DSSs have 

some significant limitations, such as heavy reliance on GIS data (Aleskerov et al., 2005), need for 

a high level of expertise and training (Zografos et al., 2000), dependence on a high level of 

engagement and interpretation from the decision-makers (De Maio et al., 2011), reliance on 

human involvement to extract and interpret a large amount of CI interdependency data (Hormdee 

et al., 2007), and lack of support for variations in organisation-specific requirements (Tinguaro 

Rodríguez et al., 2010). 

It is also highlighted by the researcher that for developing a DSS to model CI interdependencies, 

it is important to consider the needs and preferences of the relevant decision-makers that would 

become potential users of the DSS.  As the damage to the CI networks directly or indirectly affects 

the population, therefore, it is also argued that the developed DSS should have the capability to 

self-learn, identify associations between various types of CI network data, and perform heuristic 

operations, when needed. Therefore, it was concluded that a Knowledge-centred Decision 

Support System (KCDSS) for modelling CI interdependencies can be a useful tool to provide 

specialized problem-solving expertise stored in a structural form of knowledge that would 

enhance the decision-making capabilities of its end-users.  

The knowledge elicitation process gave insights about the CI network recovery strategies in a 

structured format, which was then transferred into the KCDSS to provide training and decision 
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aiding facilities to the decision-makers. The elicitation of recovery strategies was useful for the 

researcher to understand available resources and personnel within the selected CI network 

providers, access to the repair equipment, region-specific needs to prioritize repairs of certain 

critical facilities and any alternate plans for a faster recovery process. For the elicitation of these 

recovery strategies, Critical Decision Method (CDM), was utilized, which is a Cognitive Task 

Analysis (CTA) method for requirement elicitation. A structured approach to analyse the CDM 

data proved to be useful to effectively organize a large amount of data. The first step of this 

approach was o create a decision chart to illustrate the decision process adopted by the participants 

on a paper timeline, followed by creating a narrative-based incident summary to elaborate the 

timeline design in a more meaningful way. Finally, a decision analysis table was developed 

through the identification of goals and strategies from the first two steps. The structured data was 

then modelled in the form of IF-THEN pairs using the Rule-Based Reasoning (RBR) approach.  

The computer-based KCDSS is implemented through ASP.NET MVC 5 with Entity Framework 

and SQL Server support that is capable of handling a large amount of data and instructions from 

the user. Its scope is defined as a recovery-time estimation tool that receives the CI network’s 

topological and damage information through additional interfaces or sources. One of the key 

strengths of the KCDSS is that it works efficiently as a CI network recovery modelling tool and 

has been built by adopting the shortest path tree method, with user-friendly graphical interfaces. 

The flexibility of KCDSS to set up scenarios of a network with different damage realisations or 

configurations encourages users to run any number of ‘what-if’ scenarios and to generate 

necessary results to make an informed decision. 

The various features of the KCDSS and its capabilities are demonstrated through a set of real CI 

networks in the Wellington region by analysing network performance independently and with 

interdependencies to generate outages of services in spatial and temporal aspects. The capabilities 

of KCDSS are versatile enough that CI network managers and decision-makers from the 

government and private sectors will be able to make informed decisions to address the likely 

impact of CI network failures.  
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Research Objective 4: Evaluating the KCDSS from a list of experts and identify areas for 

future development. 

The evaluation of KCDSS is discussed in Chapter 6, which is guided by the research question 

“What attributes must be considered for evaluating the functionality of the DSS?”. This chapter 

focused on understanding the capability of KCDSS to perform according to user expectations.  

The literature review indicated that evaluation of a DSR artefact needs well-designed evaluation 

methods to demonstrate the utility, quality, and efficacy of a research project (Herselman & 

Botha, 2015; Hevner et al., 2004). Several researchers have emphasized the importance of 

evaluation for a DSR study (for example, Arnott & Pervan, 2014; Herselman & Botha, 2015; 

Hevner et al., 2004; Peffers et al., 2007; Pries-Heje et al., 2008; Venable et al., 2016). The 

researcher has also identified some guidelines for doing a DSR evaluation from the available 

literature (for example, Pries-Heje et al., 2008; Sonnenberg & Vom Brocke, 2012). It is argued 

that evaluation of a DSS needs a process of verification, validation and quality control to 

determine the usability and functionality of built artefacts and to examine the research 

assumptions, identify critical limitations and the reasons for generating specific types of results 

(Herselman & Botha, 2015). The researcher has verified the KCDSS artefact by careful 

development of the source code to ensure the quality of the software design and architecture and 

to make sure that all the functional aspects of KCDSS are performing correctly, the researcher 

has validated the KCDSS through the Unit Testing mechanism in this study. For this purpose, 

several tests have been created for individual functionalities of the KCDSS in an open-source 

automated unit testing framework, NUnit, which is a popular testing framework for .Net based 

software applications (Hamilton, 2004). 

For explaining the KCDSS evaluation, the researcher has used a strategic framework proposed 

by Pries-Heje et al. (2008) that provide guidelines for evaluating the DSR artefacts using two 

dimensions: time and evaluation method. The researcher has used this framework in this study 

because it is designed not only to evaluate the research outcomes but also to find ways for 
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contribution to the knowledge-base. Following the guidelines of this framework, the KCDSS 

prototype is evaluated ex-post using the FURPS (functionality, usability, reliability, performance 

and supportability) software quality model. Evaluation was done by a group of experts 

representing CI network providers and regional emergency management organizations. The 

functionality, usability, reliability, performance and supportability attributes of the FURPS model 

are further elaborated through 26 subcomponents that were useful to comprehensively test the 

various features, scenarios, capabilities and results generated by the KCDSS. From the results of 

the evaluation, the researcher concluded that KCDSS performed according to the expectation of 

evaluators from multidisciplinary backgrounds.  

The following two sections of this chapter briefly explain the contributions of this study to the 

research community and for the practitioners in various related fields. 

7.3 Research contributions 

This study makes several contributions to existing knowledge related to CI interdependency 

modelling and knowledge-base development of the KCDSS. Following DSR as a research 

strategy, this study first proposed an integrated impact assessment framework using an iterative 

design process as its first research contribution. In this regard, the researcher reviewed and 

discussed some existing software packages from the recent past that have been developed to 

address various aspects of individual models (see, for example, Bebbington et al., 2008; Bell et 

al., 2007; Boulos et al., 2014; Buxton et al., 2015; Nan & Sansavini, 2016; Zorn & Shamseldin, 

2016). However, it is essential to link these models to increase their uptake in hazard-impact 

assessments. At present, there is no such structured framework to link different models together 

and there is a need to understand the information needed in the flow from one model to the next, 

to facilitate integrated impact assessment of infrastructure networks (Paltrinieri et al., 2013). 

Furthermore, CI network modelling through identification of component-level dependencies 

proved to be beneficial to understand single and multiple CI network interdependencies. To 

overcome the existing limitations, the researcher utilized a topological network-based approach 
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to model the interdependencies between different CI networks, and contributed to the existing 

knowledge through the following aspects: 

a) Guidance for the research and practice about how to apply a topology network-based 

approach to represent CI interdependencies and to understand their functionalities; 

b) Innovative procedures for collecting, analysing and representing quantitative data of CI 

components; and 

c) Providing support for future research to understand both the component-level and 

network-level linkages for single and multiple CI networks. 

The conceptual integrated impact assessment framework is developed in a modular form that is 

extendable in future to add new CI networks. Furthermore, software implementation and 

demonstration of CI interdependency results from this framework were presented through a 

KCDSS, which is proposed as the second research contribution of this study. Similar to the 

conceptual framework, the KCDSS is also developed in a modular three-tier architecture, which 

provides several contributions, such as: 

a) The KCDSS is developed as an interactive and customizable graphical representation tool 

that is useful to support complex strategic decision-making problems; 

b) The KCDSS provides a convenient and efficient platform for enhanced decision-making 

through a knowledge-base of real-life recovery strategies. 

c) The knowledge elicitation and knowledge modelling has been comprehensively 

explained during the development of the KCDSS that will be beneficial for researchers 

involving in future similar research; and  

d) The KCDSS will enhance the decision-making of regional lifelines groups, CI network 

organisations, local/regional CDEM organisations and the natural hazard impact 

modelling research community.  
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7.4 Research impacts 

The research has been presented on several platforms including publications by  

Syed et al. (2018) at ISCRAM Asia Pacific 2018 and Syed et al. (2018) at NZSEE 2018 

conferences. Two journal papers have recently been published in the NZSEE bulletin (see, 

Sadashiva et al., 2021; Syed et al., 2021). These articles will contribute to the existing knowledge 

of CI interdependency modelling. The researcher also presented in QuakeCoRE lightning talks, 

Disastrous Doctorates, JCDR’s lunch presentations and different 3-minute thesis activities. The 

researcher has been funded throughout the studies from GNS Science and has been part of the 

GNS Science Report write-up process to further contribute towards the research and practice of 

CI interdependency modelling work. Two GNS Science reports have been published during this 

study that is discussed below: 

1. RiskScape and Wellington Electricity Restoration Uncertainty Analysis - GNS Science 

Report: 2019/08 

GNS Science Report by Syed et al. (2019), titled ‘RiskScape and Wellington Electricity 

Restoration Uncertainty Analysis’ is another research contribution. The work presented in this 

report was an extension of this study in which the electricity network was selected as a single CI 

network to test out the potential for propagating the uncertainty in damage state through outages 

and restoration time estimates. Choosing only the electricity network had the benefit that its 

restoration is dependent only on road access, not on other CI networks. In contrast, the restoration 

of many other CI networks requires electricity. This meant that automated modelling could be 

used (albeit with only one estimate of road access restoration). The researcher tested out three 

different methods ranging from Monte-Carlo (brute force) methods that require fully automated 

CI network outage and restoration models, through clustering techniques as an approach for the 

dimensional reduction to produce representative cases of damage that could then be used in an 

expert elicitation process. Monte-Carlo simulations depend on the modelling of many realisations 

of a scenario to be able to properly gauge the variance, and hence the uncertainty, encompassed 

by the modelling process. Clustering is a technique commonly associated with Artificial 
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Intelligence and Machine Learning that is used to analyse or transform data by grouping similar 

items close together in information space, while simultaneously maximizing the distance between 

dissimilar items. The important steps of this work include: 

• The RiskScape tool was utilized for damage modelling to generate 1000 different 

representations of the Wellington Fault earthquake scenario in terms of the estimated 

damage sustained by the Wellington Electricity network due to each earthquake realisation. 

• The RiskScape generated information is used as a basis for clustering in an attempt to 

reduce the number of sets of outage maps from 1000 to some more easily manageable 

number. 

• The outage information is also used as a basis for clustering as above. 

• All three (Monte Carlo, clustered damage, clustered outage times) sets of information are 

passed through the MERIT model providing three sets of economic trajectories (Harvey et 

al., 2017). 

The researcher has proposed an extension to the use of clustering in the domain of hazard and risk 

modelling. It was justified in the report that clustering can be used to reduce the dimensionality 

of hazard/risk outputs in a useful fashion. One of the most well-known algorithms for clustering 

named the k-means algorithm has been adopted here, whereas the Silhouette score has been used 

as a basis for measuring the quality of the clustering results. The silhouette score is a measure of 

how similar observation is to its cluster compared to other clusters. It is a single score in the range 

-1 to +1 where a high positive value indicates a “good” clustering configuration and zero or 

negative values indicate “poor” clustering. The clustering approach was tested on two different 

types of output data utilizing the k-means algorithm: 

• The direct damage state data output by RiskScape  

• The processed recovery time data from the KCDSS 

Clustering on the damage data outputs from RiskScape resulted in poorly resolved clusters and a 

silhouette score fractionally above 0. The recovery time data was better suited to clustering and 

consistently yielded better silhouette scores at all cluster numbers (k in the k-means). This work 
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has revealed both extremes in that the damage state data resulted in poorly resolved clustering 

with only two clusters and the recovery time data resulted in better resolution for the clusters, but 

still, a reasonably large number of clusters (80) that would theoretically, incur a substantial time 

overhead for experts to review. It is maintained, however, that conceptually both clustered 

approaches offer substantial advantages over the raw Monte-Carlo results where experts cannot 

be expected to effectively process 1000 sets of results. In general, due to the interdependencies 

between CI networks, it will require either a complex computational model of the 

interdependencies or an iterative expert elicitation process. Even in the case of a complex model, 

experts would be needed to validate the outputs and check for inconsistencies. Therefore, 

clustering proved to be a useful means of reducing the breadth of damage realizations needed to 

represent the full range of potential recovery time outcomes. 

2. Modelling Interdependencies of Critical Infrastructure Network Recovery using a 

Decision Support System - GNS Science Report: 2020/18 

The researcher co-authored a GNS Science Report by Uma et al. (2020), titled ‘Modelling 

Interdependencies of Critical Infrastructure Recovery using a Decision Support System’. This 

report has mainly summarized the research outputs of this study including a demonstration of the 

different functionalities of the KCDSS. This work tested dummy electricity, road and potable 

water networks using placeholder values to see the feasibility of the KCDSS of handling CI 

network data for regions other than Wellington. The topological data files for the CI components 

were originally acquired in GIS shapefiles that were manually converted into CSV file format. To 

improve efficiency in terms of time and human error, an interface of an automated routine is 

developed to read the GIS shapefiles and extract necessary data to create input files compatible 

with the KCDSS requirements. The selection of topology network-based approach and 

implementation of KCDSS was discussed and a description of decision support capabilities was 

summarized for the relevant researchers to have a better understanding of the KCDSS features. 

Most of the research outputs and contributions of this report are already discussed in Section 7.3.  
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7.5 Practical contributions 

Apart from the research or theoretical contributions, there are also some practical contributions 

from this study. The KCDSS has the potential to provide a formal communication channel for the 

enhancement of interactions between researchers and decision-makers. The KCDSS is an 

example of how the needs of decision-makers have been successfully implemented using a 

computer-based KCDSS and all the relevant stakeholders can get benefits for improved decision 

making.  

The primary end-user target group of the KCDSS includes decision-makers dealing with in the 

field of emergency management (e.g. regional lifelines groups, CI network organisations and 

regional/local CDEM organisations). The stakeholders working in other related fields of disaster 

management can also utilize the KCDSS to understand the CI recovery process and various needs 

and challenges during emergency events. The key practical contributions from this study include: 

1. Protecting Wellington's Economy through Accelerated Infrastructure Investment 

Programme Business Case - WeLG’s Programme Business Case 

A major role of this study was its contribution to the WeLG’s Programme Business Case 

(Wellington Lifelines Group, 2019) by providing modelling results of the electricity network. The 

purpose of developing a PBC was to use a disciplined analytical approach to develop an integrated 

programme of CI projects across the lifeline sectors that would improve the resilience of the 

region. The Aotearoa New Zealand Treasury’s Better Business Case process was used to guide 

the development of the PBC which is being undertaken in stages: Stage 1: Demonstration of 

Benefits of Programme (completed in April 2018). Stage 2: Financing and Timing (completed in 

September 2019). The remaining Commercial and Management cases which are also a part of the 

Better Business Case process will be developed individually by the lifeline organisations in the 

future. 

The PBC project utilized a combination of a qualitative and a quantitative assessment process to 

demonstrate how economic disruptions at the regional and national level of a major natural 
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disaster could be restricted by implementing an accelerated and phased programme of 

infrastructure resilience investments. To quantify the potential economic benefits that can be 

achieved by investing in the region’s infrastructure resilience, modelling works were carried on 

nine CI networks (e.g. potable water, road, electricity), for two main cases: 

• Base Case: the CI networks with existing vulnerabilities exposed to a major natural 

hazard scenario. 

• Improved Resilience Case: within the created model, specific investments are made to 

improve the resilience of the networks, and the upgraded networks are exposed to the 

same natural hazard scenario as in the base case. 

The modelling workflow consists of the following three main components: 

• Physical damage modelling - to understand the severity and extent of potential 

physical damage to the components exposed to a hazard  

• Service outage modelling – to understand for how long the services will be lost (or 

operating at reduced levels of service) before the damaged components can be repaired 

or alternate arrangements made to restore the services to the customers 

• Economic impact modelling – to understand the impact of service outages on regional 

and national economies at various times following the hazard event. 

This work demonstrated that by making targeted and integrated CI investments before the next 

major earthquake in the region, the physical damage to the CI networks and disruption to the CI 

services can be reduced, thereby resulting in shorter service outage times and lesser economic 

disruption. The temporal service outage tables and maps generated from this work formed an 

essential input to evaluate and demonstrate the impact of the proposed resilience investments on 

the regional and national economies. 

 



Chapter 7 – Contributions and Future Directions 

163 

2. Towards Robust Decision-Making in Natural Hazard Risk Management: Uncertainty 

Quantification for RiskScape-MERIT Modelling - Natural Hazard and Research 

Platform (NHRP) Project (NHRP, 2017) 

One of the research outputs through the RiskScape and Wellington Electricity restoration 

uncertainty analysis, discussed in the previous section was also part of a practical contribution of 

this study. The uncertainty analysis became part of a project of Natural Hazard and Research 

Platform (NHRP), titled ‘Towards Robust Decision-Making in Natural Hazard Risk 

Management: Uncertainty Quantification for RiskScape-MERIT Modelling’ (Harvey et al., 2017). 

This project aimed to enhance Aotearoa New Zealand’s ability to make robust decisions in natural 

hazard risk management by developing the capability to calculate direct and indirect socio-

economic impacts that incorporate the inherent uncertainties in both natural hazard events and 

socio-economic modelling. 

As discussed earlier, the objective of the PBC program was to create a proof-of-concept for 

linking information and integrating CI network models to undertake state-of-the-art simulation 

modelling of disaster events to support risk management decision-making. This project was a 

combined effort of RiskScape and Post Disaster Cities (PDC) projects of GNS Science along with 

MERIT modelling tool of Market Economics. The extension of PBC work included uncertainty 

in the modelling work. This project extended the existing work to enable the assessment of the 

sources of uncertainty in the modelling, test out different methods for propagating uncertainty 

through the RiskScape-MERIT modelling pipeline and determine the key uncertainties.  

In the PBC project, the RiskScape model was used to estimate potential damage to buildings, 

humans, and CI network components in the case of an Mw7.5 Wellington Fault earthquake. 

Wellington’s CI network providers were approached to get the CI network component data layers. 

The researcher’s involvement in the PDC project contributed to determining outages and 

restoration times for the electricity network from the damage to individual network components, 

considering the restoration strategies including the interdependencies on other CI networks for 

recovery. This process involved extensive expert elicitation and iterative work to refine. Although 
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RiskScape is inherently probabilistic and able to produce multiple realisations of damage states, 

only one damage realisation was used in the PBC project due to the complexities of the expert 

elicitation process and the CI network interdependencies.  

Therefore, this project was an extension to the PBC project by including multiple damage 

realisations from RiskScape. The electricity network was selected as a single CI network to test 

out the potential for propagating the uncertainty in damage state through outages and restoration 

time estimates as discussed in the previous section. The uncertainty results were propagated 

through to MERIT to determine the usefulness and applicability of the outputs from the clustering 

technique. This project also considered the natural hazard and socio-economic factors that have 

the greatest influence on the economic impacts of an event; and surveyed the natural hazard and 

economic factor uncertainties in the modelling pipeline to identify the probable prioritisation 

options for future refinement. 

The improvements throughout this project in the modelling calibration, validation and 

computational efficiency greatly improved MERIT’s capacity for modelling economic impacts 

of disruption events, not limited to natural hazard-related disruptions. Results generated from the 

researcher’s KCDSS guided MERIT to know where to best put data and model refinements. It 

will also help practitioners identify where intervention efforts should be invested. The project also 

identified a set of plausible, diverse economic futures that will help decision-makers assess 

today’s CI networks’ investment decisions against a range of possible futures: fragmented future, 

techno-global future, and green-oriented future. The ability to consider multiple future scenarios 

will help decision-makers make more robust decisions considering options against a range of 

features. The researcher’s contribution in this project also added value and new capabilities to the 

RiskScape and MERIT modelling tools and will improve the effective integration of these tools 

for multidisciplinary, integrated natural hazard impact assessment. The integration of RiskScape 

and MERIT models has been tested and this project seeks to create a step-change in this modelling 

by incorporating uncertainty estimation. 



Chapter 7 – Contributions and Future Directions 

165 

7.6 Limitations and future research directions 

Despite the research and practical contributions made in this study, several limitations also need 

to be acknowledged. One of the major challenges for this study was the collection of CI 

component data from a variety of network providers. Apart from converting the topological data 

to make uniform input files, the sensitivity of sharing the CI data from the potable water network 

due to the data restrictions was another challenge. To overcome this issue, placeholder component 

data for the potable water network was designed and utilized as input to the KCDSS. The 

connectivity of potable water network with electricity and road networks was also based on 

assumed placeholder connectivity links. The successful inclusion of a potable water network and 

its connectivity with the other existing networks verified that more CI networks, such as 

telecommunication, natural gas or fuel networks can also be added to the KCDSS in future 

extensions of this work. 

The topological data files for the CI components were first obtained in GIS shapefiles and the 

researcher converted them into CSV format as discussed in Chapter 4. In a future extension of 

this work, this manual data conversion process can be replaced with an interface module within 

the KCDSS that will directly obtain the topological data from GIS shapefiles. A preliminary 

exercise has been done already on a test network and has been discussed in the GNS Science 

Report by Uma et al. (2020). Similarly, after computation of the recovery times for CI networks, 

the resultant outage maps have been shown in the user interface of the KCDSS and the outage 

results can only be exported in CSV file format. Another interface module can be added in future 

to the KCDSS to automatically generate the results in GIS shapefile format. In this way, the output 

files would also include the georeferencing information of the supply zones. 

Although the KCDSS can upload multiple damage realisations from any risk-modelling tool, the 

recovery calculations remain constant for all those realisations. It means that the same repair times 

will be applied to all the damage realizations. The inclusion of multiple damage realizations in 

the KCDSS was to model uncertainties in the modelling process. The same process can be applied 

to model uncertainties in recovery computation by providing a range of recovery times instead of 
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constant values. Furthermore, an analysis of restoration processes can provide useful information 

about the critical CI network components or road connections that are driving the spatial and 

temporal variations for recovery and increasing the outage times. 

The KCDSS has been developed on a topological network-based approach and therefore does not 

account for any flow of CI network services. A possible extension of the KCDSS can include the 

electricity or potable water service demand and available supply in the business as usual and 

during an emergency event to give more accurate results from the customer’s point of view. Such 

an approach would enable connections between the loss of electricity or potable water demand 

and their corresponding outage that were currently not the scope of this study but might be useful 

in future related studies within the regional and national hazard and risk management 

organizations. 

7.7 Conclusion 

This study has drawn upon the use of DSR strategy and contributed to both the rigor and 

relevance, by developing and evaluating innovative research artefacts through an operational 

KCDSS. The first research artefact in this study is a topological network-based integrated impact 

assessment framework that was developed to understand the characteristics of large amounts of 

component data from multiple CI networks to model their interdependencies. The characteristics 

of these networks include the source to destination connectivity, categorization of components 

based on various types and location information for the understanding of the probable damage in 

case of a modelled hazard scenario.  

The impact assessment framework was implemented with available CI network data to 

subsequently propose and implement a KCDSS as the second research artefact. The knowledge-

base development of repair assumptions and recovery strategies for the damaged CI network 

components developed in this study can be considered as another important research contribution. 

The knowledge-based development process should be able to guide the knowledge elicitation and 
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transfer of knowledge when implementing a KCDSS in a way that would improve the decision-

making capabilities of the end-users.  

This study also contributes to the existing research within the field of CI network 

interdependencies through peer-reviewed publications and science reports. The outage results 

generated from the KCDSS can also become a useful contribution for the practical utilization of 

some of the ongoing projects in Aotearoa New Zealand. With the above research and practical 

contributions, the outcomes of this study will support Aotearoa New Zealand’s ability to make 

robust decisions in natural hazard risk management by developing the capability to calculate 

direct and indirect impacts in both natural hazard and socio-economic modelling.  The 

contributions to the existing research and practice will also add value and new capabilities to 

existing and future hazard and economic modelling tools and will improve their effective 

integration for multidisciplinary, integrated natural hazard impact assessment. 
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APPENDIX A 

HUMAN ETHICS NOTIFICATIONS 

 

 

  
Date: 05 July 2017 
 
Dear Yasir Syed 
 

Re: Ethics Notification - 4000018086 - Development of a Decision Support 
System through Modelling of Critical Infrastructure Interdependencies 
 

Thank you for your notification which you have assessed as Low Risk. 
 

Your project has been recorded in our system which is reported in the Annual 
Report of the Massey University Human Ethics Committee.  
 

The low risk notification for this project is valid for a maximum of three years.  
 

If situations subsequently occur which cause you to reconsider your ethical 
analysis, please contact a Research Ethics Administrator. 
 

Please note that travel undertaken by students must be approved by the 
supervisor and the relevant Pro Vice-Chancellor and be in accordance with the 
Policy and Procedures for Course-Related Student Travel Overseas. In 
addition, the supervisor must advise the University's Insurance Officer. 
 

A reminder to include the following statement on all public documents: 
"This project has been evaluated by peer review and judged to be low risk. 
Consequently, it has not been reviewed by one of the University's Human Ethics 
Committees. The researcher(s) named in this document are responsible for the 
ethical conduct of this research. 
 

If you have any concerns about the conduct of this research that you want to 
raise with someone other than the researcher(s), please contact Dr Brian Finch, 
Director - Ethics, telephone 06 3569099 ext 86015, email 
humanethics@massey.ac.nz. " 
 

Please note, if a sponsoring organisation, funding authority or a journal in which 
you wish to publish requires evidence of committee approval (with an approval 
number), you will have to complete the application form again, answering "yes" 
to the publication question to provide more information for one of the 
University's Human Ethics Committees. You should also note that such an 
approval can only be provided prior to the commencement of the research.   
 
Yours sincerely 

  
Dr Brian Finch 
Chair, Human Ethics Chairs' Committee and Director (Research Ethics)
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APPENDIX B 

INTERVIEW GUIDE FOR KNOWLEDGE ELICITATION 

 

Development of a Decision Support System through 

Modelling of Critical Infrastructure Interdependencies 
 

INFORMATION SHEET 

 

Researcher(s) Introduction 

My name is Syed Yasir Imtiaz, and I am doing a PhD. in Emergency Management from Joint Centre for 

Disaster Research (JCDR), Massey University, Wellington. My study is funded by the GNS project of Post 

Disaster Cities (PDC) and as part of this project, I am also working on developing a report on “Framework 

for an integrated end to end impact assessment of infrastructure networks under natural hazards”. 

 

Project Description and Invitation 

This study aims to develop a Decision Support System (DSS) through a computer-based simulation 

framework to model Critical Infrastructures (CI) interdependencies. The simulation framework after 

successfully modelling the CI interdependencies will be used as an interface between RiskScape; a multi-

hazard risk analysis tool and MERIT (Measuring the Economics of Resilient Infrastructure Tool); an 

integrated decision support model to quantify the economic consequences resulting from the infrastructure 

damage. As part of the knowledge elicitation process, the researcher wants to understand different recovery 

strategies adopted by regional CI network providers. The researcher is using the Critical Decision Method 

(CDM) for his interviews which will be very useful and easy for the participants to narrate their experiences 

of handling real-life CI damage recovery tasks interactively.   

 

You are requested to participate in the research project as your participation would be greatly helpful for 

the researcher and your support in this regard is much appreciated. 

 

Participant Identification and Recruitment 

Personnel involved in various infrastructure modelling works for different types of natural hazards within 

New Zealand are invited to participate. 

 

Project Procedures 

Taking part will involve a semi-structured interview which will take one to two hours of your time 

depending on your choice and availability. Given that your participation may take place during work time, 

it may be appropriate to seek approval from your line manager before participation.  

 

Data Management 

Data will be stored securely in password-protected electronic files for five years after completion of the 

project and will be deleted permanently afterwards.  

 

Participant’s Rights 

Your participation is entirely voluntarily, and you are under no obligation to accept this invitation. If you 

decide to participate, you are free to ask questions about the study at any time. Also, you have the right to 

decline to answer any particular question during the interview, withdraw from the study, ask any questions 

about the study at any time during participation, and be given access to a summary of the project findings 

when it is concluded. Your participation in the interview will remain anonymous. Interviews will be 

recorded and transcriptions will be shared with you for verification and approval. Only the researcher will 

have access to your individual views, comments, and responses. Later these individual interviews will be 

combined for analysis and the publication of any findings.   
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Project Contacts 

If you have any concerns or questions about the project, you may contact the student and his primary 

supervisor through the contact details given below: 

 

Syed Yasir Imtiaz 

Joint Centre for Disaster Research (JCDR) 

T18 Wellington Campus 

Massey University 

94 Tasman Street 

Wellington 

Tel: +6448015799 Ext: 63725 

Mob: +64 21 08373000 

Email: y.syed@massey.ac.nz 

 

Dr Raj Prasanna 

Joint Centre for Disaster Research 

T20 Wellington Campus 

Massey University 

94 Tasman Street 

Wellington 

Tel: +6448015799 Ext: 63618 

Email: r.prasanna@massey.ac.nz 

 

 

This project has been evaluated by peer review and judged to be low risk. Consequently, it has not been 

reviewed by one of the University's Human Ethics Committees. The researcher(s) named in this document 

are responsible for the ethical conduct of this research. 

 

If you have any concerns about the conduct of this research that you want to raise with someone other than 

the researcher(s), please contact Dr Brian Finch, Director (Research Ethics), by email 

humanethics@massey.ac.nz. 
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PARTICIPANT CONSENT FORM – INDIVIDUAL 

 

Development of a Decision Support System through Modelling 

of Critical Infrastructure Interdependencies 
 

Researcher: Syed Yasir Imtiaz, Joint Centre for Disaster Research, School of Psychology, 

Massey University 

 

• I have read the Information Sheet and have had the details of the study explained to me. My 

questions have been answered to my satisfaction, and I understand that I may ask further 

questions at any time. 

• I understand that any information I provide will be kept confidential and accessible only to 

the researcher and his supervisors. 

• I understand that the data I provide will not be used for any other purpose or released to 

others. 

• I understand that all the data will be destroyed within five years after the completion of the 

project. 

 

Please underline or circle your choices below: 

 

I agree/do not agree with the interview being sound recorded. 

I wish/do not wish to have my recordings returned to me. 

I agree/do not agree to participate in this study under the conditions set out in the Information 

Sheet. 

 

Signature:  Date:  

 

Full Name:   
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Interview Guide 
 

Title: Development of a Decision Support System through modelling 

of Critical Infrastructure Interdependencies 

 

Part 1: Participant’s demographic information 
 

This section consists of a few introductory questions related to the demographic 

information of the participants. Please answer each question according to the 

information needed. All the information will be kept anonymous and only for research 

purposes. 

 

1.1 Please indicate your age 
 

□ 18-30 years 

□ 31-40 years 

□ 41-50 years 

□ 51-60 years 

□ More than 61 years 

  

1.2 Please write the name of your current organization 
  

  

  

1.3 Please indicate the industry/ field your organization represents 
  

  

  

1.4 Please indicate your job role in this organization 
  

  

  

1.5 Please indicate your experience in this organization as this job role 
 

□ 0-2 years 

□ More than 2 and up to 5 years 

□ More than 5 and up to 10 years 

□ More than 10 and up to 15 years 

□ More than 15 years 
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Part 2: Event Details 
 

Briefly explain what you would do if you are informed about an electricity outage in 

multiple locations after an earthquake in the region. You have to make decisions about 

the management of your available resources and the initial steps needed for the 

recovery process. 
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Part 3: Timeline Construction 
 

Based on the above Incident, please provide your feedback on the below timeline that 

the researcher has developed while you were narrating the incident. It shows how 

various events happened from the time your team arrived at the scene to the time the 

resources were recovered fully 

 

Sketch of the Timeline 
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Part 4: Decision Points Identification 
 

Based on the timeline, the following information, decisions and actions are identified. 

Please give your feedback for improvements. 

 

Information Decision Action 

I.1  D.1  A.1  

I.2  D.2  A.2  

I.3  D.3  A.3  

I.4  D.4  A.4  

I.5  D.5  A.5  

I.6  D.6  A.6  

I.7  D.7  A.7  

I.8  D.8  A.8  
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INTERVIEW GUIDE FOR KCDSS EVALUATION 

 

Development of a Decision Support System through 

modelling of Critical Infrastructure Interdependencies 
 

INFORMATION SHEET 

 

Researcher(s) Introduction 

My name is Syed Yasir Imtiaz, and I am doing a PhD in Emergency Management from Joint Centre for 

Disaster Research (JCDR), Massey University, Wellington. My study is funded by the GNS project of Post 

Disaster Cities (PDC) and as part of this project, I am also working on developing a report on “Framework 

for an integrated end to end impact assessment of infrastructure networks under natural hazards”. 

 

Project Description and Invitation 

 

This study aims to develop a Decision Support System (DSS) through a computer-based simulation 

framework to model Critical Infrastructures (CI) interdependencies. The DSS can model the 

interdependencies between electricity, water and road networks and provides its end-users with a variety 

of customization options to apply, test and evaluate their recovery strategies. The DSS is flexible to accept 

the damage models for the CI assets from natural hazards risk modelling tools like RiskScape or HAZUS 

etc. Corresponding recovery strategies can then be applied through a user-friendly interface of the DSS. 

Different Scenarios based on the variety of recovery strategies can be tested and compared to see whether 

it is useful to apply a strategy or not. So, this DSS is useful for both the preparedness and recovery phases 

of a disaster. 

 

You are requested to participate in the evaluation phase of this study project to test and give feedback about 

the performance, reliability, efficiency and usefulness of the DSS. During the evaluation, a demo of the 

DSS functionalities and features will be presented and the participants would be asked to give feedback 

about the user interface and capabilities of the DSS. This feedback would be useful for the researcher to 

validate some of the important features of the DSS as well as finding possibilities for future improvements.  

 

Your participation in the evaluation will be highly valuable to improve the findings and outcomes of this 

study. 

 

Participant Identification and Recruitment 

Personnel involved in various fields of emergency management and the experts working on management 

of CI in lifeline utility organizations within New Zealand are invited to participate. 

 

Project Procedures 

Taking part will involve a semi-structured interview which will take one hour of your time depending on 

your choice and availability. 

 

Data Management 

Data will be stored securely in password-protected electronic files for five years after completion of the 

project and will be deleted permanently afterwards.  

 

Participant’s Rights 

Your participation is entirely voluntarily, and you are under no obligation to accept this invitation. If you 

decide to participate, you are free to ask questions about the study at any time. Also, you have the right to: 

decline to answer any particular question during the interview, withdraw from the study, ask any questions 

about the study at any time during participation, and be given access to a summary of the project findings 
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when it is concluded. Your participation in the interview will remain anonymous. Interviews will be 

recorded and transcriptions will be shared with you for verification and approval. Only the researcher will 

have access to your individual views, comments, and responses. Later these individual interviews will be 

combined for analysis and the publication of any findings.   

 

 

Project Contacts 

If you have any concerns or questions about the project, you may contact the student and his primary 

supervisor through the contact details given below: 

 

Syed Yasir Imtiaz 

Joint Centre for Disaster Research (JCDR) 

T18 Wellington Campus 

Massey University 

94 Tasman Street 

Wellington 

Tel: +6448015799 Ext: 63725 

Mob: +64 21 08373000 

Email: y.syed@massey.ac.nz 

 

Dr Raj Prasanna 

Joint Centre for Disaster Research 

T20 Wellington Campus 

Massey University 

94 Tasman Street 

Wellington 

Tel: +6448015799 Ext: 63618 

Email: r.prasanna@massey.ac.nz 

 

 

This project has been evaluated by peer review and judged to be low risk. Consequently, it has not been 

reviewed by one of the University's Human Ethics Committees. The researcher(s) named in this document 

are responsible for the ethical conduct of this research. 

 

If you have any concerns about the conduct of this research that you want to raise with someone other than 

the researcher(s), please contact Dr Brian Finch, Director (Research Ethics), by email 

humanethics@massey.ac.nz. 
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PARTICIPANT CONSENT FORM – INDIVIDUAL 

 

Development of a Decision Support System through Modelling 

of Critical Infrastructure Interdependencies 
 

Researcher: Syed Yasir Imtiaz, Joint Centre for Disaster Research, School of Psychology, 

Massey University 

 

• I have read the Information Sheet and have had the details of the study explained to me. My 

questions have been answered to my satisfaction, and I understand that I may ask further 

questions at any time. 

• I understand that any information I provide will be kept confidential and accessible only to 

the researcher and his supervisors. 

• I understand that the data I provide will not be used for any other purpose or released to 

others. 

• I understand that all the data will be destroyed within five years after the completion of the 

project. 

 

Please underline or circle your choices below: 

 

I agree/do not agree with the interview being sound recorded. 

I wish/do not wish to have my recordings returned to me. 

I agree/do not agree to participate in this study under the conditions set out in the Information 

Sheet. 

 

Signature:  Date:  

 

Full Name:   
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Evaluation of the KCDSS 
 

Part 1: Participant’s demographic information 
 

This section consists of a few introductory questions related to the demographic 

information of the participants. Please answer each question according to the 

information needed. All the information will be kept anonymous and only for research 

purposes. 

 

1.1 Please indicate your age 
 

□ 18-30 years 

□ 31-40 years 

□ 41-50 years 

□ 51-60 years 

□ More than 61 years 

  

1.2 Please write the name of your current organization 
  

  

  

1.3 Please indicate the industry/ field your organization represents 
  

  

  

1.4 Please indicate your job role in this organization 
  

  

  

1.5 Please indicate your experience in this organization as this job role 
 

□ 0-2 years 

□ More than 2 and up to 5 years 

□ More than 5 and up to 10 years 

□ More than 10 and up to 15 years 

□ More than 15 years 
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Part 2: Evaluation Questionnaire 
 

This section evaluates the software quality of the KCDSS based on the five attributes of 

functionality, usability, reliability, performance and supportability. The researcher will be 

giving a demonstration of the KCDSS in the process of asking different questions. Please assess 

the above-mentioned five attributes by considering yourself as the user of KCDSS and give 

your feedback in the indicated five scales of satisfaction levels. 

 

2.1 Functionality of the KCDSS 
 

This section evaluates the KCDSS through different aspects of its functionality.  
 

 
Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

F1. 

KCDSS has all the necessary 

main features for its intended 

tasks 
□ □ □ □ □ 

       

F2. 
All the capabilities of the KCDSS 

are fully functional and error-free □ □ □ □ □ 
       

F3. 

KCDSS is generalizable to be 

used for other scenarios and is not 

specific or limited 
□ □ □ □ □ 

       

F4. 

Security features are implemented 

to keep the KCDSS secure from 

the hackers 
□ □ □ □ □ 

       

F5. 

KCDSS supports decision-makers 

to undertake activities and make 

decisions 
□ □ □ □ □ 
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2.2 Usability of the KCDSS 
 

This section evaluates the KCDSS through different aspects of its usability.  
 

 
Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

U1. 

KCDSS is simple to use and if 

complexity is a requirement in 

certain places, it is explained in a 

simpler way 
□ □ □ □ □ 

       

U2 
The sequence of the screens is 

clear □ □ □ □ □ 

       

U3 
The overall functionality of the 

KCDSS is easy to learn □ □ □ □ □ 

       

U4 
Easy to remember the 

terminologies used in the Menu □ □ □ □ □ 

       

U5 
KCDSS works efficiently in 

resolving real-world problems □ □ □ □ □ 

       

U6 

Users can easily reuse the KCDSS 

after some time of not having 

used it, without having to learn 

everything all over again. 
□ □ □ □ □ 

       

U7 
Proper help facilities and 

guidance is present □ □ □ □ □ 

       

U8 
Training guidance and material is 

provided within the KCDSS □ □ □ □ □ 

       

U9 
KCDSS gives a proper way to 

train the new users □ □ □ □ □ 

       

U10 

The user feels satisfied when 

using the KCDSS in terms of 

comfort and acceptability 
□ □ □ □ □ 

       

U11 
KCDSS functions according to 

the user requirements □ □ □ □ □ 

       

U12 

Users can solve real-world 

problems using this KCDSS in an 

acceptable way 
□ □ □ □ □ 

       

U13 

KCDSS has a practical utility 

with the right kind of 

functionality according to the user 

needs 
□ □ □ □ □ 
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2.3 Reliability of the KCDSS 
 

This section evaluates the KCDSS through different aspects of its reliability.  
 

 
Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

R1. 
The outputs generated from 

KCDSS are consistent  □ □ □ □ □ 
       

R2 
User interface minimises the 

possibility for errors to occur  □ □ □ □ □ 

       

R3 Error messages are helpful □ □ □ □ □ 

       

R4 
Warning dialogs are generated 

where necessary □ □ □ □ □ 

       

R5 
KCDSS recovers efficiently from 

the user errors □ □ □ □ □ 

       

R6 

Users can easily do the corrective 

action once an error has been 

recognized 
□ □ □ □ □ 

       

R7 

KCDSS supports its user to 

determine the effects of future 

actions based on past interaction 

history 
□ □ □ □ □ 

       

R8 

A list of related operations is 

available for the users, based on 

their actions 
□ □ □ □ □ 

       

R9 

KCDSS is tolerant to user errors 

and provides enough feedback 

when a user makes an error 
□ □ □ □ □ 

       

R10 
If users make an error, they can 

recover from it easily □ □ □ □ □ 
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2.4 Performance of the KCDSS 
 

This section evaluates the KCDSS through different aspects of its performance.  
 

 
Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

P1. 
The response time of the KCDSS 

is acceptable  □ □ □ □ □ 
       

P2 
KCDSS can maintain its speed 

even with a large amount of data  □ □ □ □ □ 

       

P3 
KCDSS generated accurate results 

as per user expectations □ □ □ □ □ 

       

 

 

2.5 Supportability of the KCDSS 
 

This section evaluates the KCDSS through different aspects of its supportability.  
 

 
Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

S1. 
KCDSS provides proper options 

of configurations □ □ □ □ □ 
       

S2 

KCDSS is compatible with other 

related software that can give 

input to the KCDSS or can get 

output from the KCDSS 
□ □ □ □ □ 

       

S3 

A versatile amount of data and 

models can be used with the 

KCDSS 
□ □ □ □ □ 

       

S4 

Data of different formats and 

models of different kinds can be 

integrated to generate the desired 

results 
□ □ □ □ □ 

       

S5 
KCDSS UI can adapt to various 

task requirements □ □ □ □ □ 

       

S6 

KCDSS provides its users with 

the ability to customize input and 

output methods 
□ □ □ □ □ 

 

Thank you for your participation in this evaluation 

 

 


