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A B S T R A C T

The behaviour of building occupants in the first stage of an evacuation can dramatically impact the time required
to evacuate buildings. This behaviour has been widely investigated by scholars with a macroscopic approach
fitting random distributions to represent the pre-evacuation time, i.e. time from noticing the first cue until
deliberate movement. However, microscopic investigations on how building occupants respond to several social
and environmental factors are still rare in the literature.

This paper aims to leverage machine learning as a possible solution to investigate factors affecting building
occupants' decision-making during pre-evacuation stage. In particular, we focus on applying interpretable ma-
chine learning to reveal the interactions among the input variables and to capture nonlinear relationships be-
tween the input variables and the outcome. As such, we use a well-established machine-learning algor-
ithm—random forest—to model and predict people's emergency behaviour pre-evacuation. We then apply tools
to interpret the black-box random forest model to extract useful knowledge and gain insights for emergency
planning. Specifically, this algorithm is applied here to investigate the behaviour of 569 building occupants split
between five unannounced evacuation drills in a cinema theatre. The results indicate that both social and en-
vironmental factors affect the probability of responding. Several independent variables, such as the time elapsed
after the alarm has started and the decision-maker's group size, are presenting strong nonlinear relationships
with the probability of switching to the response stage. Furthermore, we find interactions exist between the row
number where the decision-maker sits and the number of responding occupants visible to her; the complex
relationship between the outcome and these two variables can be visualized by using a two-dimensional partial
dependence plot. An interesting finding is that a decision-maker is more sensitive to the proportion of responding
occupants than the number of them; hence, the people sitting in the back are often responding more slowly than
the people in the front.

1. Introduction

The behaviour of people in the initial stages of evacuation (i.e. pre-
movement time) can have a significant impact on the time required to
evacuate a building. Many investigations have been carried out to in-
vestigate this behaviour using fire evacuation drills and fire accident
data as illustrated by [1–4]. Despite the large number of studies, the
representation of this behaviour is often oversimplified in the most of
the existing computer evacuation models [5].

From a modelling point of view, there are three modelling ap-
proaches to representing the pre-evacuation time in computer evacua-
tion models [6]. The first approach focuses on the assignment of a pre-
defined time to agents or a pseudo random number drawn from a

distribution. The second approach consists of the assignment of se-
quences of pre-evacuation actions having a specific duration for each
agent. The final approach is to predict agent decision-making in ac-
cordance with different external and internal factors affecting their
response. From an implementation point of view, the first two ap-
proaches are strongly affected by the model users who are supposed to
provide these inputs to compensate for model omissions [5]. The third
one provides a modelling solution to overcome the weakness of the first
two approaches. However, this last approach might introduce the bias
of the developers who need to select relevant factors affecting agent
behaviour and algorithm to simulate it. Regardless of the advantages of
the third approach, it is still rarely implemented in existing evacuation
models [7].
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To date, there are only a few studies that have proposed solutions to
model pre-evacuation decision-making during the pre-evacuation time.
One of the first attempts was done by Proulx and Hadjisophocleous [8]
who develop a probabilistic sub-model simulating human response to
information indicating the presence of a fire. A more recent approach is
the Evacuation Decision Model proposed by Reneke [9] who proposed a
differential equation model to predict the evacuation state of agents.
This model was expanded by other authors. For instance, Retana and
Spearpoint [10] adapted Reneke's model to represent 11 evacuation
scenarios proposed in the New Zealand fire safety code. Lovreglio
et al. [6] proposed a couple of binary logit model (or logistic regression
model) to predict the decision to start investigating and evacuating
while Lovreglio et al. [11] expanded the original model by Reneke and
proposed an ordered logit solution to calibrate it. These random logit
solutions have the advantages to identify factors affecting the decision-
making process and predict such a decision. However, the possible
linear or nonlinear trends of each factor on the prediction outcomes
need to be specified by the modellers—a priori introducing a modeller's
bias. As such, this may reduce the possibility to investigate the actual
trends. To date, machine learning has shown the potential to reduce
such a bias and investigate the actual impact of an independent variable
on a dependent variable by applying machine-learning interpretation
methods (e.g. [12–14]).

Several authors have used machine-learning-based solutions to si-
mulate human evacuations (e.g. [15–18]). However, only a few studies
have used machine-learning techniques to investigate evacuation be-
haviour on large-scale disasters, such as tsunami evacuations, and on
small-scale disasters, such as building evacuations. Song et al. [19] used
Markov Decision Process to study ‘big’ human population movements
and evacuations during the Great East Japan Earthquake using GPS
records from mobile devices of 1.6 million people. Wang et al. [20]
investigated pedestrian movement in evacuation laboratory experi-
ments using several machine-learning methods. Zheng et al. [21] im-
plemented a multi-objective particle swarm optimization method to
classify evacuee population based on a combination of demographic
and environmental factors. Finally, two pioneering studies were carried
out by Liu and Lo [23] and Lo et al. [22] to investigate people's pre-
evacuation behaviour in Hong Kong building fires using Support Vector
Machine and Artificial Network based Fuzzy Inference System respec-
tively. However, these two studies focus only on human response in
fires of high-rise domestic buildings in Hong Kong. As such, this sce-
nario does not allow a comprehensive investigation of how social in-
fluences and different alarm cues affect pre-evacuation decision-
making. Moreover, the data used in these previous studies is from in-
terviews after the event. This data type does not allow researchers to
have clear measurements of the timing required to take decisions.

In this study, we propose a new approach to investigating pre-eva-
cuation decision-making by using a well-established machine-learning
algorithm: random forest (RF). This algorithm was first introduced by
Ho in 1995 and later extended by Breiman and Cutler [24]. RF is an
ensemble learning method for classification and regression by con-
structing a wide range of decision trees when training and outputting
the majority class (for classification) or mean prediction (for regression)
of the individual trees [25]. On the one hand, RF can reduce the
overfitting problem of the individual decision tree by using boot-
strapping. On the other hand, compared to traditional statistical models
(e.g., logit models), RF can enhance the predictive accuracy by auto-
matically capturing the nonlinearities and interactions within the input
data. RF has been applied in several recent studies to model and in-
terpret people's travel mode choices, such as Hagenauer and Hel-
bich [26] and Zhao et al. [13]; however, few work has modelled and
explained people's emergency behaviour using interpretable machine
learning. In this work, we use the RF model as well as machine-learning
interpretation tools to investigate the factors affecting the decision to
evacuate by using the data collected in the evacuation drill carried out
in Sweden in a cinema-theatre by Bayer and Rejnö [27] and analyzed

by Nilsson and Johansson [28]. This allows us to investigate if selected
factors affect the choice to respond to emergency scenarios and the
possible nonlinear trends of these factors and the interactions between
them.

2. Methodology

In this paper, we are primarily interested in two research questions:
How to forecast decision makers' emergency behaviour more accurately
than using simple random distributions? What factors and how they
influence their choices? The paper aims to tackle these two questions by
applying random forest (RF) and machine-learning interpretation tools.
It is expected to accurately predict people's evacuation choices and to
interpret how the contributing factors drive the decision-making.

2.1. Model assumptions

The following assumptions are made for modelling pre-evacuation
decision-making:

• Occupants are assumed to have two different behaviour stages:
normal stage (NS) and response stage (RS). Occupants are in NS
when they are performing their pre-emergency activities. Occupants
in RS are those who have responded to the emergency either in-
vestigating or evacuating. This assumption is based on the model
proposed by Reneke [9] who showed that evacuation behaviours
can be classified into different behavioural states.

• Occupants involved in evacuation behave rationally and their pas-
sages from NS to RS is ruled by a binary decision-making process.
This assumption is in line with many experimental and theoretical
studies showing that non-rational behaviour is extremely rare
during emergencies [29]. Occupants make their decisions based on
the available information and cues during the emergency following
a series of steps: Perception, Interpretation, and Decision-
Making [30]. As such, based on the interpreted information and
cues, occupants can decide whether to pass from NS to RS.

• The decision-making process is influenced by both environmental
(external) and occupant (internal) factors. This assumption implies
that occupants' decision-making depends on the social and physical
information they perceived, named external factors [28]. However,
occupants characteristics (e.g. previous experience, physical and
mental condition, and alertness) can play a key role since these in-
ternal factors can influence the way in which an occupant perceives,
interpret and make a decision [30].

• The decision-making process used in this study is modelled by RF.
Given the binary structure of the decision-making process, RF re-
presents a suitable modelling approach which allows the in-
vestigation on how several internal and external factors affect oc-
cupants' decisions.

2.2. Problem formulation

This paper assumes the availability of a longitudinal dataset that
records individual emergency behaviour through time. The data thus
can be described as =x y{ , }i i i

N
1, where xi = [xi1, ..., xip] is a vector of p

variables for individual i and yi is the response variable. The input
variables usually include important information of the decision-maker
and the social and physical environment around him/her. The response
variable yi is binary, representing two different behavioural stages:
Value 0 indicates normal stage (NS) and value 1 indicates response stage
(RS). In other words, yi ∈{0, 1}.

2.3. Pre-evacuation decision modelling

Applying machine-learning techniques to model people's choices is
typically approached as a classification problem [12, 13, 26, 31].
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Machine-learning algorithms try to “classify” or recognize people's
choice patterns from the observed data. More precisely, the goal of
machine learning is to learn a target function f that maps input vari-
ables x to the output variable y as

=y x θf ( | ), (1)

where θ is the unknown parameter or hyperparameter vector for the
machine-learning model.

As discussed in Liu et al. [32], machine-learning classifiers can be
divided into two major categories, i.e., hard classification and soft
classification. The hard classification aims to directly predict the target
label (in this case, 0 or 1), while the soft classification predicts the
conditional probabilities for different classes and outputs the predicted
label with the highest probability. In this study, we consider each
choice option independently and treat the choice modelling as a soft
classification problem. By conducting soft classification, we will be able
to estimate the choice probability of each option at the individual level,
which provides much more information than a hard predicted label.
That is to say, we are trying to estimate gk(xi|θ) = P(yi = k), k ∈ {0, 1},
and the relationship between f and g can be summarized as:

=
∈

x θ x θf g( | ) argmax ( | )i
k

k i
{0,1} (2)

2.4. Random Forest formulation

RF is a widely-used machine-learning algorithm that has been ap-
plied to model people's choices (e.g. [12, 13, 26]). RF is among the most
accurate general-purpose classifiers so far with the capability of hand-
ling high dimensional data [33]. RF is also sufficiently robust: the input
variables for RF can be of any type (numerical, categorical, continuous,
or discrete) and RF is insensitive to skewed distributions, outliers,
missing values, and the inclusion of irrelevant variables [24]. In addi-
tion, RF requires fairly minor efforts in tuning hyperparameters (i.e.,
two major hyperparameters) and is usually not very sensitive in their
values [25, 34]. It also needs relatively short training time [25]. More
importantly, as a tree-based ensemble learning algorithm, RF is able to
model complex nonlinear relationships between the input variables and
the response variable and capture high-order interactions among vari-
ables due to its flexible modelling structure [24]. In recent years, RF has
shown to be effective in various fields. To name a few instances, the RF
has been successfully applied to predict construction injury [35], model
travel mode choice [13, 26], forecast Alzheimer's disease [36], detect
credit card fraud [37], and classify earthquake building damage [38].
Therefore, in this paper, we choose to use RF to model people's pre-
evacuation decision-making.

Before explaining RF, we first introduce decision trees upon which
RF is built. One of the most popular algorithms to build a decision tree
is called the classification and regression trees (CART). Here, we mainly
focus on CART. For a classification problem, the CART model builds
classification trees to predict a categorical dependent variable. In par-
ticular, the CART model creates classification trees where each internal
node of the tree recursively partitions the data based on the value of a
single predictor. Leaf nodes represent the category (i.e., NS or RS)
predicted for that occupant [39]. The tree structure is ideal for cap-
turing interactions between variables in the data [40] and is essentially
a nonlinear mapping of x to y. However, the decision trees are often
unstable and easy to overfit the data.

To tackle the issues of CART, the tree-based ensemble techniques
were proposed to form more robust, stable, and accurate models than a
single decision tree [41, 42]. One of the ensemble methods is RF. It
trains multiple decision trees in parallel by bootstrapping the training
data, i.e., sampling with replacement [24]. When training the trees, RF
selects a random subset of all the input variables. More precisely, the
trees in RF use all the variables, but every node in each tree only uses a
random subset of them. By doing so, RF can overcome the overfitting

problems of a single decision tree, and reduce variance between cor-
related trees. RF makes (hard) choice predictions by determining the
majority voting among all the classification trees. In this study, we
predict the class probabilities by using the proportion of votes for dif-
ferent classes, see Fig. 1. More formally, the probability of choosing k, k
∈ {0, 1} for individual i can be indicated as

∑=
=

x θg
B

I T( | ^) 1 ( ^ ),k i
b

B

b
1

0
(3)

where θ̂ is the estimated hyperparameter1 vector for RF, B is the total
number of decision trees in RF (one of the hyperparameters), T̂b is
predicted class label for decision tree b, b = 1, ..., B, and I T( ^ )b0 is an
indicator that equals to 1 if =T̂ 0b .

In this paper, the R package randomForest is used to train RF
models [44].

2.5. Model interpretation

Interpretable or explainable machine learning has become increas-
ingly more important in the broad field of machine learning [40]. The
machine-learning interpretation tools can be roughly divided into two
major categories, including model-specific and model-agnostic. Speci-
fically, model-specific tools are designed for specific types of machine-
learning models, while model-agnostic methods can be applied to any
machine-learning models of choice [45]. Therefore, model-agnostic
tools are usually more flexible and applicable, and, more importantly,
may offer a consistent criteria for various machine-learning models.

In the paper, we mainly apply two widely-adopted model-agnostic
methods, i.e., variable importance and partial dependence plots [46], to
explain individual pre-evacuation decision-making.

2.5.1. Variable importance
Variable importance measures the significance of each variable with

respect to its influence on predicting the response variable. The more a
model depends on a variable to make predictions, the more important it
is for the trained model. For the RF model, there are two different
approaches to compute variable importance.

The first approach is computed by permuting the out-of-bag (OOB)
samples, in order to measure the prediction strength of each vari-
able [24]. For each decision tree in the RF model, the OOB sample data
are passed down the tree to generate a predictive accuracy. The same
process is conducted after permuting an input variable. The difference
between the two values (predictive accuracy) is averaged over all the
trees, which is used as a measure of the variable importance for this
variable. Even though this approach was first proposed specifically for
RF by Breiman [24], the core idea (i.e., the variable importance is the
decrease in prediction error after permuting the variable's values) was
extended to a model-agnostic version of the variable importance by
Fisher et al. [47].

The second approach is conducted by computing the mean decrease
in node impurities (usually measured by Gini index for classification
problems) from splitting on a variable. However, this approach is spe-
cific to tree-based models, such as decision trees, RF, and boosting trees.

The relative variable importance plot constructed using the first
approach will be presented in Subsection 3.3.1.

2.5.2. Partial dependence plots
Partial dependence plots (PDPs), as one of the most popular model-

agnostic tools for interpretable machine learning, can graphically re-
veal the relationship between the input variable(s) and the predicted

1 Hyperparameters are parameters whose values are set before the learning
process begins and they can be tuned to control the behaviour of a machine
learning algorithm [43].
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class probabilities [46]. Furthermore, as discussed in Zhao and
Hastie [48], PDPs may be used to draw causal inference if these three
conditions are satisfied:

• A good predictive model;

• Domain knowledge about the causal structure;

• Visualization tools such as PDPs.

To properly define PDPs in our application, suppose we want to
evaluate the impact of ⊂x S p, {1, ..., }S , on the soft prediction out-
comes (i.e., choice probabilities), and let C be the complement set of S.
Given the choice probability output gk, k ∈ {0, 1} of the RF model, the
partial dependence of gk on xS is defined as

�=x x x θg g( ) ( , | ).xkS S k S CC (4)

In practice, Eq. (4) can be estimated by

∑=
=

x x x θĝ
N

g( ) 1 ( , | ^),kS S
i

N

k S C
1

i
(5)

where =x i N( 1, ..., )Ci is the values of xC for each instance in the
training set. A PDP reveals that, for the given value(s) of feature(s) S,
what the average marginal effect on the predicted choice probability is.

In many previous studies, PDPs can be used to readily reveal the
nonlinear relationships between the input variable(s) and the response
variable for black-box machine-learning models, such as RF (e.g, [13,
49, 50]). Note that PDPs do not require any effort to assume the linear/
nonlinear trends between input variables and the response variable by
the modellers, which is needed by the logit models.

3. Case study

The case study uses the behavioural data collected during un-
announced evacuation drills carried out in a cinema theatre in Sweden
by Bayer and Rejnö [27]. They conducted 18 experiments in the same
cinema theatre to investigate the impact of different alarm systems on
the pre-evacuation time. Each participant only took part once at the
experiments to avoid bias on the response to the alarm. The geometry of
the environment is illustrated in Fig. 2; there are two exits, one in the
front and the other in the back.

3.1. The data

In this work, we use the data collected during experiments aimed at
testing the impact of different types of alarm [28]. These drills were
selected by the authors since they have the highest number of partici-
pants. These data were previously used by Lovreglio et al. [6] to
identify the behavioural state of the participants based on the types of

behaviour identified by Nilsson and Johansson [28] in their video
analysis. Each participant's state was identified for every relevant event.
The relevant event of a participant is his/her decision to respond to the
emergency and the change of state of at least one of other visible par-
ticipants or belonging to his/her personal group (i.e. the group a par-
ticipant is attending the movie with). Fig. 2 provides a visual definition
of visible participants as well as personal group. In this work, we did
not investigate the hearing interactions (i.e. participants can hear
people behind them) as it was not possible to measure such an inter-
action using the CCTV videos. A new record was added whenever there
was any relevant event. Each record also includes environmental data
concerning both social (e.g. the number of other visible occupants in
normal and response states) and physical environmental factors (e.g.

Fig. 1. Illustration of random forest model with soft prediction mechanism.

Fig. 2. Geometry of the cinema theatre. The grey squares (including light and
dark grey squares) represent the occupants visible to the participant under in-
vestigation (i.e. decision-maker). The dark grey squares are the occupants
considered close to the decision-maker. The squares with diagonal lines re-
present the occupants belonging to the decision-maker's personal group.
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the time elapsed from the beginning of the alarm). There are 5240 data
points in total.

In the revealed-preference data, a decision-maker can have two
different behavioural stages, including NS and RS. Therefore, the re-
sponse variable has two different class labels, i.e., 0 (NS) and 1 (RS).
The independent variables used in this case study are illustrated in
Table 1. These variables include measurements related to social factors,
i.e. the behaviour of other visible evacuees and personal group, which
are fundamental in the early stage of an evacuation as observed by
Nilsson and Johansson [28], Lovreglio et al. [6], and Lovreglio
et al. [11]. Moreover, the independent variables include the position of
the decision-maker in the room as this can be another relevant factor as
observed by Galea et al. [51]. As such, this represents the first attempt
to investigate the combined effect of these two factors on the pre-eva-
cuation decision process.

In the data pre-processing stage, we first use the variance inflation
factor (VIF) to evaluate the multicollinearity among all the independent
variables shown in Table 1. VIF provides estimates how much the
variance of an estimated regression coefficient is increased because of
multicollinearity. After removing all highly correlated ones (i.e.,
VisDM_NS and DMPerGroup_NS), the remaining variables all have VIF
less than five, which is a common threshold for determining multi-
collinearity [52]. Hence, there are nine independent variables included
for modelling pre-evacuation decision-making. The descriptive statistics
of the nine independent variables and the dependent variable are
shown in Table 2.

3.2. Hyperparameter tuning for random forest

For many nonparametric machine-learning models, such as RF, we
need to tune hyperparameters for it, where a hyperparameter is a
parameter with a pre-determined value before training the machine-
learning model. Hyperparameter tuning is to choose a set of optimal
hyperparameters for a machine-learning model. The RF model mainly
depends on two hyperparameters, i.e., the number of decision trees to
grow (denoted by ntree here) and the number of variables randomly
sampled as candidates at each split of the decision tree (denoted by
mtry here). Note that we randomly split the entire dataset into two
disjoint subsets, 90% for training and 10% for testing. The final random
forest model will be evaluated using the separate testing set and the
results will be presented in Subsection 3.4.

In this study, we apply grid search, a widely-adopted method for
hyperparameter tuning. It searches exhaustively via a specified subset
of hyperparameters. Here, we first define the search space, i.e., ntree =
100, 200, 300, 400, 500, 600 and mtry = 3, 5, 7, 9, so there are 24
different combinations of ntree and mtry. Then, these 24 candidate RF
models are compared via repeated 10-fold cross validation (repeated for
10 times). Cross validation is a common approach to evaluating the
predictive performance of different machine-learning models. A widely-
applied cross-validation method is called 10-fold cross validation
(which is used in our paper). It follows: 1) Randomly split the entire
training set into 10 disjoint equal-sized subsets; 2) choose one subset for
validation, the rest for training; 3) train all the machine-learning
models on one training set; 4) test all the trained models on the vali-
dation set and compute the performance metric (e.g., predictive accu-
racy, F1 Score, and area under the curve [AUC]); 5) repeat Step 2) to 4)
for 10 times, with each of the 10 subsets used exactly once for valida-
tion; and 6) the 10 validation results for each model are averaged to
produce a mean estimate. If the aforementioned procedure is repeated
for multiple times (in each repetition, the folds are split in a different
way), it is called repeated 10-fold cross validation. The mean estimates
from all repetitions are then averaged to obtain a final estimate.
Repeated 10-fold cross validation aims to produce a more robust model
performance estimate than a single 10-fold cross validation.

In this paper, F1 Score is used as the model performance metric to
determine the best hyperparameters for RF, which is defined as

= ⋅
⋅

+
F 2 Precision Recall

Precision  Recall
,1 (6)

where Precision is the ratio of correctly predicted positive instances to
the total predicted positive instances and Recall is the ratio of correctly
predicted positive instances to all the instances in actual positive class.
According to Eq. (6), F1 Score is the weighted average (more precisely,
harmonic mean) of Precision and Recall. Higher F1 Score indicates
better model performance. Even though F1 Score is not as intuitive as
accuracy, it provides more useful information regarding the predictive

Table 1
Description of all explanatory variables.

Name Description

AlarmType Dummy variable equal to 1 if the alarm system is Alarm Bell and 0 if Pre-Recorded Messagea

Time Time elapsed after the alarm has started
VisDM_NS Total number of occupants visible to the decision-maker who are in NS
VisDM_RS Total number of occupants visible to the decision-maker who are in RS
VisDMClose_NS Total number of occupants visible to the decision-maker who are close to her and are in NS
VisDMClose_RS Total number of occupants visible to the decision-maker who are close to her and are in RS
DMPerGroup_NS Total number of occupants belonging to decision-maker's personal group who are in NS
DMPerGroup_RS Total number of occupants belonging to decision-maker's personal group who are in RS
GroupSize The decision maker's personal group size (i.e. number of occupants belonging to the decision maker's personal group)
Row Number of the row where the decision-maker is sitting
Seat Number of the seat where the decision-maker is sitting

a The content of the message translated from the original Swedish version is “’Important message, important message. There is a fire in the building.
We ask everyone to head for the nearest exit and gather outside the building.”

Table 2
Descriptive statistics for independent and dependent variables used for mod-
elling.

Variable Category % Mean SD Min Max

Dependent variable
Response choice NS (0) 79.90

RS (1) 20.10
Independent variable
Time (s) 18.23 6.72 2.00 60.00
GroupSize 2.65 0.98 1.00 5.00
Row 6.02 2.15 1.00 9.00
Seat 7.90 4.20 1.00 15.00
AlarmType Pre-Recorded

Message (denoted
by 0)

60.78

Alarm Bell
(denoted by 1)

39.22

VisDM_RS 20.56 21.28 0.00 110.00
VisDMClose_NS 3.06 1.69 0.00 6.00
VisDMClose_RS 1.44 1.54 0.00 6.00
DMPerGroup_RS 0.48 0.78 0.00 4.00
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capability of the machine-learning models, especially when the class
imbalance problem exists.

Fig. 3 displays the hyperparameter tuning results in terms of F1
Score, Recall and Precision. More specifically, for F1 Score (see Fig. 3a),
among the 24 RF candidate models, the best-performing RF model has
ntree = 400 and mtry = 7, whose F1 Score is equal to 0.644. For Recall
(see Fig. 3b), the best-performing RF model has ntree = 400 and mtry

= 9. For Precision (see Fig. 3c), the best-performing one has ntree =
600 and mtry = 3. Different metrics show different aspects of the
model performance. One could argue that Precision is a more important
metric than Recall for fire evacuation, as the stakes are higher for false
positive (i.e., incorrectly predicting that an occupant is changing to RS
[1] when she is not): low Precision relates to high false positive, po-
tentially leading to underestimating the loss of life. However, we also
want to point out that if a model has low Recall, then we may encounter
the situation that the majority of the true evacuees cannot be correctly
predicted, which will make the interpretations (e.g., what key factors
drive people to evacuate and their nonlinear relationships and inter-
actions) provided by variable importance and PDPs less trustworthy.
Therefore, a model with high Recall and high Precision will be optimal,
and F1 Score seems to be a better metric that takes both of them into
account. In this paper, we decide to choose the best model mainly based
on F1 Score (i.e., the model with ntree = 400 and mtry = 7). This
model has one of the best Recall values among the 24 candidate models
and its Precision is only around 2% worse than the model with the best
Precision. Therefore, we fit the final RF model with ntree = 400 and
mtry = 7 using the entire training set (i.e., 90% of the entire dataset).

3.3. Model interpretation

3.3.1. Variable importance
The variable importance plot of the final RF model is shown in

Fig. 4. It indicates the impact of each variable on model's predictive
performance. As discussed in Subsection 2.5.1, the variable importance
presented here is computed using the first approach (permuting the
OOB samples).

Fig. 4 shows that where the decision-maker is sitting has the most
important influence on her choice to respond to the emergency (Row:
16.34%; Seat: 15.46%). This is consistent with the findings shown in
Galea et al. [51]. The signal of the alarm system comes third in terms of
variable importance (13.12%). The forth important variable is the
number of occupants visible to the decision-maker who are in RS
(11.64%). This indicates that also social influences have a key role in
the decision-making progress as illustrated previously by Nilsson and
Johansson [28]. The time elapsed after the alarm and the number of
occupants visible to the decision-maker who are close to her and are in
NS come fifth and sixth, with similar variable importance (10.58% and
10.32%). The seventh to ninth important variables are GroupSize
(8.69%), DMPerGroup_RS (7.62%) and VisDMClose_RS (6.23%).

3.3.2. Partial dependence plots
The partial dependence plots (PDPs) for all the input variables are

illustrated in Fig. 5. They represent the relationships between the in-
dependent variables and the choice probability of RS (i.e. the prob-
ability of responding to the emergency).

Fig. 3. Hyperparameter tuning results for random forest.

Fig. 4. Variable importance plot for random forest: Variable importance is
scaled to sum up to 100%.
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The PDP for Row indicates that people who sit in the back are less
likely to evacuate. However, one may argue that the people in the back
might be as likely to respond as the people in the front, and they
“passively” see more other people responding due to their row location.
In other words, there might exist interactions between Row and
VisDm_RS. This aspect will be discussed in detail later in this
Subsection. The PDP for Seat shows that people who sit in the middle
are less likely to respond to the emergency compared to people who sit
close to the aisle. Galea et al. [51] argue that “This may be due to the
expectation that those located towards the middle of the row will be
unable to move before those closer to the perpendicular exit aisle have
moved.”

The PDP for AlarmType illustrates that the pre-evacuation response
for the alarm bell is much quicker than the pre-recorded message. This
was because everyone waited for the voice alarm to finish. In the case of
the alarm bell, someone responded quickly and the rest followed their
behaviours in line with the social influence theory. In terms of the PDP
for Time, it illustrates that the time from the start of the alarm has
impact on this choice with a S-shaped trend. This indicates that the time
has a low impact at the beginning of the emergency. The time starts
having a strong impact after 20 s from the start of the emergency as it
increases the choice probability of nearly 0.3. For GroupSize, the re-
lationship takes a U-shape, with the choice probability reaching the
minimum at the group size of three people. When the decision-maker is
by herself (i.e., group size of one person), the probability of choosing RS
reaches the maximum. This result may also be linked to social influ-
ence. When a person was alone (i.e. personal group equal to one), she
does not need to check with others whether they respond or not. If there

are many in a personal group, someone is likely to respond more
quickly, which influences everyone else in the group. The impact of
group size on the pre-evacuation delay was also observed by Galea
et al. [51]. In their study of a theatre evacuation, they observed four
evacuees belonging to the same social group taking some time in an
apparent discussion deciding what to do and to assist each other.

From the PDPs of VisDMClose_NS and VisDMClose_RS, we can ob-
serve that with more occupants visible to the decision-maker who are
close to her and are in NS, she is less likely to respond; in contrast, with
more occupants visible to the decision-maker who are close to her and
are in RS, she is more likely to respond. This indicates how the decision
is affected by the social surrounding of the decision-maker. This ob-
servation is consistent with the results provided by Nilsson and
Johansson [28]. The PDP of DMPerGroup_RS shows that with more
occupants belonging to the decision-maker's personal group who are in
RS, she is more likely to respond to the emergency.

However, the PDP of VisDM_RS shows a seemingly unrealistic out-
come. More specifically, the relationship between the choice prob-
ability and VisDM_RS is reasonable after 0, but the value at 0 is un-
expectedly large (0.662). This is counter-intuitive, as one may
hypothesize that when the decision-maker sees no one is responding to
the emergency, she is more likely to wait instead of entering RS. The
unreasonable relationship revealed by PDP leads us to explore the
patterns of the observed data with VisDM_RS = 0. In Table 3, we
present the descriptive statistics for two subsets and the entire training
set, where Subset 1 represents the collection of observations with
VisDM_RS = 0 and Subset 2 represents the collection of observations
with VisDM_RS = 2. As highlighted in Table 3, the percentage of

Fig. 5. Partial dependence plots for all independent variables.
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choosing RS for Subset 1 (70.00%) is significantly higher than that for
Subset 2 (12.22%) and that for the training set (20.14%). In addition,
observe that the mean of Row for Subset 1 (2.28) is significantly lower
than that for Subset 2 (5.27) and that for the training set (6.01). Other
independent variables of Subset 1 all have the mean values within 1
standard deviation of the training set. Therefore, it is very likely that
Subset 1 is biased in terms of row numbers: most decision-makers who
belong to Subset 1 (i.e., seeing no one is responding to the emergency)
are sitting in the front. We further hypothesize that there may exist
interactions between Row and VisDM_RS.

Therefore, we also plot a two-dimensional PDP to illustrate the
potential interactions between variables and to explore how they affect
the predictions. Fig. 6 reveals the relationship between RS probability
and the interaction of VisDM_RS and Row, both of which take on values
within the convex hull of their training values. The results clearly in-
dicate that decision-makers who sit in the back and see few occupants
entering RS are least likely to respond. Such a trend is visible on the
upper left corner of Fig. 6. Another important observation is that de-
cision-makers who lie in the diagonal of Fig. 6 are most likely to re-
spond first, regardless of their row numbers. Furthermore, we find that
with seeing the same number of people responding, people in the back
are less likely to respond than people in the front. It shows that deci-
sion-makers may be more sensitive to the proportion of occupants
visible to them who are responding than the number of occupants
visible to them who are responding.

In summary, this analysis highlights that the response of a decision-

maker is affected by a combination of social factors (i.e. response of
other occupants) and environmental factors (i.e. position of the deci-
sion-maker and type of alarm). As such, this analysis merges the find-
ings provided by independent studies showing that both social influ-
ences [28] and decision-makers position [51] affect their responses.

3.4. Model comparison

In this subsection, we compare the machine-learning model (i.e.,
RF) with the traditional approach (i.e., logistic regression) in terms of
prediction. Logistic regression is widely used to model nominal de-
pendent variables, where the log-odds of the outcomes are modelled as
a linear combination of the independent variables. Logistic regression
and its extensions, such as ordered logit and mixed logit, have been
applied in pre-evacuation behaviour modelling only in a couple of
studies carried out by Lovreglio et al. [6, 11]. We assess the model
performance with various metrics by adopting a 10-fold cross valida-
tion on the training set and conducting a separate evaluation on the
testing set. The R package stats [53] is used fit the logistic regression
model.

The model comparison results are presented in Table 4. In addition
to Precision, Recall, and F1 Score, we also compute Accuracy, which is
defined as the proportion of correct predictions in a validation/testing
set. The 10-fold cross validation results show that RF is significantly
outperforming the logistic regression model, in terms of all the four
metrics. In particular, even though the mean predictive accuracy of RF
(0.876) is higher than that of logistic regression model (0.830) by 5.5%,
the RF's F1 Score (0.644) is 1.4 times of the logistic regression model's
F1 Score (0.455). This indicates that the RF model can better deal with
the class imbalance problem and thus demonstrate better predictive
performance. We also evaluate the two models on the testing set that
was completely excluded from the training process. The outputs are
consistent with the previous findings that RF is presenting much better
model performance compared to the logistic regression model.

Table 3
Descriptive statistics for different subsets with comparison of training set.

Variable Category Subset 1a Subset 2b Training set Subset 1 Subset 2 Training set
% Mean SD Mean SD Mean SD

Response NS (0) 30.00 87.78 79.86
RS (1) 70.00 12.22 20.14

Row 2.28 1.40 5.27 2.45 6.01 2.15
Seat 8.15 4.02 7.63 4.18 7.91 4.20

AlarmType 0 75.00 67.20 60.96
1 25.00 32.80 39.04

VisDM_RS 0.00 0.00 2.00 0.00 20.52 21.32
Time 17.03 5.75 13.76 6.51 18.25 6.65

VisDMClose_NS 2.85 1.44 3.70 1.66 3.06 1.69
GroupSize 3.10 0.93 2.72 1.01 2.66 0.98

DMPerGroup_RS 0.43 0.59 0.29 0.68 0.49 0.78
VisDMClose_RS 0.00 0.00 0.47 0.76 1.44 1.54

a Subset 1: A subset of the training set with VisDM_RS = 0.
b Subset 2: A subset of the training set with VisDM_RS = 2.

Fig. 6. Two-dimensional PDP of RS probability and the interaction of VisDM_RS
and Row.

Table 4
Model comparison results.

Metric 10-Fold cross validation on training set Testing set
Logistic regression RF Logistic

regression
RF

Mean SD Mean SD

Accuracy 0.830 0.014 0.876 0.017 0.824 0.870
Precision 0.642 0.086 0.765 0.059 0.612 0.761
Recall 0.353 0.042 0.558 0.035 0.291 0.495

F1 Score 0.455 0.052 0.644 0.036 0.395 0.600

X. Zhao, et al. Automation in Construction 113 (2020) 103140

8



3.5. Model implementation

Similarly to existing logit solutions [6, 11, 54], the proposed RF
model can be easily implemented in any existing agent-based models to
predict the decisions to respond for each simulated evacuee regardless
of the assumption used to model the movement [7]. Such an im-
plementation can be done using two approaches: event-based or time-
based. In the first case, the decision to respond is simulated for each
agent for each event changing the state of the system. The second case
assumes that a decision is simulated at each time-step fixed by the
users. Both approaches have advantages and disadvantages in terms of
the implementation simplicity, the computational cost and the impact
of settings defined by the users [11, 55]. As such, future implementa-
tions of the proposed RF model need careful accounting for these as-
pects.

3.6. Limitations

One of the limitations of this work is related to the data used to
estimate the pre-evacuation response. The data set does not provide
information regarding the participants' demographics and character-
istics, such as previous fire experience. As such, the proposed modelling
solution does not allow the investigation of the impact of these factors
on the decision-making. Future investigations will require the combi-
nation of CCTV footage with follow-up non-anonymous questionnaire
as suggested in [56].

Another limitation of this work is that the proposed model does not
allow an evacuee to return to NS while they are in RS (see the second
assumption in Section 2.1). Such an assumption derives from the gen-
eral time-line evacuation framework for which the model is proposed
[1, 57]. The time-line model does not allow simulating evacuees stop-
ping RS and returning to NS. However, such a behaviour might occur in
some actual emergencies since limited ambiguous information might
lead evacuees to return to their pre-alarm activities. The data used in
this work does not allow investigating this specific behaviour.

4. Conclusion

Through this work, we have modelled and interpreted pre-evacua-
tion decision-making using random forest and machine-learning inter-
pretation tools. The results showcased that random forest can not only
generate better predictive performance than logistic regression, but also
provides rich behavioural interpretations by automatically capturing
interactions among independent variables and nonlinearities between
the independent variables and the outcome. With these interpretations,
key stakeholders such as policy makers and emergency managers can
extract useful insights to develop more effective evacuation plans.

This paper shows the potential of using machine-learning methods
to investigate and understand complex and nonlinear behaviour in fire
evacuations. We illustrate how the pre-evacuation decision-making is
affected by a combination of social and physical factors: such as the
behaviour of other people, seat of the decision-maker and group size.
The results illustrate that most of the relationships between factors and
the probability to respond is not linear. Some of these (i.e. decision-
makers' seat and group size) are not monotonic, showing a U-shape
trend. We also find that decision-makers seem to be more sensitive to
the proportion of responding occupants than the number of them, so
people in the back are showing slower response rate compared to
people in the front.

In future work, we plan to use the interpretations (such as non-
linearities and interactions) gained from the machine-learning model to
better specify the traditional random utility models (such as traditional
logistic models and mixed logit models). Furthermore, the machine-
learning-based pre-evacuation decision modelling can be integrated
with the agent-based evacuation model, aiming at achieving more ac-
curate and realistic emergency behaviour simulations.
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Appendix A

The model comparison and model interpretation programs were
implemented in R and open-sourced on GitHub (https://github.com/
EvacuationBehavior/Pre-Evacuation-Decision-Making).
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