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Abstract

The relational data model has been the dominant model in database design for more than three decades. It considers data to be stored in matrices where rows correspond to individuals, columns correspond to attributes, and every cell contains a single atomic value. However, today's database technology trends, e.g. spatial, genetic or web-based data, require extended data models. Within the last decade new, complex-value data models such as the higher-order entity-relationship model, object-oriented data models, semi-structured data models, and XML have evolved which allow cells to contain lists, sets, multisets, trees, matrices or even more complex type constructors, references to other cells (which lead to infinite structures), and null values (indicating missing, unknown or vague data).

Matrices as such allow the storage of inconsistent data, invalid in the semantic sense. As this is not acceptable, additional requirements called dependencies have to be formulated when designing a database. The correct specification and use of dependencies needs a sound mathematical basis. For the relational data model more than 90 different classes of dependencies have been defined and studied intensively. The major problems in dependency theory are the axiomatisability of classes of dependencies, determination of the closure of a chosen set of dependencies (as certain dependencies can be implied by others) and the characterisation of semantically desirable properties for well-designed databases (such as absence of redundancies or abnormal update behavior) by syntactic properties on closed sets of dependencies.

With few exceptions research has only dealt with dependencies for the relational data model. Only recently, the emergence of XML as the standard format for web-based data and the rapidly increasing usage of persistent XML databases revealed the lack of a sound mathematical basis for complex-value data models. If they are expected to serve as first class data models they require a theoretical investigation of issues like integrity, consistency, data independence, recovery, redundancy, access rights, views and integration. The goal of this thesis is to develop a dependency theory for complex-value databases that is independent from any individual data model. Therefore, an abstract algebraic approach is taken that can be adapted to the presence of different combinations of type constructors such as records, lists, sets and multisets. Data models are classified according to the data types they support. In this framework the major objective is to initiate research on the following problems:

- investigate the axiomatisation of important dependency classes, relevant to complex-value data models, by sound and complete sets of inference rules that permit the determination of all dependencies implied by some chosen set of dependencies.
- characterise semantically desirable properties by normal forms for complex-value data models and investigate whether these normal forms can always be achieved without violating other desirable properties.
- develop efficient algorithms for determining the closure of a chosen set of dependencies and for restructuring databases such that normal forms are satisfied and no information is lost.

In a single thesis it is impossible to consider all classes of relational dependencies in all different combinations of type constructors. Therefore the focus is put on extending two popular classes of relational dependencies: functional and multi-valued dependencies. The axiomatisation and implication of functional dependencies is investigated for all combinations of record, list, set and multiset type. Furthermore, a normal form with respect to functional dependencies in the presence of records and lists is proposed and semantically justified. It is also shown how to obtain databases which are in this normal form. Finally, axiomatisation and implication for the class of multi-valued dependencies and the class of functional and multi-valued dependencies are studied in the context of records and lists. The work of this thesis may lead to a unified dependency theory for complex-value data models.
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Chapter 1

Introduction

The first goal of this chapter is to provide an informal overview of achievements in research on dependency theory in the context of the relational data model (RDM). The aim is not to give a complete overview, but to keep focus on those results which are relevant for this thesis. The second major objective is to motivate the need for an extension of these achievements to deal with complex objects that cannot be described by purely relational structures. The introduction has been inspired to great parts by [158, 181, 264].

1.1 Relational Dependency Theory

Commercial database management systems have been around for more than three decades now, at the beginning in the form of hierarchical and network models. It was in the early seventies when two opposing trends in database research started. The development of semantic data models was mostly influenced by semantic networks. These are generally object-oriented and provide at least four types of primitive relationships between objects: classification (instance of), aggregation (part of), generalisation (is-a), and association (member of). On the other hand, the RDM revolutionised the field by strictly separating data representation from the underlying implementation. Most significantly, the inherent simplicity of the model admitted the development of powerful, non-procedural query languages and a lot of useful theoretical results.

Generalised database management systems are considered as basic tools for programming languages, translators and operating systems. Much effort is devoted to establish a definite foundation of database technology in order to design more efficient and transparent systems and to enable optimisation methods. With such an improved understanding of the systems application will be improved as well. The philosophy behind database technology is sometimes not quite understood because many users are unaware of the goals of database management systems. Consequently, these systems are often used incorrectly. The first step towards a solid foundation of database theory is a precise definition of data models. Without a precise definition, a data model cannot be understood for purposes of design, analysis, and implementation of schemata, transaction and databases. A database model is a collection of mathematically sound concepts defining the intended structural
and behavioral properties of objects involved in a database application. In the axiomatic approach, a database model is defined by the properties of its structures and operators. By the axiomatic approach conventional mathematics and logic were used to define the structural and behavioral properties of objects within the database model. Properties of data structures are given by axioms which are formal statements simple enough to be self-evident. Behavioral or dynamic properties are the operations that together with the data structures form the data model. Behavioral properties are given by inference rules which permit the deduction of the resulting properties for each meaningful database operation. In terms of logic, the semantics of each database within the database model can be deduced precisely by the application of valid inference rules to the set of axioms. Alternatively, the semantics of a syntactically correct schema are given by the axioms which characterise the databases to be accepted.

One of the most important database models is the RDM. One of the major advantages of the RDM is its uniformity. All data are seen being stored in tables, with each row in the table having the same format. Each row in the table represents some object or relationship in the real world. The benefits and aims of the RDM are: to provide data schemata which are very simple and easy to use, to improve logical and physical independence without references to the means of access to data, to provide users with high level languages which could be used by non-specialists in computing, to optimise access to the database, to improve integrity and confidentiality, to take into account a wide variety of applications, to provide a methodological approach for schema design and database design.

These benefits are based on a powerful theory the core of which is the theory of dependencies. Database dependencies can be regarded as a language for specifying the semantics of databases. They specify which of the databases are meaningful for the application and which of them are meaningless. Thus, the syntactic specification is joined with semantic specification. Dependencies constitute an inherent property of database systems. They express the different ways by that data are associated with one another. Since many different associations of data exist, a lot of different classes of dependencies (more than 90) are considered in more than one thousand papers. For some classes the implication problem is solved. By studying their respective properties it can be shown how different types of dependencies interact with one another. These properties may be considered as inference rules which allow the deduction of new dependencies as well as the generation of the closure of all dependencies. Solving this problem we can test whether two given sets of dependencies are equivalent or whether a given set of dependencies is redundant. A solution for these problems seems to be a significant step towards automated database schema design, towards automated solution of the seven aims mentioned above and towards recognising computationally-feasible problems and the infeasible ones.

At least five fields of applying dependency theory are known:

- normalisation for a more efficient storage, search and modification,
- reduction of relations to subsets with the same information together with the semantic constraints,
- utilisation of dependencies for deriving new relations from basic relations in the view
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- verification of dependencies for a more powerful and user-friendly, nearly natural language design of databases,
- transformation of queries into more efficient search strategies.

Other important applications of the relational database theory are in other branches of computer science, in discrete mathematics, in most of other database models, in optimisation, in pattern recognition and in algebra.

1.1.1 Relational Dependencies

Relational dependencies, in general, are semantically meaningful and syntactically restricted sentences of the predicate calculus that must be satisfied by any legal database. Their presence remedies some of the semantic poverty of relations, e.g., with pure relations one has trouble representing the fact that some relationships are one-to-one or one-to-many. Since the topic of this thesis is dependency theory, at least the definition of relational dependencies should be given. For details we refer to [264].

A relation schema $R = (R, \mathcal{D}, \text{dom})$ is a function $t : R \to \bigcup_{D \in \mathcal{D}} D$ with $t(A) \in \text{dom}(A)$ for all $A \in R$. If an order is defined on $R$, say $R = \{A_1, \ldots, A_n\}$, the tuple $t$ can be represented by $(t(A_1), \ldots, t(A_n))$. For $X \subseteq R$ let $t[X]$ denote the restriction of the function $t$ to $X$. The set of all tuples on $R$ is denoted by $T(R)$. Any subset $r$ of $T(R)$ is called a relation on $R$.

A given sequence $S = R_1, \ldots, R_n$ of relation schemata is compatible if $\text{dom}_i(A) = \text{dom}_j(A)$ holds for all $A \in R_i \cap R_j$ where $R_i = (R_i, \mathcal{D}_i, \text{dom}_i)$. For a compatible sequence of relation schemata, a common function $\text{dom}$ with $\text{dom}(A) = \text{dom}_i(A)$ for $A \in R_i$ can be defined. For a given compatible sequence $S = R_1, \ldots, R_n$ of relation schemata and a function $C : \mathcal{P}(T(R_1) \times \cdots \times T(R_n)) \to \{0, 1\}$ where $\mathcal{P}(S)$ denotes the powerset of $S$, the pair $(S, C)$ is called database schema, and the function $C$ is called integrity constraint. For a given database schema $(S = R_1, \ldots, R_n, C)$ a relational database is given by the sequence $r_1, \ldots, r_n$ where the $r_i$ are relations on $R_i$ for $1 \leq i \leq n$ and $C(r_1, \ldots, r_n) = 1$.

The function $C$ can be made more concrete, i.e., defined using a purely relational first-order language with equality over a compatible sequence $S = R_1, \ldots, R_n$ of relation schemata [264, p. 10]. A database schema is then a pair $(S, \Sigma)$ where $\Sigma$ denotes a set of well-formed formulae over that language. If not stated otherwise we will assume from now on that $\Sigma$ is always finite. Only such databases are considered for $(S, \Sigma)$ in which all integrity constraints in $\Sigma$ are valid, i.e., for a given database schema $(S = R_1, \ldots, R_n, \Sigma)$ a database is given by the family $(r_1, \ldots, r_n)$ where the $r_i$ are relations on $R_i$ for $1 \leq i \leq n$ and the formulae from $\Sigma$ are valid. Validity is defined in the usual way; see [264, pp. 11,12].
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The class of dependencies is a class of integrity constraints that must be satisfied by the database of interest. Suppose two compatible sequences \( S_j = R_{j_1}, \ldots, R_{j_k} \) with \( j \in \{1, 2\} \) of relation schemata \( R_{j_i} = (R_{j_i}, D_{j_i}, dom_{j_i}) \) with \( R_{j_i} = \{A_{i_1}, \ldots, A_{i_m}\} \) for \( i = 1, \ldots, k \) are given. A database \( (r_1, \ldots, r_k) \) over \( S_1 \) and a database \( (s_1, \ldots, s_k) \) over \( S_2 \) are said to be similar if they have exactly the same relations, i.e., \( r_i = s_i \) for \( 1 \leq i \leq k \). A well-formed formula \( \varphi \) is said to be domain-independent, if for all similar databases \( r = (r_1, \ldots, r_k) \) and \( s = (s_1, \ldots, s_k) \) it is true that \( r \) satisfies \( \varphi \) if and only if \( s \) satisfies \( \varphi \). The aim of this special class of formulae is to be able to determine the satisfiability of a formula in a database by merely taking into consideration the values that appear in one of the tuples given by the relations. One can say that domain-independent formulae guarantee that the elements of a response constitute elementary information actually contained in the relation. A database \( (r_1, \ldots, r_n) \) is called trivial if \( |r_i| \leq 1 \), for \( 1 \leq i \leq n \).

*Domain-independent formulae which hold in any trivial relational database are called relational dependencies.*

The main property of dependencies, the domain-independence can be considered as the independence of formulae from the domains used by the database schema. If we consider only dependencies, the formulae can be considered for a class of languages which are using the same attribute sets and the same predicates, but which are independent from the underlying domains. The formula \( \exists x_1, \ldots, x_n P(x_1, \ldots, x_n, c) \) called existence constraint in [168] is not domain-independent and therefore not a dependency.

In what follows, we consider different classes of dependencies, but not from a logical point of view. For a classification and systematic study of relational dependencies see [109, 158, 264].

In the following, we will focus on two of the most important classes of relational dependencies: functional dependencies (FDs) and multi-valued dependencies (MVDs). According to a study in [87], FDs make up approximately two thirds of uni-relational dependencies (dependencies defined over a single relation schema) in use. Moreover and according to the same study, the class of FDs and MVDs together constitutes around 75 percent of uni-relational dependencies used in practical applications. It is therefore the goal of the next section to give an overview of some results on these two classes of relational dependencies. The overview will focus on those results which will be extended to complex-value databases in this thesis.

1.1.2 Functional Dependencies

Dependencies constitute an inherent property of database systems. They express the different ways that data are associated with each other and therefore, the semantics in relational database schemata. Functional dependence is an important property of a relation. In a relation which satisfies some FD, there is a functional connection between parts of tuples. FDs can be defined like functions \( f : X \rightarrow Y \) which are mappings satisfying the conditions:

- for each element \( x \in X \) there is an element \( y \in Y \) with \( f(x) = y \),
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- for all \( x, x' \in X \): if \( x = x' \), then \( f(x) = f(x') \).

The second property of functions is used for the definition of FDs.

A functional dependency (FD), defined on some relation schema \( R \), is an expression \( X \rightarrow Y \) where \( X, Y \subseteq R \). A relation \( r \) over \( R \) satisfies the FD \( X \rightarrow Y \), denoted by \( r \models X \rightarrow Y \), if and only if for every \( t_1, t_2 \in r \) the following condition is satisfied: if \( t_1[X] = t_2[X] \), then also \( t_1[Y] = t_2[Y] \). That is, the values on \( X \) uniquely determine the values on \( Y \).

Axiomatization. Functional dependencies are not independent from one another. If a relation exhibits certain FDs, then there are usually other FDs which are satisfied by that relation as well. This applies to dependencies in general and leads ultimately to the notion of logical implication.

That is, a dependency \( \sigma \) is implied by a set \( \Sigma \) of dependencies, denoted by \( \Sigma \models \sigma \), if \( \sigma \) is satisfied by every relation which already satisfies all dependencies in \( \Sigma \). In general, this notion is different from finite implication where \( \Sigma \) finitely implies \( \sigma \), denoted by \( \Sigma \models_f \sigma \), if every finite relation satisfying all dependencies in \( \Sigma \) also satisfies \( \sigma \).

However, in the case of FDs, finite and unrestricted implication problem coincide and are therefore decidable. Although finite implication is the relevant notion from a practical standpoint, implication is also important because it is closely related to unsatisfiability of logical sentences.

If a database designer chooses several FDs to be satisfied by every meaningful relation over the relation schema analysed, then all implied FDs have to be determined. This allows to gain complete knowledge about all consequences of the semantics defined, and may avoid inconsistencies and undesired behavior. In practice, however, it is not possible to study all relations and determine whether a dependency is implied by some given set of dependencies. Therefore, one is much more interested in syntactical inference rules which may allow to solve this implication problem. Such inference rules have the form \( A_1, \ldots, A_n \rightarrow \beta \) with parameterised dependencies \( A_1, \ldots, A_n \) called premises, a further parameterised dependency \( C \) called the conclusion, and a constraint \( \beta \) on \( A_1, \ldots, A_n, C \) which needs to be satisfied in order to apply the rule. Let \( \Sigma \) be a set of dependencies and \( \sigma \) a further dependency. Then \( \sigma \) is derivable from \( \Sigma \) using a set \( \mathcal{R} \) of such inference rules, if there is a finite sequence \( \sigma_1, \ldots, \sigma_n = \sigma \) of dependencies such that every \( \sigma_i \) is an element of \( \Sigma \) or an instantiation of a conclusion in any of the rules in \( \mathcal{R} \) where the instantiations of all the premises in that rule must be among \( \{ \sigma_j : 1 \leq j < i \} \) and the constraint \( \beta \) is satisfied. \( \mathcal{R} \) is called sound for the implication of dependencies, if every dependency which can be derived from \( \Sigma \) using only inference rules in \( \mathcal{R} \), is also implied by \( \Sigma \). The set \( \mathcal{R} \) is called complete for the implication of dependencies if every dependency implied by \( \Sigma \) must also be derivable from \( \Sigma \) using only rules in \( \mathcal{R} \).

A sound and complete set of inference rules for the implication of FDs in the RDM was discovered by Armstrong in [15] (see also [16]). Note that the union \( X \cup Y \) of two attribute sets \( X \) and \( Y \) is abbreviated by simply writing \( XY \).
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Theorem 1.1 (Armstrong, 1974). The following inference rules

\[
\begin{align*}
\frac{X \rightarrow Y}{Y \subseteq X}, & \quad \frac{X \rightarrow Y}{X \rightarrow XY'}, & \quad \frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow Z}
\end{align*}
\]

(reflexivity axiom) (extension rule) (transitivity rule)

form a sound and complete set for the implication of FDs in the RDM.

In the context of the RDM such inference rules are easily available, the reason being a well-founded algebraic, yet simple foundation. The set of all attribute sets for some relation schema forms a Boolean algebra with respect to set inclusion, set union, set intersection and set complement. This solid foundation is one of the key reasons for the success of the RDM.

Implication Problem. Consider the following example taken from [158, p.1093]. As was observed by Nicolas [212], FDs can be represented as sentences of first-order logic with equality. Let us demonstrate how this is done for a relation schema \( R = \{A, B, C\} \) and the FD \( \sigma = A \rightarrow B \). The vocabulary in the logic will be \( \{R\} \), where the arity of \( R \) is 3 and \( A \) corresponds to the first argument of relation symbol \( R \) etc. The FD \( \sigma \) is expressed by the sentence

\[
\varphi_{\sigma} = \forall x \forall y \forall z \forall y_1 \forall z_1 (R(x, y, z) \land R(x, y_1, z_1)) \Rightarrow (y = y_1).
\]

It follows from the definition of FDs that the set of finite relational structures satisfying \( \varphi_{\sigma} \) and the set of relations satisfying \( \sigma \) are the same. This is also true for infinite relations. Similar arguments show that any set of FDs can be expressed by a set of sentences in first-order logic with equality. Note, however, that the database notation for FDs is often preferable, because it is less cumbersome to use and it intuitively captures the meaning of FDs.

The identification of a dependency \( \sigma \) with a sentence \( \varphi_{\sigma} \) is true for FDs and for many other dependencies. One of its consequences is the reduction of the (finite) implication problem to the (finite) unsatisfiability problem of first-order logic. For \( \Sigma = \{\sigma_1, \ldots, \sigma_k\} \) let \( \varphi_{\Sigma} = \varphi_{\sigma_1} \land \cdots \land \varphi_{\sigma_k} \). Then \( \Sigma \models_{(f)} \sigma \) if and only if we have that the sentence \( \varphi_{\Sigma} \land \neg \varphi_{\sigma} \) is (finitely) unsatisfiable.

Recall that a sentence is (finitely) unsatisfiable if it has no (finite) models. Also, unsatisfiability for first-order logic with equality is recursively enumerable (r.e.), by the Gödel Completeness Theorem [127], and finite unsatisfiability is co-r.e., by enumerating and testing all finite structures. From unsatisfiability we can infer finite unsatisfiability, from finite satisfiability we can infer satisfiability and from implication we can infer finite implication (but the converses do not always hold). From this discussion it follows that if a set of dependencies is identified with a set of sentences, for which satisfiability and finite satisfiability coincide, then dependency implication and finite implication coincide and are decidable.

Theorem 1.2. For FDs implication and finite implication are the same and decidable.
The following argument for this theorem is somewhat of an overkill, since the theorem can be shown without an excursion into satisfiability. However, it is quite instructive since it may be used for many non-trivial extensions of FDs.

Let us look at the structure of the sentence \( \varphi_\alpha \land \cdots \land \varphi_\beta \land \neg \varphi_\sigma \) in the FD case. This can be written as a \( \exists^* \forall^* \) -sentence, that is, a sentence in prenex normal form whose quantifier prefix consists of a string of \( \exists \) followed by a string of \( \forall \). This is known as a sentence of the initially extended Bernays-Schönfinkel class, for which satisfiability and finite satisfiability coincide [52].

The computational complexity of FD implication was considered by Beeri and Bernstein in [29, 40, 191], who demonstrated that implication can be performed optimally in linear time. This required a more detailed analysis than the decidability property, which follows from the equality of implication and finite implication.

**Theorem 1.3.** (Finite) Implication of FDs is decidable in linear time.

Extensive use of this algorithm [29, 40] has been made in database schema design. Polynomial time algorithms for deciding the equivalence of two given sets of FDs [35] and deriving minimal covers for FDs [191] have been developed. A solution to these problems was a big step towards automated database schema design [35, 41] which some researchers see as the ultimate goal in dependency theory [30].

From the relationship of dependency (finite) implication and (finite) unsatisfiability it follows that \( \Sigma \models (f) \sigma \) if and only if \( \varphi_\Sigma \models (f) \varphi_\sigma \) where the second \( \models (f) \) is (finite) implication for sentences of first-order logic with equality. This is not the only relationship with mathematical logic, FDs have a number of elegant algebraic properties. See [158, pp. 1096-1098] for a detailed discussion and further references.

**Boyce-Codd Normal Form.** Relational database systems have evolved to the de-facto industry standard since their invention by E.F. Codd in 1970 [68]. This is a result of the simplicity and the sound theoretical basis of the RDM. One important issue associated with the use of relational databases is the correct structure or design of data to be used. Several criteria, referred to as normal forms, have been proposed as conditions for relation schemata that a database design should satisfy to ensure an absence of processing difficulties with the database. These normal forms give a database designer unambiguous guidelines in deciding which database schemata are good in the quest to avoid bad designs that have redundancy problems and update anomalies. Such normal forms have already been introduced in [70] by Codd. In general, they are dependent on the type of integrity constraints which apply to data items within the database. FDs cause difficulties such as redundancy in the representation of data and update anomalies. Codd proposed the Boyce-Codd normal form (BCNF) in [72] to overcome these difficulties. Recall that a dependency is called trivial if and only if it is satisfied by every relation over the schema it is defined on. An FD \( X \rightarrow Y \) is trivial if and only if \( Y \subseteq X \) holds. A subset \( X \subseteq R \) is called a superkey for \( R \) with respect to a given set \( \Sigma \) of FDs on \( R \) if and only if \( \Sigma \models X \rightarrow R \). The values on any superkey are therefore sufficient to uniquely identify any tuple in a relation.
A relation schema is in BCNF with respect to a given set $\Sigma$ of FDs if and only if the left-hand side of each non-trivial FD implied by $\Sigma$ is a superkey for the relation schema with respect to $\Sigma$. Codd conjectured that BCNF is an exact condition on a relation schema that avoids redundancies and update anomalies. Later on, after the notions of redundancy and update anomaly had been clarified and formalised (see for instance [280]), it was shown in [42, 105, 279, 280] that this is indeed the case.

**Theorem 1.4.** Let $R$ be a relation schema and $\Sigma$ a set of FDs on $R$. $R$ is in BCNF

- iff the left-hand side of every non-trivial FD in $\Sigma$ is a superkey for $R$,
- iff every relation $r$ over $R$ that satisfies all key dependencies implied by $\Sigma$ already satisfies all dependencies in $\Sigma$,
- iff $R$ is non-redundant with respect to $\Sigma$,
- iff $R$ does not have any insertion anomalies,
- iff $R$ does not have any replacement anomalies of type 1,
- iff $R$ does not have any replacement anomalies of type 2,
- only if $R$ does not have any replacement anomalies of type 3.

The formal proofs of these statements make use of Armstrong's axioms. It follows that BCNF is a completely justified normal form in that sense. This is a big step towards automatically verifying whether a relation schema is well-designed. Since BCNF is a simple syntactic condition, the results above show that the relation schema is indeed well-designed in the sense that no redundancies and no update anomalies in terms of FDs can occur, and integrity checking reduces to the simple problem of verifying whether any two tuples deviate on a certain set of attributes.

A good database decomposition ought to have both the lossless join property and the dependency-preserving property. Informally, a decomposition $\{R_1, \ldots, R_n\}$ of a relation schema $R$ is called **lossless** if every relation that satisfies all dependencies on $R$ is the natural join of its projections on the subschemata $R_i$, i.e., $r = \pi_{R_1}(r) \circ \cdots \circ \pi_{R_n}(r)$ where $\pi_X(r) = \{t[X] \mid t \in r\}$ denotes the projection of $r \subseteq \text{dom}(R)$ to $X \subseteq R$, and $r_1 \circ r_2 = \{t \in \text{dom}(R_1 \cup R_2) \mid \exists t_1 \in r_1, t_2 \in r_2. t[R_1] = t_1$ and $t[R_2] = t_2\}$ denotes the natural join of $r_1 \subseteq \text{dom}(R_1)$ and $r_2 \subseteq \text{dom}(R_2)$. Note that $\pi_0(r)$ is the 0-ary relation $\{(\)\}$ which is also the left and right identity for the natural join operator. The process of decomposition does therefore neither add nor remove any information. A decomposition $\{R_1, \ldots, R_n\}$ of a relation schema $R$ is dependency-preserving with respect to $\Sigma$ if the closure of the union of all projected dependencies from $\Sigma$ on the subschemata $R_i$ coincides with the closure of $\Sigma$, and where closure refers to logical implication. That is, no semantic information is lost or added in terms of the dependencies that are given. For formal definitions see for example [181]. Furthermore and in terms of FDs, each relation schema in a well-designed database schema should be in BCNF.

Having answered the question what a good database schema constitutes, the next question is how to find such a good schema. The answer to this question is not as easy as the answer to the first question. In fact, it has been shown in [26, 29, 273] that there may be no decomposition of a relation schema into BCNF that is dependency-preserving. Thus,
obtaining a lossless join and dependency-preserving decomposition into BCNF is an unrealistic goal. However, it is always possible to achieve a lossless-join decomposition where each subschema is in BCNF. A semi-naive approach to this problem resulted first in an algorithm which runs in exponential time in the size of $R$ and $\Sigma$, see for example [181]. The inefficiency results from the intractability of computing sets of projected dependencies. However, in [270] a polynomial time algorithm in the sizes of $R$ and $\Sigma$ that outputs a lossless join decomposition in BCNF with respect to $\Sigma$ was given.

1.1.3 Multi-valued Dependencies

Multi-valued dependencies (MVDs) have been independently introduced by Fagin [103], Zaniolo [303] and Delobel [86]. They subsume the class of FDs as a special case. In particular, any relation $r$ over $R$ that satisfies the FD $X \rightarrow Y$ can be decomposed without loss of information, i.e., satisfies $r = \pi_{XY}(r) \bowtie \pi_{X(R-Y)}(r)$. Thus, satisfaction of an FD is a sufficient condition for a relation to be decomposed into its projections without losing information. The condition, however, is not necessary, i.e., there are relations $r$ with $r = \pi_{XY}(r) \bowtie \pi_{X(R-Y)}(r)$, but $\not\exists r, X \rightarrow Y$.

A multi-valued dependency, defined on some relation schema $R$, is an expression $X \rightarrow Y$ with $X, Y \subseteq R$. A relation $r$ over $R$ satisfies the MVD $X \rightarrow Y$ on $R$, denoted by $\models r, X \rightarrow Y$, if and only if for all $t_1, t_2 \in r$ with $t_1[X] = t_2[X]$ there is some $t \in r$ with $t[XY] = t_1[XY]$ and $t[X(R-Y)] = t_2[X(R-Y)]$. It turns out that the satisfaction of MVDs is an exact condition for a relation to be decomposable without loss of information. More precisely, $\models r, X \rightarrow Y$ if and only if $r = \pi_{XY}(r) \bowtie \pi_{X(R-Y)}(r)$. This gives an equivalent definition of MVDs and means that MVDs coincide with so-called binary join dependencies, see [103]. This fact is a key reason for the interest in the study of MVDs.

Axiomatization. As it was the case with FDs, finite and unrestricted implication coincide for the class of MVDs. In fact, this is true for so-called full dependencies which subsumes the classes of FDs and MVDs [38]. In [32], Beeri, Fagin and Howard proposed sound and complete sets of inference rules for the implication of MVDs, and the implication of FDs and MVDs. The following sets are slightly different from the original proposal and are taken from [204] and [220].

**Theorem 1.5.** The following set of inference rules

\[
\begin{align*}
\frac{X \rightarrow Y}{Y \subseteq X} \quad & \text{(reflexivity)} \\
\frac{X \rightarrow Y}{XU \rightarrow YV} \quad & \text{(augmentation)} \\
\frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow YZ} \quad & \text{(union)} \\
\frac{X \rightarrow Z - Y}{X \rightarrow Z - X \rightarrow Y} \quad & \text{(pseudo-transitivity)} \\
\frac{X \rightarrow Z - Y}{X \rightarrow Y \cap Z} \quad & \text{(intersection)}
\end{align*}
\]

is sound and complete for the implication of MVDs in the RDM. \( \square \)
It should be stressed at this point that the inference rules for MVDs take advantage of the full expressive power of the Boolean algebra \((\mathcal{P}(R), \subseteq, \cup, \cap, (\cdot)^c, \emptyset, R)\). The complementation rule makes use of the complement operation, and also union, intersection and difference are applied.

**Theorem 1.6.** The following set of inference rules

\[
\begin{array}{c}
\frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow Z - Y} & \frac{Y \subseteq X}{X \rightarrow Y} & \frac{X \rightarrow Y}{X \rightarrow XY} & \frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow Z} \\
\text{(reflexivity)} & \text{(complementation)} & \text{(transitivity)} & \text{(extension)}
\end{array}
\]

\[
\begin{array}{c}
\frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow R - Y} & \frac{X \rightarrow Y}{X \cup Y, V \subseteq U} & \frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow Z - Y} & \frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow Y \cap Z} & \frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow Y Z} \\
\text{(complementation)} & \text{(augmentation)} & \text{(pseudo-transitivity)} & \text{(mixed pseudo-transitivity)} & \text{(intersection)}
\end{array}
\]

is sound and complete set for the implication of FDs and MVDs in the RDM.

**Implication Problem.** As was already pointed out before, FDs and MVDs are both subsets of so-called full dependencies, also called total dependencies in [38]. For full dependencies, however, implication and finite implication coincide and are decidable [5, 38]. Consider the following example from [212] where \(R = \{A, B, C, D\}\) and \(\sigma = A \rightarrow C\). The MVD \(\sigma\) is expressed by the first-order sentence

\[\forall w_1 \forall w_2 \forall w_3 \forall w_4 (\exists w'_2 \exists w'_3 R(w_1, w'_2, w_3, w'_4) \land \exists w'_5 R(w_1, w_2, w'_3, w'_4)) \Rightarrow R(w_1, w_2, w_3, w_4)\]

Note that the existential quantifiers only appear in the antecedent of the implication. This means again that implication of MVDs is equivalent to the validity of sentences in the initially extended Bernays-Schönfinkel class (see above).

**Theorem 1.7.** For MVDs implication and finite implication are the same and decidable.

Let \(\Sigma\) be a set of MVDs and \(\sigma = X \rightarrow Y\). The implication problem \(\Sigma \models \sigma\) was solved in \(\mathcal{O}(n^4)\) in [27] where \(n\) denotes the total number of occurrences of attributes in \(\Sigma\), and further analysed in [98, 118, 135, 152, 173, 223, 239, 277]. The computational behavior is due in large part to the algebraic properties of what is called in [32] a dependency basis. The best current bound for solving \(\Sigma \models \sigma\) is \(\mathcal{O}(1 + \min\{s, \log p\}) \cdot n\) from [118] where \(s\) denotes the number of dependencies in \(\Sigma\) and \(p\) the number of sets in the dependency basis of \(X\) that have non-empty intersection with \(Y\).
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Theorem 1.8. The implication problem for the class of MVDs and class of FDs and MVDs can be solved in almost linear time.

Minimality and Complementation Rule. Theorems 1.5 and 1.6 bring up questions about the independence of inference rules in the respective axiomatisations. The importance of FDs and MVDs for relational database design suggests that the behavior of these dependencies is worth investigating in full detail. It is therefore interesting to study which inference rules are implied by others and which are independent. Further motivation for this study is given by Mendelson in [204] who determines all minimal complete subsets of inference rules from Theorem 1.5. Essentially, there is only one such minimal subset.

Theorem 1.9. Reflexivity axiom, pseudo-transitivity rule and complementation rule from Theorem 1.5 form a minimal set of inference rules for the implication of MVDs in the RDM.

Reflexivity axiom, extension rule, transitivity rule, pseudo-transitivity rule, complementation rule, implication rule and mixed pseudo-transitivity rule from Theorem 1.6 form a minimal set of inference rules for the implication of FDs and MVDs in the RDM.

The complementation rule has a distinguished role among the rules of Theorem 1.9. There are a few papers [32, 46, 204] which point out the significance of this rule. The complementation rule is the only rule that does not have a direct analogue in the axiomatisation of functional dependencies, since it is the only rule that takes into account the context of the dependencies, that is, the underlying relation schema R, while all others apply independently of whatever relation schema the attributes are embedded in. It is therefore interesting to study whether one can obtain a (minimal) sound and complete set of inference rules that does not include the complementation rule. The R-axiom $\emptyset \rightarrow R$ introduced in [46], is a very weak form of the complementation rule. The following result was shown in [46].

Theorem 1.10. R-axiom, augmentation rule and pseudo-transitivity rule form a minimal set of inference rules for the implication of MVDs.

In this thesis an attempt is made to extend the majority of the previous results from relational databases to complex-value databases which support several type constructors.

1.1.4 Additional Remarks and Literature

As said before, it is not intended to give a complete summary of results on FDs and MVDs. Instead the previous section was more a reminder of those results which are to be extended to complex-value databases in this thesis. Therefore, there are many interesting topics in dependency theory which have not yet been mentioned at all.

First of all, the book [264] identifies more than 90 different classes of relational dependencies, and axiomatisations and remarks on the implication problem for many of these
classes are discussed. The papers [109, 158, 278] all provide excellent surveys on the motivations and history of research into relational dependencies.

Research on general integrity constraints considered from the perspective of first-order logic is presented in [119]. Other early work in this framework includes [212] which observes that FDs and MVDs have a natural representation in logic, and [213] which considers incremental maintenance of integrity constraints under updates to the underlying state.

FDs were introduced by Codd [71]. The axiomatisation is due to Armstrong [15, 16]. The implication problem was studied in [29, 191]. Several alternative formulations of FD implication, including formulation in terms of the propositional calculus perspective, are mentioned in [158]. They are due to [74, 75, 240].

Armstrong relations, i.e. relations which precisely satisfy a given set of FDs and its implications, were introduced and studied in [31, 106, 107]. Interesting practical applications of Armstrong relations are proposed in [196, 251]. The idea is that, given a set $\Sigma$ of FDs, an Armstrong relation for $\Sigma$ with natural column entries is presented to a user, who can then determine whether $\Sigma$ includes all of the desired restrictions.

The structure of Armstrong relations specified by a set of FDs is studied in [125, 147]. Interesting results on the combinatorial structures that arise from certain classes of dependencies can be found in [89, 90, 91, 92, 93, 94, 95, 96].

FDs on linear-ordered data domains are introduced and axiomatised in [211]. Order dependencies are studied in [124] which extend FDs to incorporate information involving partial order. A sound and complete set of inference rules is proposed and the implication problem of order dependencies is shown to be coNP-complete.

Multi-valued dependencies were discovered independently in [86, 103, 303]. They were generalised in [7, 212, 234]. The axiomatisation of FDs and MVDs is from [32]. The construction of Armstrong databases for FDs and MVDs can be found in [32, 288]. A probabilistic view of MVDs in terms of conditional independence is presented in [227, 228]. This provides an alternative motivation for the study of such dependencies.

The book [197] provides an in-depth coverage of relational schema design, including both the theoretical underpinnings and other, less formal factors that go into good design. Extensive treatments of the topic are also found in [81, 115, 181, 274, 292]. References [161, 162, 163] illustrate the many difficulties that arise in schema design, primarily with a host of intriguing examples that show how skilled the human mind is at organising diverse information and how woefully limiting data models are.

The area of normal forms and relational database design was studied intensively in the 1970s and early 1980s. Much more complete coverage of this topic than presented here may be found in [81, 181, 192, 274, 292]. Some of the most important papers in this area should be mentioned here. First normal form [68] is actually fundamental to the relational data model: a relation is in first normal form if each column contains only atomic values. This restriction shall be relaxed in this thesis. References [69, 70] raised the issue of update anomalies and initiated the search for normal forms that prevent them by introducing second and third normal forms. The mostly used definition for third normal form is from [304]. Boyce-Codd normal form was introduced in [72] to provide a normal form simpler than third normal form. Another improvement of third normal form is proposed in [186].
Fourth normal form was introduced in [103]. Even richer normal forms include project-join normal form [104] and domain-key normal form [105].

Relational database design is a good example of how theory can have an important and direct influence on practice. Recent work on providing semantic justification for various normal forms is of fundamental importance, since it can provide us with an explanation of what we actually achieve by the process of database design [280].

In addition to introducing second and third normal form, [70] initiated the search for normalisation algorithms by proposing the first decomposition algorithms. This spawned other research on decomposition [88, 221, 236] and synthesis [41, 43, 293]. The fact that these two criteria are not equivalent was stressed in [234] where it is proposed that both be attempted. Early surveys on these approaches to relational design include [30, 102, 235]. Algorithms for synthesis into third normal form include [41, 49], for decomposition into BCNF include [270], and for decomposition into fourth normal form include [103, 133]. Computational issues raised by decompositions are studied in [29, 112, 190, 270] and elsewhere. Reference [132] presents a good heuristic for finding covers of the projection of a set of FDs. The third normal form synthesis algorithm begins with a minimal cover of a set of FDs. Maier [191] shows that minimal covers can be found in polynomial time. Investigations on minimal covers of sets of MVDs can be found in [216].

The more formal study of decompositions and their properties was initiated by [234], which considered decompositions into two-element sets and proposed the notion of independent components; and [17], which studied decompositions that are lossless and dependency-preserving. This was extended independently to arbitrary decompositions over FDs by [37] and [193]. Lossless join was further investigated in [276].

The idea that not all integrity constraints specified in a schema should be considered for the design process was implicit in the works on semantic data models (e.g. [63, 184, 185]). It was stated explicitly in connection with relational schema design in [108, 247]. An extensive application of this approach towards schema design that incorporated both FDs and MVDs is in [34]. A very different form of decomposition, called horizontal decomposition, is introduced in [85]. This involves splitting a relation into pieces, each of which satisfies a given set of FDs.

Finally, the reader is referred to [47, 48] for a critique on the overall achievements and prospects of database design.

### 1.2 Challenges with Complex-value Databases

The second part of the introduction starts with a brief overview of data models that have been used for extending the RDM. For each class of these data models it is highlighted which types of complex objects are supported.

#### 1.2.1 Extensions to the Relational Data Model

The relational data model has gained acceptance in the market place to such a degree that many database users expect their database systems to be relational by default. However,
users are demanding new facilities which are not directly supported by the model. Such facilities include support for deduction mechanisms, complex non-first normal form data, object-oriented features and production rules. The availability of database systems on a wide variety of computer platforms has meant that there is a growing demand for the use of databases in non-business applications, such as office automation, computer-aided design, multimedia, text retrieval, expert systems and scientific applications such as geographical and statistical analysis. This demand is a motivating factor for extending the relational model to provide such new facilities.

Semantic Data Models. Relational database management systems represent information in a simple record-based format. Semantic data models provide richer data structuring capabilities for database applications. Research in this area has articulated a number of constructs that provide mechanisms for representing structurally complex interrelations among data typically arising in commercial applications. Semantic models were developed to provide a higher level of abstraction for modelling data, allowing database designers to think of data in ways that correlate more directly to how data arises in the world [25, 64, 269]. The primary components of semantic models are the explicit representation of objects, attributes of and relationships among objects, type constructors for building complex types, ISA relationships, and derived schema components. Commonly, semantic data models support at least two constructed types: aggregation and grouping. An example for aggregation is for instance a type Address which is composed out of Street, City and Zip. It allows the user to focus on the abstract notion of Address while ignoring its component parts. Grouping is used to build sets of elements of an existing type, for example the atomic type Language can be used to construct the type spoken Language which represents the set of languages a particular person speaks. In general, three advantages of semantic data models over traditional, record-oriented systems are observed [149]:

- increased separation of conceptual and physical components,
- decreased semantic overloading of relationship types,
- availability of convenient abstraction mechanisms.

Historically, almost all semantic data models have focused almost exclusively on aggregation and grouping. Primary examples of such data models are the Entity-Relationship model [63], the functional data model [164, 250] and the semantic data model [136]. The Entity-Relationship model was the first semantic data model centered around relationships, not attributes. It views the world as consisting of entities and relationships among entities. The functional data model was the first of a number of semantic data models based on explicit representation of attributes. It is a simple, elegant model with easily understood visual representation. One of the major benefits of this model is the capacity to reference functions directly when manipulating properties of objects. Further examples of semantic data models include the semantic association model SAM* [259], which is oriented in part to scientific and statistical applications and supports sets, vectors, ordered sets and matrices, IFO [4] and SHM+ [54]. An excellent overview of semantic database modelling is [149]. Over the last years there have been several attempts to improve the
original Entity-Relationship model from [63]. A theoretically well-founded extension with proven applicability is the Higher-Order Entity-Relationship model [264, 265]. It introduces complex attributes, entity-, relationship- and cluster types of higher order which enhance a natural modelling process. Cluster types represent the disjoint union of relationship types.

The Nested Relational Data Model. If we interpret a domain as a data type, which can have potentially arbitrary complexity, then we should also allow relation-valued attributes as a special kind of data type. This argument from [82] becomes quite convincing realising that SQL supports domains such as character strings and dates, which can be viewed as aggregates of simpler data types, i.e., single characters and day, month and year, respectively.

The original proposal for generalising the relational model to allow entries in relations to be sets is often attributed to Makinouchi [195]. An extensive coverage of the field can be found in [148]. The nested relational data model is studied in [156, 179, 238, 267].

The nested relational data model distinguishes between atomic attributes such as PName, and relation-valued attributes such as (Hobby)* or (Child, Age)*. Values over PName are atomic, while (Hobby)*-values are relations over a relation schema with attribute Hobby and (Child, Age)*-values are relations over a relation schema with attributes Child and Age. Relation-valued attribute values can be empty, i.e., their value can be the empty set \( \emptyset \). In the following nested relation \( r \), Kane does not have any hobbies and Sebastian does not have any children.

<table>
<thead>
<tr>
<th>PName</th>
<th>(Hobby)*</th>
<th>(Child, Age)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kane</td>
<td></td>
<td>Jill</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jacob</td>
</tr>
<tr>
<td></td>
<td></td>
<td>John</td>
</tr>
<tr>
<td>Sebastian</td>
<td>tennis, movies</td>
<td></td>
</tr>
<tr>
<td>Jeff</td>
<td>photography, reading</td>
<td>Maria</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

Besides the common relational algebra operators from the relational data model, the nested relational algebra extends the relational algebra with NEST and UNNEST which restructure relations, and empty which creates a nested relation with a single relation-valued attribute which is empty. The NEST operator transforms a nested relation into a “more deeply” nested relation while the UNNEST operator transforms a nested relation into a “flatter” nested relation. As an example, the following table shows the unnesting of the previous nested relation \( r \) with respect to (Hobby)*.

<table>
<thead>
<tr>
<th>PName</th>
<th>Hobby</th>
<th>(Child, Age)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sebastian</td>
<td>tennis</td>
<td></td>
</tr>
<tr>
<td>Sebastian</td>
<td>movies</td>
<td></td>
</tr>
<tr>
<td>Jeff</td>
<td>photography</td>
<td>Maria</td>
</tr>
<tr>
<td>Jeff</td>
<td>reading</td>
<td>Maria</td>
</tr>
</tbody>
</table>
1.2. CHALLENGES WITH COMPLEX-VALUE DATABASES

Due to a result in [222], the power of the nested relational algebra is equivalent to that of the flat relational algebra. So the power of the nested relational algebra lies in its ability to represent and manipulate nonflat data rather than in its ability to pose additional queries that cannot be expressed in the flat relational algebra.

Nested relations can be viewed in the wider context of complex object types. It is assumed that a collection of atomic object types are available, where the values of each such atomic type are taken from an atomic domain. An object type can now be defined as a tree whose leaves represent atomic object types, and whose internal nodes represent the application of either the tuple construct, which aggregates its children object types into a tuple, or the set construct, which groups its single child object type into a set. Thus a nested relation type is a special case of a complex object type, where the root of the tree represents a tuple construct, each child node of a node representing a tuple construct either represents a set construct or an atomic object type, and the single child node of a node representing a set construct represents a tuple construct.

Normal form proposals within the Nested Relational Data Model have been based on the appropriate nesting of a flat relation schema with respect to a given set of functional and multi-valued dependencies defined on the flat schema. Examples for such normal form proposals include [187, 207, 215, 217, 237, 238, 262]. A comparison of the various normal forms proposed in [207, 215, 217, 237, 238] can be found in [206]. The work in [284] characterises data equivalence of nested relation schemata in partitioned normal form. One major result is that two schemata in partitioned normal form are data equivalent if and only if the sets of multi-valued dependencies induced by the corresponding schema trees are equivalent. A further reference for many topics on nested relations in databases is [3].

Object-Oriented and Object-Relational Data Models. The main characteristics of object-oriented database systems are described in the database manifesto [20]. It is proposed that the first mandatory feature of any object-oriented database shall be the support of complex objects with orthogonal behavior: “Thou shalt support complex objects”. Complex objects mentioned are records, sets, bags (multisets) and lists. As a minimum set of supported complex objects they consider records, sets and lists. The work in [243] proposes to classify data models according to the underlying type system which may include records, sets, lists, bags, unions, and recursion. It is in fact this approach that will be followed in this thesis.

Collections of papers on object-oriented databases can be found in [22, 166, 306]. An influential discussion of some foundational issues around the object-oriented database paradigm is [28]. An important survey of subtyping and inheritance from the perspective of programming languages, including the notion of domain-inclusion semantics, is [62]. Further examples of object-oriented data models are [114, 121].

Object-oriented databases are, of course, closely related to object-oriented programming languages. The first of these is Smalltalk [128], and C++ [257] is fast becoming the most widely used object-oriented programming language. Several commercial object-oriented database systems are essentially persistent versions of C++. Several object-oriented ex-
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Extensions of Lisp have been proposed; the article [50] introduces a rich extension called CommonLoops and surveys several others.

There have been a number of approaches to provide a formal foundation [6, 28, 150, 165, 243] for object-oriented databases. We can also cite as precursors attempts to formalise semantic data models [4] and object-based models [151, 172]. Recent graph-oriented models, although they do not stress object orientation, are similar in spirit (e.g. [134]).

The paper [262] proposes an object normal form, but is mainly dealing with semantic issues as opposed to removing redundancy. Further papers that consider path functional dependencies in pointer-based data models are [51, 153].

The book [256] specifically explores the marriage of relational databases with object technology resulting in object-relational database systems. A further example for such a proposal is [244]. An object-relational database can be defined as one which supports SQL3 [83, 203]. Four fundamental characteristics of object-relational DBMSs are identified in [256]: (i) the ability to add to the database system user-defined data types and functions operating on these types (this can be viewed as an abstract data type facility), (ii) the ability to construct complex object types via general purpose type constructors, (iii) the ability to define supertypes and subtypes together with the support of inheritance from supertype to subtype, and (iv) support for active database rules or alternative triggers.

Hypertext Data Models. An emerging field in the broad area of information systems is that of hypertext (or more generally hypermedia), whose aim is to provide database support for networks of “electronic documents” which are logically linked together. Hypertext is concerned with authoring, managing, designing and navigating through the electronic documents of such networks. The vision of virtual electronic libraries is becoming a reality and hence there is a strong need for a formal data model of hypertext. Although it would be naive to consider a data model of such an electronic library to be an extension of the relational model, relational database theory can provide inspiration for the development of such a data model. A hypertext database can be viewed as an instance of a semistructured database in the sense that such a database does not come with a separate schema, since it does not have a regular structure. Although the digraph representing a hypertext database is unstructured, individual pages may have some structure attached to them. For instance, pages which are HTML documents have some structure attached to them in the form of informational tags, but these are insufficient for the purpose of constructing a relation schema over the document space. Semistructured data is often self-describing in the sense that its internal structure, when it exists, can be inferred from the data itself.

The eXtensible Markup Language (XML, [53]) has emerged as the standard for information exchange between Web applications. It offers a convenient syntax for representing data from heterogeneous sources, but provides little semantic information. To specify the semantics of XML data, a variety of approaches have been proposed: type systems [36, 67, 84, 177, 268], description logics [61], meta-data descriptions [200] etc. As some of these proposals [84, 177, 268] point out, integrity constraints are important for semantic specifications of XML data. In addition, they are useful for query optimisation [97, 116], update anomaly prevention [5], and for information preservation in data integration [2, 67].
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The emergence of XML has recently led to a revival of dependency theory and resulted in many research papers on that topic.

The work in [111] proposes an extension of XML DTDs (document type definitions) that specifies both syntactic structure and integrity constraints for XML data. The authors investigate keys, foreign keys, inverse constraints and ID constraints for capturing the semantics of object identities in the framework of XML. Some complexity and axiomatisation results for the (finite) implication problems for these constraints are established. In [110] the consistency problem whether there is an XML document that conforms to a DTD and satisfies a given set of keys and foreign keys is studied. In general, this problem turns out to be undecidable, but it is proven to be \( NP \)-complete for unary keys and foreign keys. Arenas and Libkin define functional dependencies in terms of paths in DTDs and propose a normal form for XML documents in [14]. They show, in particular, that the implication problem for their class of functional dependencies is not finitely axiomatisable. For so-called simple DTDs, however, the implication problem is shown to be solvable in quadratic time. For relational DTDs the implication problem is \( NP \)-complete, for disjunctive DTDs it is shown to be \( coNP \)-complete. The authors continue their work on normalisation in the context of XML in [13]. Here, they use techniques of information theory to define a measure of information content of elements in a database with respect to a set of constraints. The papers [11, 12] demonstrate the costly effect of slightly changing the semantics of keys, foreign keys and uniqueness constraints in XML schema design. In particular, known hardness results on consistency checking extend to XML schemata, but tractability results do not. It is shown that even without foreign keys, and with very simple DTD features, checking consistency of XML schemata is intractable. The papers [56, 57, 58, 59] investigate integrity constraints in XML and semi-structured data as well, and particularly focus on different proposals for XML keys and foreign keys, path and inclusion constraints. The work in [285] extends the definition of functional dependencies in incomplete relations to XML documents. The authors argue that their approach overcomes difficulties with the approach in [14]. In particular, they give a precise syntactic definition of strong satisfaction of an XFD in XML documents and do not require the existence of a DTD as opposed to [14]. In [286], the same authors consider multi-valued dependencies in the context of XML. They justify their definition of an XMVD by showing that for a very general class of mappings from relations to XML, a relation satisfies an MVD if and only if the corresponding XML document satisfies the corresponding XMVD. In [287], a normal form based on XFDs and XMVDSs is proposed and formally justified by showing the absence of redundancy in those XML documents which are in the normal form proposed.

Complex Objects in other Fields of Application. Complex values have been subject to studies in the deductive and temporal database community for some time. An overview of integrity constraints in deductive databases is provided in [19]. Unique key constraints for deductive databases are proposed in [305]. Dependency theory has also been extended to deal with future and past, i.e., to temporal databases in [123, 169, 296]. One approach in temporal databases is to express integrity constraints as essentially arbitrary sentences in some temporal logic [10, 65, 66, 188]. An alternative approach examines restricted classes
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of temporal integrity constraints, which may be called temporal dependencies [294]. This approach is also used in [297] to explore temporal functional dependencies in the context of complex objects, i.e. temporal databases that include object identity.

The papers [208, 233] emphasise the importance of including a list constructor in deductive database models. Trees, lists, finite sets and multisets are considered in [80, 291] where the complexity of checking whether a query defines a nonempty set is studied for nonrecursive queries. Logic programming with sets is considered in [170, 171].

The need for lists arises from applications that store ordered relations, time-series data, meteorological and astronomical data streams, runs of experimental data, multidimensional arrays, textual information, voices, sound, images, video, etc. Recently, bioinformatics has become a very important field of research. Of course, lists and sets occur naturally in genomic sequence databases [55, 183, 248].

Set-valued attributes appear in several application domains, e.g. in retail databases they can represent the set of different products purchased by a customer, in multimedia databases they can be used to represent the set of objects contained in an image, in web server logs they correspond to web pages and links visited by a user. Finally, in data mining applications set-valued attributes are commonly used to store time-series and market basket data.

The multiset is a notion that has appeared again and again in many areas of mathematics and computer science, sometimes called a bag. As a data structure this notion stands “in-between” strings/lists, where a linear ordering of symbols/items is present, and sets, where no ordering and no multiplicity is considered; in a multiset only the multiplicity of elements matters, not their ordering. Actually, in between lists and multisets we also have pomsets, partially ordered multisets.

Confining ourselves to computer science, we may mention many areas where multisets are used: formal power series, Petri nets, databases, logics, formal language theory (in relation with Parikh mapping, commutative grammars, etc.), concurrency and so on. In the last few years, the notion has occurred in a rather natural way in the molecular computing area. An aqueous solution of chemical compounds, swimming together in a given space, without any given spatial relation between individual elements, is just a multiset. Actually, chemical metaphor was used several years before the occurrence of what is now called molecular computing, as the basic ingredient of the Gamma language [21] and the Chemical Abstract Machine [44]. Then, multisets were used in relation with DNA computing [8, 159, 224], especially in the context of computing by splicing (H systems): taking into account the number of DNA molecules proved to be a very powerful feature of H systems, leading to computational completeness.

In the prolongation of the chemical metaphor, the membrane computing area has recently emerged [99, 225, 226], as an abstraction of the living cell structure and biochemistry: in the compartments defined by a membrane structure, one processes multisets of chemical compounds, denoted by symbols or by strings over a given alphabet.

For a recent survey on the use of multisets in various areas of logic and computer science see [60], in which [174] specifically focuses on database systems. Multisets also appear in logic [23], linguistics [73, 131], artificial life [260, 261], etc. Several papers have considered
fuzzy variants of multisets \([182, 299]\) while \([126]\) and \([24]\) deal with pomsets.

### 1.2.2 Real-World Examples for Complex Constraints

This section shall be used to give a few typical “real-world” examples in which constraints among complex data types appear. The descriptions of the various applications as well as the description of the constraints are all informal in this section. Later on, the examples will be formalised and used as illustrations for several notions and algorithms.

**Bioinformatics.** According to \([209]\), GenBank is the NCBI genetic sequence database, an annotated collection of all publicly available DNA sequences. There are approximately 28,507,990,166 bases in 22,318,883 sequence records as of January 2003. GenBank is part of the International Nucleotide Sequence Database Collaboration, which comprises the DNA DataBank of Japan (DDBJ), the European Molecular Biology Laboratory (EMBL), and GenBank at NCBI. These three organisations exchange data on a daily basis.

A detailed description of every field in a GenBank record can be found in \([210]\). For the purposes of this thesis, a simplified description of such a GenBank record shall suffice.

The record starts with a nucleotide sequence, i.e., a sequence of A, C, G, T representing the four nucleotide bases adenine, cytosine, guanine and thymine, respectively. The total number of each of these bases is recorded as well. Regions of biological interest within the original nucleotide sequence are known as genes. The information of such a gene consists of the start and end position of the subsequence within the original sequence, the subsequence itself and a translation of this subsequence into a sequence of amino acids. An amino acid is represented by a letter and is encoded by a triplet of nucleotide bases.

The following nucleotide sequence belongs to the organism *Saccharomyces cerevisiae* (budding yeast) and is taken from \([210]\).

```plaintext
1 gatccctcat atacaacggt attccacact caggtttaga ttcacaacac ggaaccattg
61 cgacactagag acaggttaggt atgctcgaga gttacaagct aaaacgacga tgaatctgct
121 ctgcaatgca agccggtggc aaactgctgta ggggtgagtt ccaacgtcag cgaagacca
181 gaacgccggc aagcgggtta aaatggagag acataactatt catcacttaga ccggcaggtt
241 ccaactgctc attattatat cctttcttaa gttattaactt gtaatctggcc gcgtcgttgtt
301 cgccggtgca cagctttaat gttcagtaga ccccttccca ttatcaaatg tttggagatt
361 aggctcgggt tccttaaatg tttggagctt cttgctgctt gtttccctag tttttcattt
421 aatacctctg gatagttgct tttaagatag cctttgggtt ctcctcctcc tcccttacta
481 ggtgcgctgc tcttctgctg ttgccccacc cgcgtggtgg gttgctgttgc gttgctggtg
541 ttatactctt cctttgcttg ttgatgttgc ctcttgaagg tgcggtggct gcgtctgcgtt
601 ataattcttt ctaataatca aatgaaaaa ttgatggcag ctcgctggtg tttggagagtt
661 ctggtatcag gccttctgctg ttgggttgcg gttgcttggct cttttgtggc tttggagagtt
721 ctggtatcag gccttctgctg ttgggttgcg gttgcttggct cttttgtggc tttggagagtt
781 ctaaatcatt ccttcagctg ctcgctcaag ctcgctcaag ctcgctcaag ctcgctcaag
841 ctggtatcag gccttctgctg ttgggttgcg gttgcttggct cttttgtggc tttggagagtt
901 ctggtatcag gccttctgctg ttgggttgcg gttgcttggct cttttgtggc tttggagagtt
961 tctttctcgct ctcttgcttg ttgatgttgc ctcttgaagg tgcggtggct gcgtctgcgtt
1021 ctcgcttctt ctcttgcttg ttgatgttgc ctcttgaagg tgcggtggct gcgtctgcgtt
```
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All over, there are 1510 As, 1074 Cs, 835 Gs and 1609 Ts. The subsequence that starts with the first underlined bold upper-case A and finishes with the second underlined bold upper-case A encodes the so-called plasma membrane glycoprotein. It starts at position 687 and finishes at position 3158 within the original sequence. The subsequence contains 2472 bases. The encoded protein consists therefore of 824 amino acids:

```
MTQLIQSLLLLTASLHLVVATYPYEPIKQYPVVARVNESTFTQISNDTTYKSSVD
KTAQITYNCDFGLPSWLSFDSSRTSFGEPSSDDLSDANTTLYFNILEGTDSADSTSL
NTYQFVVTNRPSILSSDFNLLALLKNYYGTYNGKNAKLDNPENVFNVTFDRSMFTNE
ESIVSYGGRSLYNAPLNPWLFDSLUNKFTGTAPVINSAPIETSYSFVIATDIEG
FSAVEVEFELVIGAHQHTSIIIQNLINHIDTGNVSYDLNYVIDLEEPPISSKLG
INLADPDWALDNATISGSVPDELGBKSNPANFSIVYDTYGVDVFVNFVEVSTTDL
LFAISLPLNINATRGEWFSYYFLPSQFTTYVNTYMVLEFTNSQDHWVFQSSNLT
AGEVPKNFDKLSSLGLKANQGSQSQELYFNIIGMDSKTHSNHANATSTRSSHHSTST
SSYTSSTYTAKISSSTAAATSSAPAALPANKTSSHNKAVAIACGVAIPGLVIVAL
ICFLIFWRRRRENPDENLPHAISGDNLNPANKPNQENATPLNPNFDDASSYDSTS
IARRLALNNTKLHNHSTISVDEKRDSDLNMGMTYNDQFQESKEELAKPPVQ
PPESPPFDQPNNSSSYVMDESEPAVNKSWRTGNLSPSDIVRDSYGQKTVDATEKFLD
LEAPEKEKRTSRDVTMSSLDPSNISPSVPRKSVTSPVNTYKLRNHQLNIQDSQS
GKNIGITPTTMSTSSDDFVPVKDGENFCWHSVMDPRSRPSKKRLVDFSNKSNVNGQV
KDIHGRIPEML.
```

We list a number of constraints that a database designer may choose to specify for this (simplified) application:

1. The original nucleotide sequence determines the total number of each of the four bases.
2. All four total numbers of bases determine the length of the original nucleotide sequence.
3. The length of the original nucleotide sequence together with the total numbers of any three bases determines the total number of the remaining base.
4. The original nucleotide sequence together with start and end position of the subsequence determines the subsequence itself.
5. The nucleotide subsequence determines the sequence of amino acids.
6. The length of the nucleotide subsequence determines the length of the amino acid sequence and vice versa.
7. The start position of the subsequence together with the length of the subsequence determine the end position of the subsequence.
8. The end position of the subsequence together with the length of the subsequence determine the start position of the subsequence.
9. Start and end position of the subsequence together determine the length of the subsequence.

Note that the length of the amino acid sequence is simply one third of the length of the nucleotide subsequence. The database schema for this example will be formalised in Example 2.2 on page 48, the constraints in Example 3.3 on page 53.

In order to explain a different kind of constraint we look at a further example of nucleotide sequences. Suppose one would like to compare two nucleotide sequences each of which has a certain characteristic, say a fixed starting sequence and a certain number of occurrences of a particular base. Apart from the two starting sequences and from the two numbers of occurrences of a certain base, the database stores a list of pairs of nucleotide bases. First and second component in the \( k \)th pair of that list are the \( k \)th element of the first and second nucleotide sequence, respectively. Such a database might be helpful to find good alignments of nucleotide sequences.

As an example we compare the candidates AACGA and AATGA for a sequence with starting sequence AA and three occurrences of an A with the candidates AATCT and AATTC for a sequence with starting sequence AAT and two occurrences of a T. Moreover, we compare the candidates CGGC and CGCG for a sequence with starting sequence CG and two occurrences of a G with the candidates CATT, CTAT and CCAC for a sequence with starting sequence C and one occurrence of an A. The first comparison results in the first four tuples of the following database, the second comparison in the last six tuples:

\[
\begin{align*}
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,A),(G,T),(C,T)\}), \\
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,T),(G,A),(C,T)\}), \\
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,C),(G,A),(C,C)\}), \\
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,A),(C,T),(G,T)\}), \\
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,T),(C,A),(G,T)\}), \\
&([C,G],[C],(2,G),(1,A),\{(C,C),(G,C),(C,A),(G,C)\}).
\end{align*}
\]

A constraint that a database designer of this database may want to specify is the following. Both starting sequences together with both numbers of occurrences of a nucleotide base determine the set of lists of the first component, independently from the set of lists of the second component. That is, if there are two elements of the database which have the same starting sequences and the same number of occurrences of the two particular nucleotide bases, then there is another element in that database which is coincident with the first element on the first nucleotide sequence (and the starting sequences and number
of occurrences of nucleotides) and coincident with the second element on the second nucleotide sequence. Take for instance the second and third element of the snapshot above. They have the same starting sequences and the same number of occurrences of the two nucleotide bases. The first element of the database is the witness for the satisfaction of the constraint above: its list of first components is the list of first components of the second element, and its list of second components is the list of second components of the third element. The database schema for this example will be formalised in Example 2.3 on page 48, the constraints in Example 4.2 on page 95.

Image Processing. Halftoning is one of the oldest applications of image processing, since it is essential for the printing process. With the evolution of computers and their gradual introduction to typesetting, printing, and publishing, the field of halftoning that was previously limited to the so-called halftoning screen [271] evolved into its successor: digital halftoning. Today, digital halftoning plays a key role in almost every discipline that involves printing and displaying. All newspapers, magazines, and books are printed with digital halftoning. It is used in image display devices capable of reproducing two-level outputs such as scientific workstations, laser printers, and digital typesetters. It is also important for facsimile transmission and compression.

There are many methods to perform digital halftoning. They can be grouped in three major categories:

1. dithering [205, 245, 271, 272],
2. error diffusion [117, 155, 160, 254, 258], and
3. direct binarisation [219, 246].

Error diffusion revolutionised the digital halftoning field and has given the spark for the development of a great number of new methods. Error diffusion is based on the simple principle that once a pixel has been quantised, thus introducing some error, this error should affect the quantisation of the pixels in the region of its neighbors.

Digital halftoning is an application of the matrix rounding problem [18]. The problem is to convert a continuous-tone image into a binary one that looks similar. The input matrix $A$ represents a digital (gray) image, where $a_{ij}$ represents the brightness level of the $(i, j)$-pixel in the $N \times N$ pixel grid. Typically, $N$ is between 256 and 4096, and $a_{ij}$ is an integral multiple of $\frac{1}{256}$; this means that we use 256 brightness levels. If we want to send an image using fax or print it out by a dot or ink-jet printer, brightness levels available are limited. Instead, we replace the input matrix $A$ by an integral matrix $B$ so that each pixel uses only two brightness levels, i.e., black or white. Here, it is important that $B$ looks similar to $A$; in other words, $B$ should be a good approximation of $A$. A typical family of regions is given by the set of all submatrices of a certain form. In this sense, a good approximation of input matrix $A$ is a $\{0, 1\}$-matrix $B$ that minimises the distance $\sum_{(i,j) \in R} a_{ij} - \sum_{(i,j) \in R} b_{ij}$ for all $R \in \mathcal{R}$. Herein, $\mathcal{R}$ denotes the set of regions, for instance the set of all pairs of indices that denote $2 \times 1, 1 \times 2$ and $2 \times 2$ submatrices. A region has therefore one of the following
forms

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix}
\quad \begin{pmatrix}
a \\
b
\end{pmatrix}
\quad \begin{pmatrix}
a \\
b
\end{pmatrix}
\]

and can be represented as a list of either two or four elements. Of course, the regions can have all different kinds of shapes in practice. In order to make the example more illustrative, we assume from now on that the input matrix has entries in \(\{0, \frac{1}{2}, 1\}\), i.e., uses three brightness levels. Input regions can be best approximated by a number of different output regions. All inputs with overall brightness \(\frac{1}{2}\) and length two, i.e. \([\frac{1}{2}, 0]\) or \([\frac{1}{2}, 0]\), could be mapped to any of \([0, 1]\), \([1, 0]\) or \([0, 0]\), each of which has distance \(\frac{1}{2}\). In this sense, the set of input regions \(\{[0, \frac{1}{2}], [\frac{1}{2}, 0]\}\) is determined by the overall brightness of the input region \(\frac{1}{2}\) and the length of the input region (2), independently of the set of output regions \(\{[0, 1], [1, 0], [0, 0]\}\). This is true for any inputs and outputs, e.g., all inputs with overall brightness \(\frac{1}{2}\) and length four such as \([0, 0, 1, \frac{1}{2}]\) can be mapped to any of \([0, 0, 0, 1], [0, 0, 1, 0], [0, 1, 0, 0], [1, 0, 0, 0], [0, 0, 1, 1], [0, 1, 0, 1], [1, 0, 0, 1], [0, 1, 1, 0], [1, 0, 1, 0], [1, 1, 0, 0]\).

Consider a database which stores input and output regions as lists together with the overall brightness of the input region. It is then desirable to find a \(\{0,1\}\)-matrix \(B\) that has for every of the possible regions of input matrix \(A\) a corresponding output region that is stored in the database. The input matrix \(A = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{pmatrix}\) has for instance the approximation \(B = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\). Every \(2 \times 2\) matrix has five input regions and the mappings that produce \(B\) from \(A\) are as follows: \([0, 0] \mapsto [0, 0], [\frac{1}{2}, \frac{1}{2}] \mapsto [0, 1], [0, \frac{1}{2}] \mapsto [0, 0] \) (left column), \([0, \frac{1}{2}] \mapsto [0, 1] \) (right column) and \([0, 0, \frac{1}{2}, \frac{1}{2}] \mapsto [0, 0, 0, 1]\).

The matrix \(\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}\), however, is not an approximation of \(A\) as the region \([\frac{1}{2}, \frac{1}{2}]\) should not be mapped to \([0, 0]\).

Constraints that a database designer may choose to specify for this application are the following:

1. The length of the input region determines the length of the output region, and vice versa.
2. The overall brightness and length of the input region together determine the set of all input regions independently from the set of the output regions.

In practice, the amount of information that needs to be stored depends on the set of regions considered and the brightness levels available. The database schema for this example will be formalised in Example 2.4 on page 48, the constraints in Example 4.3 on page 95.

Retailers. Consider a retailer which keeps track of its sales on a daily basis. For each day the sequence of incoming orders is stored. Every order consists of information about the customer who places the order, the collection of articles ordered, and the total value of the order. A customer is described by its name, address and payment details. Every article in
that order has a title, a description and a price. Besides the sequence of incoming orders, the retailer stores the different products which were sold that day. In fact, not only the title of the sold item is stored but also the name of the customer who bought it. Moreover, the company keeps information about the total value of sales, the total number of orders, the total number of products sold and the total number of shipplings for each day. A few reasonable constraints that a database designer may specify for this application are the following.

1. As the information is stored on a daily basis, the day determines the rest of the information.
2. The list of multisets of article titles determines the set of those items that were sold.
3. The list of multisets of individual article prices determines the list of total values of each order.
4. The list of total values of each order determines the total value of sales.
5. The list of customer names that placed an order determines the set of customer names that bought an item.
6. The list of multisets of article titles together with the name of the customer placing that order determines the set of sold item/customer information.
7. The length of the list of orders determines the number of orders and vice versa. In fact, these values are equal.
8. The list of individual numbers of articles in each order determines the total number of products.
9. Moreover, the list of individual numbers of articles together with the address of the customer who placed that order determines the total number of shipplings.

The database schema for this example will be formalised in Example 2.5 on page 48, the constraints in Example 5.2 on page 141.

### 1.3 Contributions

Apart from a few approaches, the support of complex object types by several data models has not led to investigations about the new expressive power for certain classes of dependencies. Research has rather focused on how to appropriately represent flat data using the types supported. The fact that the introduction of complex types results in constraints among the complex objects has more or less been neglected. Some approaches which do consider the new expressiveness will be discussed later on.

A further problem is given by the great amount of different data models. A key problem is to develop dependency theories (or preferably a unified theory) for most of these advanced data models. Biskup [47, 48] lists in particular two challenges for database design theory: finding a unifying framework and extending achievements to deal with advanced database features such as complex object types.

As in [243] we propose to classify data models according to the type constructors which are supported by the model. The RDM, for instance, is completely captured by the record
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type, the nested relational data model and most of the semantic data models by the record and finite set type. The Higher-Order Entity-Relationship model [264, 265] is captured by record, set and disjoint union type. According to the object-oriented database manifesto [20], at least record, set, list and multiset type need to be supported by any object-oriented database model. Union and reference type are also important for object-oriented database models and hypertext data models such as XML.

This view of data models allows to study problems in dependency theory for various classes of dependencies in the presence of various combinations of types, and gives a clear outline of future research, as illustrated in Figure 1.1.

![Fig. 1.1. Research on Dependency Theory](image)

It is of course not proposed that this is the ultimate line of future research as it cannot be assumed that dependency theory will be exactly the same in the future as today except with more type constructors. However, whenever a new data model arises that supports a certain complex data type, then the need to deal with these problems in the presence of this type does become apparent for that data model.

The goal of this thesis is to examine some of these problems along the data type dimension, and to extend current knowledge to that direction. In doing so, we are much more interested in the constraints among complex objects than in the appropriate representation of the flat data using the complex objects. Typical examples of constraints we are interested in are those from the previous section. The contributions of this thesis are as follows:

- proposal of a mathematically sound framework for the study of various dependency
classes in complex-value databases that is independent from any specific data model but classifies data models according to the data types that are supported,

- definition of functional dependencies in the presence of all combinations of record, list, set and multiset type that include at least the record type,
- definition of multi-valued dependencies in the presence of record and list type,
- complementary expressiveness to those dependency classes that have previously been studied in other data models,
- illustration of the relevance by real-world examples for complex constraints (e.g. genetic databases and retailer databases),
- minimal axiomatisations of functional dependencies in the presence of all combinations of record, list, set and multiset type that include at least the record type,
- provably-correct and polynomial-time algorithms that decide the implication problem of functional dependencies in the presence of all combinations of record, list, set and multiset type that include at least the record type,
- minimal axiomatisations for the class of multi-valued dependencies and the class of functional and multi-valued dependencies in the presence of records and lists,
- provably-correct and polynomial-time algorithms that decide the implication problem for the class of multi-valued dependencies and the class of functional and multi-valued dependencies in the presence of records and lists,
- the applicability of efficiently solving the various implication problems is demonstrated by proposing efficient algorithms for computing non-redundant covers of sets of dependencies and deciding whether a (set of) nested attribute(s) is a superkey with respect to a given set of dependencies,
- differences to the relational data model are highlighted and explained, for instance that MVDs imply non-trivial FDs in the presence of records and lists,
- proposal of the Nested List normal form (NLNF) for nested attributes with respect to functional dependencies in the presence of records and lists, including several semantic justifications and a provably-correct lossless NLNF decomposition algorithm,
- several open problems for future research are identified.

1.4 Outline

The first goal of this thesis is to introduce a theoretically well-founded data model which is sufficiently flexible to support different complex object types. The data model that will be introduced in Chapter 2 is algebraic in nature. Flat attribute names can be nested in various ways using for instance a record, list, set or multiset constructor. These nested attributes can be partially ordered according to the amount of information they represent. Having fixed a nested attribute it becomes interesting to study the structure that the set of all its subattributes carries. It turns out that in the presence of list, set or multiset constructor, the full toolbox of a Boolean algebra cannot be applied. Instead, the set of all subattributes of a fixed nested attribute carries the structure of a Brouwerian algebra (co-Heyting algebra).
In Chapter 3 and 4 the list type and its impact on two important uni-relational dependency classes is investigated in detail. Chapter 3 studies various problems for FDs. As it turns out, FDs can still be captured by a generalisation of Armstrong’s axioms in the presence of lists. Next the implication problem of FDs is studied, using a representation theorem for Brouwerian algebras which provides a different, topological view on this class of dependencies. This view allows to extend a provably-correct and linear-time algorithm for deciding implication of FDs in the presence of lists. Next, the problem of syntactically describing well-designed nested attributes with respect to a given set of FDs is addressed. The Nested List Normal Form is proposed and semantically justified in several ways. It is proven that a nested attribute is in Nested List Normal Form if and only if this nested attribute is free from redundancies with respect to the given set of FDs. Moreover, the equivalence of this normal form to the absence of various types of update anomalies is formally shown. Nested List Normal Form is strictly weaker than a simple generalisation of Boyce-Codd Normal Form due to a slight adaption of the notion of redundancy. Finally, the question how to obtain nested attributes in Nested List Normal Form is addressed.

Chapter 4 extends the notion of MVDs to the presence of lists. It is shown that MVDs are still equivalent to binary join dependencies, even in this extended context. This means that an instance satisfies an MVD exactly if this instance can be decomposed without loss of information. Next up, sound inference rules for the implication of FDs and MVDs are introduced. When attempting to show the completeness of these rules it becomes necessary to include a further rule which is trivial in the context of the RDM, but no longer trivial in the presence of lists. This rule allows to infer non-trivial FDs from MVDs, something that is impossible in the RDM. Given this rule, the completeness proof from the RDM can be generalised. A further difference to the RDM is revealed when the independence of the inference rules is studied. The relational counterpart of the join rule for MVDs is implied by other rules in the RDM, and is therefore not contained in the standard minimal set of inference rules. In the presence of lists, however, this join rule is independent from the counterparts of these rules in the minimal set. The Brouwerian complement rule plays a similar role as the complementation rule in the RDM. Finally, the implication problem for the class of FDs and MVDs is studied. A membership algorithm for computing the dependency basis of a nested attribute with respect to some set of FDs and MVDs is proposed for solving this problem, proven to work correctly and shown to work in polynomial time in the size of the input. In conclusion to this chapter the class of MVDs is studied. Minimal axiomatisations and a polynomial-time algorithm for solving the implication problem are provided, and a different, topological view on MVDs proposed.

In Chapter 5, the number of complex object types that are considered is increased. FDs are studied in all combinations of record, list, set and multiset type that contain at least the record type, see Figure 1.2.
First of all, the introduction of set or multiset type results in the failure of the extension rule for FDs. This means that the projection of a tuple on two subattributes does not determine the projection of that tuple on the join of these two subattributes. As a consequence, sets of subattributes need to be considered since they are semantically different from the join of these subattributes. This is a fundamental difficulty and results in a more sophisticated axiomatisation of FDs. There are situations, however, when the projection of a tuple on two subattributes still determines the projection of that tuple on the join of these two subattributes. A condition that implies the presence of such a situation is proposed. As a matter of fact, this condition turns out to characterise those situations precisely. Two new axioms are necessary to capture FDs in the presence of records, lists, sets and multisets. The completeness proof follows the lines of the traditional proof but requires deeper arguments. In fact, the proof remains still constructive, i.e., a two element instance is constructed where the elements are coincident exactly on the closure of a subattribute with respect to the set of FDs given. The construction of this two element instance is done inductively for flat, record and list type, but separate and direct arguments are given for set- and multiset case. The case of multisets involves some combinatorial arguments and takes advantage of some further facts on the structure of subattributes. The main result is a minimal axiomatisation for FDs in the presence of all combinations of record, list, set and multiset type that contain at least the record type, i.e. at least capture the RDM. Furthermore, the implication problem of FDs is studied in the same type contexts. An algorithm for deciding these problems is proposed, proven correct and to work in polynomial time in the number of subattributes and the number of FDs given.
Chapter 2

The Algebra of Nested Attributes

In this chapter the data model is introduced which all further studies in this thesis will be based on. The data model is abstract in the sense that it can be adapted to the particular data types of current interest, for instance lists, sets, multisets, unions, references etc. The record type by itself captures the RDM. Therefore, the record type will be present in each of the different type systems we are interested in.

The fundamental, yet simple, observation that led to this data model is based on the algebraic nature of the RDM. A relation schema $R$ forms a Boolean algebra with respect to set inclusion, union, intersection and complement. The RDM is a flat data model in the sense that any value in a relational database is a single value from the domain of the corresponding attribute. Nested attributes result from flat attributes by recursively applying various type constructors. These nested attributes can be partially ordered according to the level of information they represent. Thus, a subattribute represents at most as much information as any of its superattributes does. Therefore, the notion of a subattribute generalises the notion of a subset from the RDM.

The main objective of this chapter is the study of the algebraic structure of the set of subattributes for some fixed nested attribute. It turns out that even in the presence of various type constructors a powerful algebraic toolbox can still be applied. Although the structure of a Boolean algebra can no longer be maintained in general, a slightly less powerful framework can be utilised.

Short versions of the contents of this chapter have appeared as introductory sections in [139, 140, 141, 142, 143, 145, 146].

2.1 Brouwerian Algebras

Familiarity is assumed with such notions as partially-ordered set $(P, \leq)$, lattice $(L, \leq, \cup, \cap)$ and Boolean algebra $(B, \leq, \cup, \cap, (\cdot)\circ, 0, 1)$. The fundamental algebraic objects in this thesis are so-called Brouwerian algebras. These algebras have been introduced and studied by McKinsey and Tarski in [202] to establish precise connections with closure algebras in topology. We repeat the basic notions and results that will be important for our further studies. At the end of this chapter, some areas are listed which Brouwerian algebras have
been applied to. We start off with the basic definition of a Brouwerian algebra as it was introduced in [202].

**Definition 2.1.** An algebra \((B, \leq, \sqcup, \sqcap, -\lor, 1)\) is called **Brouwerian algebra** if and only if
1. \((B, \leq, \sqcup, \sqcap)\) is a lattice with top element 1, and
2. \(B\) is closed under \(-\lor\), and
3. for all \(a, b, c \in B\) the formulae \(a-\lor b \leq c\) and \(a \leq b \sqcup c\) are equivalent.

The operation \(-\lor\) is called *pseudo-difference*.

According to Definition 2.1, the pseudo-difference \(a-\lor b\) of \(b\) relative to \(a\) is the smallest \(c\) such that \(a \leq b \sqcup c\). Of special interest is the pseudo-difference when its first argument is the top element 1. For this case, a special notion and notation is introduced.

**Definition 2.2.** If \((B, \leq, \sqcup, \sqcap, -\lor, 1)\) is a Brouwerian algebra and \(a\) is any element of \(B\), the element \(-\lor A\) defined by \(-\lor a = 1 -\lor a\) is called the **Brouwerian complement** of \(a\).

It follows by the third property of Brouwerian algebras in Definition 2.1 that for all \(b, c \in B\), the formulae \(-\lor b \leq c\) and \(b \sqcup c = 1\) are equivalent. Consequently, the Brouwerian complement \(-\lor b\) of \(b\) is the smallest \(c\) with \(b \sqcup c = 1\). Next, we list some important and fundamental properties of Brouwerian algebras. They will be used in what follows, and have already been proven in [202, Theorem 1.3].

**Theorem 2.3.** Let \(B = (B, \leq, \sqcup, \sqcap, -\lor, 1)\) be a Brouwerian algebra. Then
1. \(B\) has a bottom element 1 determined by the formula \(0 = 1 -\lor 1\).
2. \(B\) is a distributive lattice, i.e., for all \(a, b, c \in B\) we have
   \[
a \sqcup (b \sqcap c) = (a \sqcup b) \sqcap (a \sqcap c) \quad \text{and} \quad a \sqcap (b \sqcup c) = (a \sqcap b) \sqcup (a \sqcap c).
   \]
3. If \(a \leq b\), then \(a-\lor c \leq b-\lor c\), \(c-\lor c \leq c-\lor a\), and \(-\lor b \leq -\lor a\).
4. \(a \leq b\) is equivalent to \(a-\lor b = 0\).
5. \(a \leq b \sqcup (a-\lor b)\).
6. \((a \sqcup b)-\lor c \leq a\).
7. \(a-\lor c \leq (a \sqcup b)-\lor c\).
8. \(c \sqcup (a-\lor b) = c \sqcup [(c \sqcup a)-\lor (c \sqcup b)]\).
9. \(c-\lor (a \sqcap b) = (c-\lor a) \sqcup (c-\lor b)\).
10. \((a \sqcup b)-\lor c = (a-\lor c) \sqcup (b-\lor c)\).
11. \(\neg a \leq a\).
12. \(\neg \neg \neg a = \neg a\).
13. \(\neg 0 = 1\) and \(\neg 1 = 0\).
14. \(a \sqcup \neg \neg a = 1\).

Next we are concerned with special constructions of Brouwerian algebras. Interesting for our purposes are finite direct products and augmentation of a new minimum. In fact, the next result shows that Brouwerian algebras are closed under finite direct products. The proof is immediate.
Theorem 2.4. Let \((B_i, \leq_i, \sqcup_i, \sqcap_i, \neg_i, 1_i)\) be a Brouwerian algebra for \(i = 1, \ldots, k\). Let \(B = (B, \leq, \sqcup, \sqcap, \neg, 1)\) be the algebra defined as follows:

- \(B = B_1 \times \cdots \times B_k = \{(b_1, \ldots, b_k) : b_i \in B_i\}\),
- \((b_1, \ldots, b_k) \leq (b'_1, \ldots, b'_k)\), if \(b_i \leq b'_i\) for \(i = 1, \ldots, k\), and
- \((b_1, \ldots, b_k) \circ (b'_1, \ldots, b'_k) = (b_1 \circ_1 b'_1, \ldots, b_k \circ_k b'_k)\) for \(\circ \in \{$$\sqcup, \sqcap, \neg$$\}$$.

Then \(B\) is a Brouwerian algebra. \(\Box\)

The following definition is again due to [202, Definition 1.6.].

Definition 2.5. If \(B = (B, \leq, \sqcup, \sqcap, \neg, 1)\) is a Brouwerian algebra and \(a\) is an element of \(B\), then we put \(B_a = (B_a, \leq, \sqcup, \sqcap, \neg_a, 1)\) where \(B_a\) is the set of all elements \(b\) of \(B\) such that \(a \leq b\) and \(b \neg_a c = a \sqcup (b \neg c)\) for arbitrary elements \(b, c\) of \(B_a\). \(B_a\) is referred to as the relativised subalgebra of \(B\) with respect to \(a\). \(\Box\)

If \(B\) is a Brouwerian algebra and \(a\) is any element of \(B\), then \(B_a\) is also a Brouwerian algebra, see [202, Theorem 1.7.]. The next result shows that Brouwerian algebras are closed under the augmentation of a new bottom element. This is proven as Theorem 1.9. in [202].

Theorem 2.6. If \(B\) be a Brouwerian algebra, then there exists a Brouwerian algebra \(B'\) with the following properties:

- The bottom element \(0'\) of \(B'\) is the only element of \(B'\) which is not in \(B\),
- \(B = (B')_a\) where \(a = 0\) is the bottom element of \(B\). \(\Box\)

Not every Brouwerian algebra is necessarily a Boolean algebra. The following result [202, Theorem 1.12.] describes the connection more precisely.

Theorem 2.7. Let \((B, \leq, \sqcup, \sqcap, \neg, 1)\) be a Brouwerian algebra. \((B, \leq, \sqcup, \sqcap, \neg, 0, 1)\) is a Boolean algebra if and only if \(a \sqcap \neg a = 0\) holds for every \(a \in B\). \(\Box\)

The condition \(a \sqcap \neg a = 0\) of the last theorem can be replaced by the formula \(a = \neg \neg a\) which holds in arbitrary Boolean algebras, but not in arbitrary Brouwerian algebras.

A Brouwerian algebra is also called a co-Heyting algebra or a dual Heyting algebra. While in a Heyting algebra the join of an element and its complement is not necessarily the top element, in a Brouwerian algebra the meet of an element and its Brouwerian complement is not necessarily the bottom element. The system of all closed subsets of a topological space is a well-known Brouwerian algebra. To illustrate this a bit further we define a topological space with respect to a closure operation as in [100, 201].

Definition 2.8. A topological space \(T\) is a structure \((S, \mathcal{C})\) where \(S\) is a set and \(\mathcal{C}\) an operation that maps subsets of \(S\) to subsets of \(S\) satisfying, for all \(A, B \subseteq S\):

- \(A \subseteq \mathcal{C}A\),
- \(\mathcal{C}A = A\mathcal{C}A\),
- \(\mathcal{C}(A \cup B) = \mathcal{C}A \cup \mathcal{C}B\).
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- $\mathcal{C}\emptyset = \emptyset$.

A subset $A$ of $S$ is closed just in case $\mathcal{C}A = A$. □

The closed elements of Definition 2.8 have the usual properties: $\emptyset, S$ are both closed, the set union of any pair of closed elements is closed, and the set intersection of arbitrarily many closed sets is closed as well.

As mentioned before, every family of closed subsets of a topological space carries the structure of a Brouwerian algebra [100, 201, 255, 263].

**Theorem 2.9.** Let $(S, \mathcal{C})$ be a topological space, and let $C$ be the family of closed subsets of $S$. Then $(\mathcal{C}, \subseteq, \cup, \cap, \setminus, S)$ is a Brouwerian algebra, where $\subseteq$ denotes set-inclusion, $\cup$ set-union, $\cap$ set-intersection, and $\setminus$ is given by $A \setminus B = \mathcal{C}\{x \mid x \in A \text{ and } x \notin B\}$. □

There is a representation theorem for Brouwerian algebras due to Stone, McKinsey and Tarski [202, 255]. In fact, every Brouwerian algebra is isomorphic to a subalgebra of the algebra of closed sets of a topological space. We will state this theorem only for finite Brouwerian algebras.

Given a poset $(S, \leq)$, we define for $A \subseteq S$, $\mathcal{C}A = \{b \in S \mid b \leq a \text{ for some } a \in A\}$. That means $\mathcal{C}A$ closes $A$ downwards with respect to $\leq$. The topological space $(S, \mathcal{C})$ is called a PO-space.

In order to prove the representation theorem it can be shown that for any finite Brouwerian algebra $(B, \leq_B, \cup, \cap, \setminus, 1)$ there is some poset $(S, \leq_S)$ such that the Brouwerian algebra of closed sets of the corresponding PO-space is isomorphic to the original Brouwerian algebra. It is not possible to simply take $S$ to be $B$ and $\leq_S$ to be $\leq_B$, since this PO-space will in general have more closed sets than there are elements in $B$.

**Definition 2.10.** An element $a$ of a lattice $(L, \leq, \cup, \cap)$ with bottom element $0$ is called join-irreducible if and only if $a \neq 0$ and, for all $b, c \in L$, if $a = b \cup c$, then $a = b$ or $a = c$. □

We are now prepared to state the representation theorem. For a proof of the dual statement see [100]. The interested reader may also consult [45] for more details.

**Theorem 2.11.** Let $B = (B, \leq, \cup, \cap, \setminus, 1)$ be a finite Brouwerian algebra, and $(\mathcal{C}, \subseteq, \cup, \cap, \setminus, \mathcal{C}, J)$ the Brouwerian algebra of closed sets of the PO-space on the set $J$ of join-irreducible elements of $B$ under the restriction of the partial order $\leq$ to $J$. Then, $\vartheta(a) = \{d \in J \mid d \leq a\}$, defines an isomorphism between $B$ and $(\mathcal{C}, \subseteq, \cup, \cap, \setminus, \mathcal{C}, J)$, and for all $a, b \in B$, $\vartheta(a \setminus b) = \vartheta(a) \setminus \vartheta(b)$. □

### 2.2 Nested Attributes

We will follow the same approach as the RDM by trying to capture the characteristics of objects in the target database by attribute names. Starting point is the definition of flat attributes and values for them.
Definiton 2.12. A universe is a finite set \( \mathcal{U} \) together with domains (i.e. sets of values) \( \text{dom}(A) \) for all \( A \in \mathcal{U} \). The elements of \( \mathcal{U} \) are called flat attributes.

For the sake of convenience we will make the assumption that for every \( A \in \mathcal{U} \) the domain \( \text{dom}(A) \) contains at least two different elements. For the relational data model a universe was sufficient. That is, a relation schema is defined as a finite and non-empty subset \( \mathcal{R} \subseteq \mathcal{U} \). For data models supporting complex object types, however, nested attributes are needed. In the following definition we use a set \( \mathcal{L} \) of labels, and assume that the symbol \( \lambda \) is neither a flat attribute nor a label, i.e., \( \lambda \notin \mathcal{U} \cup \mathcal{L} \). Moreover, flat attributes are not labels and vice versa, i.e., \( \mathcal{U} \cap \mathcal{L} = \emptyset \).

Definiton 2.13. Let \( \mathcal{U} \) be a universe and \( \mathcal{L} \) a set of labels. The set \( \mathcal{N}A(\mathcal{U}, \mathcal{L}) \) of nested attributes over \( \mathcal{U} \) and \( \mathcal{L} \) is the smallest set satisfying the following conditions:

1. \( \lambda \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \),
2. \( \mathcal{U} \subseteq \mathcal{N}A(\mathcal{U}, \mathcal{L}) \),
3. for \( L \in \mathcal{L} \) and \( N_1, \ldots, N_k \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \) with \( k \geq 1 \) we have \( L(N_1, \ldots, N_k) \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \),
4. for \( L \in \mathcal{L} \) and \( N \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \) we have \( L[N] \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \),
5. for \( L \in \mathcal{L} \) and \( N \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \) we have \( L\{N\} \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \),
6. for \( L \in \mathcal{L} \) and \( N \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \) we have \( L\langle N\rangle \in \mathcal{N}A(\mathcal{U}, \mathcal{L}) \).

We call \( \lambda \) null attribute, \( L(N_1, \ldots, N_k) \) record-valued attribute, \( L[N] \) list-valued attribute, \( L\{N\} \) set-valued attribute, and \( L\langle N\rangle \) multiset-valued attribute.

From now on we assume that a universe \( \mathcal{U} \) and a set \( \mathcal{L} \) of labels have been fixed, and we usually drop the index simply writing \( \mathcal{N}A \) instead of \( \mathcal{N}A(\mathcal{U}, \mathcal{L}) \).

We can now extend the mapping \( \text{dom} \) from flat attributes to nested attributes, i.e., we define a set \( \text{dom}(N) \) of values for every nested attribute \( N \in \mathcal{N}A \). We denote empty set, empty multiset, and empty list by \( \emptyset \), \( () \), \([\ ]\) respectively.

Definiton 2.14. For a nested attribute \( N \in \mathcal{N}A \) we define the domain \( \text{dom}(N) \) as follows:

1. \( \text{dom}(\lambda) = \{\text{ok}\} \),
2. \( \text{dom}(A) \) as above for all \( A \in \mathcal{U} \),
3. \( \text{dom}(L(N_1, \ldots, N_k)) = \{(v_1, \ldots, v_k) \mid v_i \in \text{dom}(N_i) \text{ for } i = 1, \ldots, k\} \), i.e., the set of all \( k \)-tuples \( (v_1, \ldots, v_k) \) with \( v_i \in \text{dom}(N_i) \) for all \( i = 1, \ldots, k \),
4. \( \text{dom}(L[N]) = \{[v_1, \ldots, v_n] \mid v_i \in \text{dom}(N) \text{ for } i = 1, \ldots, n\} \cup \{[\ ]\} \), i.e., \( \text{dom}(L[N]) \) is the set of all finite lists with elements in \( \text{dom}(N) \),
5. \( \text{dom}(L\{N\}) = \{v_1, \ldots, v_n\} \mid v_i \in \text{dom}(N) \text{ for } i = 1, \ldots, n\} \cup \{\emptyset\} \), i.e., \( \text{dom}(L\{N\}) \) is the set of all finite subsets of \( \text{dom}(N) \),
6. \( \text{dom}(L\langle N\rangle) = \{v_1, \ldots, v_n\} \mid v_i \in \text{dom}(N) \text{ for } i = 1, \ldots, n\} \cup \{()\} \), i.e., \( \text{dom}(L\langle N\rangle) \) is the set of all finite multisets with elements in \( \text{dom}(N) \).

Note that a relation schema \( \mathcal{R} = \{A_1, \ldots, A_n\} \) is captured by the record-valued attribute \( R(A_1, \ldots, A_n) \) with label \( R \), i.e., by a single application of the record constructor. Instead of relation schemata \( \mathcal{R} \) we will now consider a nested attribute \( N \). An \( R \)-relation \( r \) is then replaced by some set \( r \subseteq \text{dom}(N) \).
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2.2.1 Subattributes

Dependency theory in the relational data model is based on the powerset \( \mathcal{P}(R) \) for a relation schema \( R \). In fact, \( \mathcal{P}(R) \) is a powerset algebra with partial order \( \subseteq \), set union \( \cup \), set intersection \( \cap \) and set difference \( - \). We will generalise these operations for nested attributes starting with a partial order \( \leq \).

Definition 2.15. The subattribute relation \( \leq \) on the set of nested attributes \( \mathcal{N}_A \) over \( \mathcal{U} \) and \( \mathcal{L} \) is defined by the following rules, and the following rules only:

1. \( N \leq N \) for all nested attributes \( N \in \mathcal{N}_A \),
2. \( \lambda \leq A \) for all flat attributes \( A \in \mathcal{U} \),
3. \( \lambda \leq N \) for all set-valued, multiset-valued and list-valued attributes \( N \in \mathcal{N}_A \),
4. \( L(N_1, \ldots, N_k) \leq L(M_1, \ldots, M_k) \) whenever \( N_i \leq M_i \) for all \( i = 1, \ldots, k \),
5. \( L[N] \leq L[M] \) whenever \( N \leq M \),
6. \( L\{N\} \leq L\{M\} \) whenever \( N \leq M \),
7. \( L(N) \leq L(M) \) whenever \( N \leq M \).

For \( N, M \in \mathcal{N}_A \) we say that \( M \) is a subattribute of \( N \) if and only if \( M \leq N \) holds. We write \( M \not\leq N \) if and only if \( M \) is not a subattribute of \( N \).

Given the relation schema \( R = \{A, B, C\} \) the attribute set \( \{A, C\} \) can be viewed as the subattribute \( R(A, \lambda, C) \) of the record-valued attribute \( R(A, B, C) \).

The subattribute relation \( \leq \) on nested attributes is reflexive, anti-symmetric and transitive.

Lemma 2.16. The subattribute relation is a partial order on nested attributes.

Proof. Reflexivity is given by the first rule of Definition 2.15, i.e., \( N \leq N \) for every nested attribute \( N \) over \( \mathcal{U} \) and \( \mathcal{L} \).

Let \( N, M, K \in \mathcal{N}_A(\mathcal{U}, \mathcal{L}) \) with \( N \leq M \) and \( M \leq K \). We show that \( M = N \) by induction on the structure of \( N \). If \( N = \lambda \), then the only rule in Definition 2.15 that gives \( M \leq \lambda \) is the first one, i.e., \( M = \lambda \) and therefore \( M = N \). If \( M = \lambda \), then \( N \leq \lambda \) is again implied by the first rule, and \( N = \lambda \) follows. If \( N \in \mathcal{U} \) is a flat attribute, then the only rule that gives \( N \leq M \) is again the first one, and therefore \( M = N \). If \( N = L(N_1, \ldots, N_k) \) is a record-valued attribute, then the hypothesis tells us for \( i = 1, \ldots, k \) that if \( M_i \leq N_i \) and \( N_i \leq M_i \), then \( N_i = M_i \). From \( M \leq N \) follows \( M = L(M_1, \ldots, M_k) \) and we have \( M_i \leq N_i \) for \( i = 1, \ldots, k \). From \( N \leq M \) follows \( N_i \leq M_i \) for \( i = 1, \ldots, k \), and consequently \( N_i = M_i \) for \( i = 1, \ldots, k \) by hypothesis. This shows again \( N = M \). If \( N = L[N'] \) is a list-valued attribute, then the hypothesis is that \( M' \leq N' \) and \( N' \leq M' \) imply \( N' = M' \). Since \( M \leq N \) it remains to consider the case where \( M = L[M'] \), i.e. \( M' \leq N' \). On the other hand, \( N \leq M \) shows also \( N' \leq M' \). Consequently, \( N = M \) since \( M' = N' \) by hypothesis.

The arguments for the cases where \( N \) is a set-valued or multiset-valued attribute are the same as for list-valued attributes. This shows the antisymmetry of \( \leq \).

Let \( N, M, K \in \mathcal{N}_A(\mathcal{U}, \mathcal{L}) \) with \( N \leq M \) and \( M \leq K \). We show that \( N \leq K \) by induction on the structure of \( K \). If \( K = \lambda \), then the only rule in Definition 2.15 that gives \( M \leq \lambda \) is
the first one, i.e., $M = \lambda$. As $N \leq M$ holds as well, we have $N = \lambda$ and therefore $N \leq K$ by the first rule. If $K \in \mathcal{U}$ is a flat attribute, then $M \leq K$ means $M = \lambda$ by the second rule or $M = K$ by the first rule. If $M = \lambda$, then $N = \lambda$ since $N \leq M$, and $N \leq K$ by the second rule. If $M = K$, then $N \leq K$ as $N \leq M$. Let $K = L(K_1, \ldots, K_l)$ be a record-valued attribute. The hypothesis says for every $i = 1, \ldots, l$ that if $N_i \leq M_i$ and $M_i \leq K_i$, then $N_i \leq K_i$. Since $N \leq M$ and $M \leq K$ we have $M = L(M_1, \ldots, M_l)$ and $N = L(N_1, \ldots, N_l)$ with $N_i \leq M_i$ and $M_i \leq K_i$ for $i = 1, \ldots, l$. We therefore conclude by hypothesis that $N_i \leq K_i$ for $i = 1, \ldots, l$. This shows $N \leq K$ by the fourth rule. Let $K = L[K']$ be a list-valued attribute. We know by hypothesis that if $N' \leq M'$ and $M' \leq K'$, then $N' \leq K'$. If $N = \lambda$, then $N \leq K$ by rule three. From $M \leq K$ follows $M = \lambda$, which implies $N = \lambda$ and $N \leq K$ by rule three, or $N = L[N']$ with $N' \leq M'$. We apply hypothesis to the remaining case where $N' \leq M'$ and $M' \leq K'$, obtaining $N' \leq K'$. An application of rule five shows $N \leq K$. The arguments for the cases where $N$ is a set-valued or multiset-valued attribute are the same as for list-valued attributes. This shows the transitivity of $\leq$.

Informally, $M \leq N$ for $N, M \in \mathcal{N}A$ means that $M$ represents at most as much information as $N$ does. The informal description of the subattribute relation is formally documented by the existence of a projection function $\pi^N_M : \text{dom}(N) \to \text{dom}(M)$ in case $M \leq N$ holds.

**Definition 2.17.** Let $N, M \in \mathcal{N}A$ with $M \leq N$. The projection function $\pi^N_M : \text{dom}(N) \to \text{dom}(M)$ is defined as follows:

1. if $N = M$, then $\pi^N_M = \text{id}_{\text{dom}(N)}$ is the identity on $\text{dom}(N)$,
2. if $M = \lambda$, then $\pi^N_M : \text{dom}(N) \to \{\text{ok}\}$ is the constant function that maps every $v \in \text{dom}(N)$ to $\text{ok}$,
3. if $N = L(N_1, \ldots, N_k)$ and $M = L(M_1, \ldots, M_k)$, then $\pi^N_M = \pi^N_{M_1} \times \ldots \times \pi^N_{M_k}$ which maps every tuple $(v_1, \ldots, v_k) \in \text{dom}(N)$ to $(\pi^N_{M_1}(v_1), \ldots, \pi^N_{M_k}(v_k)) \in \text{dom}(M)$,
4. if $N = L[N']$ and $M = L[M']$, then $\pi^N_M : \text{dom}(N) \to \text{dom}(M)$ maps every list $[v_1, \ldots, v_n] \in \text{dom}(N)$ to the list $[\pi^N_{M_1}(v_1), \ldots, \pi^N_{M_k}(v_n)] \in \text{dom}(M)$,
5. if $N = L[N']$ and $M = L[M']$, then $\pi^N_M : \text{dom}(N) \to \text{dom}(M)$ maps every set $S \in \text{dom}(N)$ to the set $\{\pi^N_{M_1}(s) : s \in S\} \in \text{dom}(M)$, and
6. if $N = L[N']$ and $M = L[M']$, then $\pi^N_M : \text{dom}(N) \to \text{dom}(M)$ maps every multiset $S \in \text{dom}(N)$ to the multiset $\langle \pi^N_{M_1}(s) : s \in S\rangle \in \text{dom}(M)$.

It follows, in particular, that $\emptyset, \{\}, [\ ]$ are always mapped to themselves, except when projected on the null attribute $\lambda$ in which each of them is mapped to $\text{ok}$. For $X, Y \in \text{Sub}(N)$ with $Y \leq X$ we have that $\pi^N_Y = \pi^X_Y \circ \pi^X_N$ where $\circ$ denotes the composition of functions.

### 2.2.2 The Brouwerian algebra of Subattributes

We will now fix a nested attribute and study the structure of the set of all its subattributes.
Definition 2.18. Let $N \in \mathcal{NA}$ be a nested attribute. The set $Sub(N)$ of subattributes of $N$ is $Sub(N) = \{ M \mid M \leq N \}$.

Lemma 2.16 indicates that the restriction of $\leq$ to $Sub(N)$ is a partial order on $Sub(N)$. We investigate the algebraic structure of $(Sub(N), \leq)$. In the following we will define operations of join, meet and pseudo-difference on $(Sub(N), \leq)$. Obviously, the nested attribute $N$ is the top element of $(Sub(N), \leq)$. What is the bottom element?

Definition 2.19. The bottom element $\lambda_N$ of $Sub(N)$ is given by $\lambda_N = L(\lambda_{N_1}, \ldots, \lambda_{N_k})$ whenever $N = L(N_1, \ldots, N_k)$, and $\lambda_N = \lambda$ whenever $N$ is not a record-valued attribute.

According to Definition 2.15, $\lambda_N$ is indeed the bottom element of $(Sub(N), \leq)$. Therefore, $(Sub(N), \leq, \lambda_N, N)$ is a bounded poset with bottom element $\lambda_N$ and top element $N$.

Definition 2.20. Let $N \in \mathcal{NA}$ and $X, Y \in Sub(N)$. The join $X \sqcup_N Y$, meet $X \sqcap_N Y$ and pseudo-difference $X \triangleleft_N Y$ of $X$ and $Y$ in $Sub(N)$ are inductively defined as follows:

1. if $X \leq Y$, then $X \sqcup_N Y = Y$, $X \sqcap_N Y = X$ and $X \triangleleft_N Y = \lambda_N$,
2. $X \triangleleft_N \lambda_N = X$,
3. if $N = L(N_1, \ldots, N_k)$, $X = L(X_1, \ldots, X_k)$ and $Y = L(Y_1, \ldots, Y_k)$, then $X \circ_N Y = L(X_1 \circ_{N_i} Y_1, \ldots, X_k \circ_{N_k} Y_k)$ for $\circ \in \{ \sqcup, \sqcap, -\}$,
4. if $N = L[M]$, $X = L[X']$, $Y = L[Y']$, then $X \circ_N Y = L[X' \circ_M Y']$ for $\circ \in \{ \sqcup, \sqcap \}$ and if $X \not\leq Y$, then $X \triangleleft_N Y = L[X' \triangleleft_M Y']$,
5. if $N = L[M]$, $X = L[X']$, $Y = L[Y']$, then $X \circ_N Y = L[X' \circ_M Y']$ for $\circ \in \{ \sqcup, \sqcap \}$ and if $X \not\leq Y$, then $X \triangleleft_N Y = L[X' \triangleleft_M Y']$,
6. if $N = L(M)$, $X = L(X')$, $Y = L(Y')$, then $X \circ_N Y = L(X' \circ_M Y')$ for $\circ \in \{ \sqcup, \sqcap \}$ and if $X \not\leq Y$, then $X \triangleleft_N Y = L(X' \triangleleft_M Y')$.

We are now going to show that the operations in Definition 2.20 are well-defined, i.e., $(Sub(N), \leq, \sqcup_N, \sqcap_N, \triangleleft_N, N)$ is a Brouwerian algebra. It is obvious that join, meet and pseudo-difference are closed. It therefore remains to show that $(Sub(N), \leq, \sqcup_N, \sqcap_N)$ is a lattice, and that $\triangleleft_N$ is indeed the pseudo-difference operation.

Lemma 2.21. $(Sub(N), \leq, \sqcup_N, \sqcap_N)$ is a lattice.

Proof. It remains to show that $\sqcup_N$ and $\sqcap_N$ indeed define join and meet, respectively. Let $X, Y \in Sub(N)$. If $X \leq Y$, then $X, Y \leq Y = X \sqcup_N Y$ and $X \sqcap_N Y = X \leq X, Y$. If $Z \in Sub(N)$ with $X, Y \leq Z$, then $X \sqcup_N Y = Y \leq Z$. If $Z \in Sub(N)$ with $Z \leq X, Y$, then $Z \leq X = X \sqcap_N Y$.

Let $N = L(N_1, \ldots, N_k)$. Consequently, $X = L(X_1, \ldots, X_k)$ and $Y = L(Y_1, \ldots, Y_k)$ with $X_i, Y_i \leq N_i$ for $i = 1, \ldots, k$. $X, Y \leq X \sqcup_N Y$ by rule four of Definition 2.15 as $X_i, Y_i \leq X_i \sqcup_N Y_i$ for $i = 1, \ldots, k$. Similarly, $X \sqcap_N Y \leq X, Y$ as $X_i \sqcap_N Y_i \leq X_i, Y_i$ for $i = 1, \ldots, k$. Let $Z \in Sub(N)$ with $X, Y \leq Z$. It follows that $Z = L(Z_1, \ldots, Z_k)$ and
2.2. NESTED ATTRIBUTES

Sebastian Link

\[ X_i, Y_i \leq Z_i \text{ for } i = 1, \ldots, k. \]  
We conclude that \( X_i \cup_{\mathcal{N}} Y_i \leq Z_i \) holds for \( i = 1, \ldots, k \), and therefore \( X \cup_{\mathcal{N}} Y \leq Z \) by rule four of Definition 2.15. Let \( Z \in \text{Sub}(\mathcal{N}) \) with \( Z \leq X, Y \). It follows that \( Z = L(Z_1, \ldots, Z_k) \) and \( Z_i \leq X_i, Y_i \) for \( i = 1, \ldots, k \). We conclude that \( Z_i \leq X_i \cap_{\mathcal{N}} Y_i \) holds for \( i = 1, \ldots, k \), and therefore \( Z \leq X \cap_{\mathcal{N}} Y \).

Let \( N = L[N'] \). It remains to consider the case where \( X = L[X'] \) and \( Y = L[Y'] \) with \( X', Y' \leq N' \). It follows that \( X', Y' \leq X' \cup_{\mathcal{N}} Y' \) and \( X' \cap_{\mathcal{N}} Y' \leq X', Y' \). This shows \( X, Y \leq X \cup_{\mathcal{N}} Y \) and \( X \cap_{\mathcal{N}} Y \leq X' \cap_{\mathcal{N}} Y' \) by rule five of Definition 2.15. Let \( Z \in \text{Sub}(\mathcal{N}) \) with \( Z \leq X, Y \). If \( Z = \lambda \), then \( Z \leq X \cap_{\mathcal{N}} Y \) by rule three of Definition 2.15. Otherwise, \( Z = L[Z'] \) with \( Z' \leq X', Y' \). This shows \( Z' \leq X' \cap_{\mathcal{N}} Y' \) and we conclude that \( Z \leq X \cap_{\mathcal{N}} Y \) by rule five of Definition 2.15.

The cases where \( N \) is a set-valued or multiset-valued attribute follow the same arguments that have been used for list-valued attributes.

**Lemma 2.22.** For all \( X, Y, Z \in \text{Sub}(\mathcal{N}) \) the formulae \( X \cap_{\mathcal{N}} Y \leq Z \) and \( X \leq Y \cup_{\mathcal{N}} Z \) are equivalent.

**Proof.** We proceed by induction on the structure of \( N \). If \( X \leq Y \), then \( X \cap_{\mathcal{N}} Y = \lambda_{\mathcal{N}} \) and both formulae are true. If \( Y = \lambda_{\mathcal{N}} \), then both formulae reduce to \( X \leq Z \). In what follows, we can therefore assume that \( X \not\leq Y \), and \( X \) and \( Y \) are both distinct from \( \lambda_{\mathcal{N}} \).

If \( N = L(N_1, \ldots, N_k) \), \( X = L(X_1, \ldots, X_k) \), \( Y = L(Y_1, \ldots, Y_k) \) and \( Z = L(Z_1, \ldots, Z_k) \), then the formulae \( X_i \cap_{\mathcal{N}} Y_i \leq Z_i \) and \( X_i \leq Y_i \cup_{\mathcal{N}} Z_i \) are equivalent for all \( i = 1, \ldots, k \). According to Definition 2.20 this shows the equivalence of \( X \cap_{\mathcal{N}} Y \leq Z \) and \( X \leq Y \cup_{\mathcal{N}} Z \).

Let \( N = L[N'] \), \( X = L[X'] \) and \( Y = L[Y'] \). If \( Z = \lambda \), then both formulae are equivalent to \( X \leq Y \) according to Definition 2.20. Let \( Z = L[Z'] \). The formulae \( X \cap_{\mathcal{N}} Y \leq Z \) is then equivalent to \( X' \cap_{\mathcal{N}} Y' \leq Z' \), which itself is equivalent to \( X' \leq Y' \cup_{\mathcal{N}} Z' \). The last formula, however, is equivalent to \( X \leq Y \cup_{\mathcal{N}} Z \).

The cases of set-valued and multiset-valued attributes follow again the same line of reasoning as the case of list-valued attributes.

Lemma 2.21 and Lemma 2.22 show the following result. It generalises the fact that \((\mathcal{P}(R), \subseteq, \cup, \cap, -, \emptyset, R)\) is a Boolean algebra for a relation schema \( R \) in the RDM.

**Theorem 2.23.** \((\text{Sub}(\mathcal{N}), \leq, \cup_{\mathcal{N}}, \cap_{\mathcal{N}}, \cap_{\mathcal{N}}, \cap_{\mathcal{N}}, \mathcal{N})\) forms a Brouwerian algebra for every \( N \in \mathcal{N} \).

An alternative way of showing that \((\text{Sub}(\mathcal{N}), \leq)\) carries the structure of a Brouwerian algebra is the following. \(\text{Sub}(\lambda_{\mathcal{N}})\) is isomorphic to the Boolean algebra of order 0, and \(\text{Sub}(A)\), \(A\) a flat attribute, is isomorphic to the Boolean algebra of order 1 (second rule). Furthermore, \(\text{Sub}(L(N))\) is isomorphic to \(\text{Sub}(\mathcal{N})\), \(\text{Sub}(L(N_1, \ldots, N_k))\) isomorphic to the direct product of \(\text{Sub}(N_1), \ldots, \text{Sub}(N_k)\) (fourth rule), and \(\text{Sub}(L[N]), \text{Sub}(L\{N\})\), \(\text{Sub}(L\{N\})\) are all isomorphic to \(\text{Sub}(\mathcal{N})\) augmented by a new minimum (rule three and five, six, seven, correspondingly). Theorem 2.4 and Theorem 2.6 show that Brouwerian
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Algebras are closed under (finite) direct products and augmentations of a new bottom element, respectively. This shows that \((\text{Sub}(N), \leq)\) carries the structure of a Brouwerian algebra. Given some nested attribute \(N \in \mathcal{N}A\) and \(Y, Z \in \text{Sub}(N)\), we use \(Y_N^C = N \uparrow Y\) to denote the Brouwerian complement of \(Y\) in \(\text{Sub}(N)\). Consequently, for all \(X \in \text{Sub}(N)\) the formulae \(Y^C \leq X\) and \(X \sqcup Y = N\) are equivalent. Note that \(\lambda_N = N_N^C\) holds in particular.

**Corollary 2.24.** The algebra \((\text{Sub}(N), \leq, \sqcup, \sqcap, (\cdot)^C, \lambda_N, N)\) is in general not Boolean.

**Proof.** Take \(N = L[A]\) and \(Y = L[\lambda]\). Then \(Y_N^C = N\) and \(Y \sqcap Y_N^C = Y \neq \lambda\). Furthermore, \((Y_N^C)_N^C = \lambda \neq Y\). The corollary follows from Theorem 2.7. \(\square\)

It might be interesting to note that not every finite Brouwerian algebra is isomorphic to a Brouwerian algebra of nested attributes. In fact, Figure 2.1 shows the structure of a Brouwerian algebra which cannot be a Brouwerian algebra of any nested attribute. The structure in this figure is not the structure of a null or flat attribute. Neither does it result from a direct product of two substructures, and is therefore not the structure of a record-valued attribute. It cannot be the structure of a list-valued nor set-valued nor multiset-valued attribute since such a structure has a bottom element with a single superattribute.

![Fig. 2.1. A Brouwerian algebra that is not an algebra of any nested attribute.](image)

**2.2.3 Notation, Examples and Intuition**

In this section we make some remarks on notation, in particular that of nested attributes. First of all, if the context allows we will omit the index \(N\) from the operations \(\sqcup_{\mathcal{N}}, \sqcap_{\mathcal{N}}, \uparrow_{\mathcal{N}}\) and from \(\lambda_N\) as well as \(Y_N^C\). In order to simplify the notation for subattributes, occurrences of \(\lambda\) in a record-valued attribute are usually omitted if this does not cause any ambiguities. That is, the subattribute \(L(M_1, \ldots, M_k) \in \text{Sub}(L(N_1, \ldots, N_k))\) is abbreviated by \(L(M_{i_1}, \ldots, M_{i_l})\) where \(\{M_{i_1}, \ldots, M_{i_l}\} = \{M_j : M_j \neq \lambda_N\} \text{ and } 1 \leq j \leq k\) and \(i_1 < \cdots < i_l\).

If \(M_j = \lambda_N\) for all \(j = 1, \ldots, k\), then we write \(\lambda\) instead of \(L(\lambda_{N_1}, \ldots, \lambda_{N_k})\).
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**Example 2.1.** The subattribute $L_1(A, \lambda, L_2[L_3(\lambda, \lambda)])$ of $L_1(A, B, L_2[L_3(C, D)])$ is abbreviated by $L_1(A, L_2[\lambda])$. However, the subattribute $L(A, \lambda)$ of $L(A, A)$ will not be abbreviated by $L(A)$ since this may also refer to $L(\lambda, A)$.

Next, we give some examples for Brouwerian algebras of nested attributes. The algebra $B$ for $K\{L(A, M[N(B, C)])\}$ is illustrated in Figure 2.2.

![Fig. 2.2. The Brouwerian algebra $B$ of $K\{L(A, M[N(B, C)])\}$](image)

We will now give an example of Theorem 2.11. In Figure 2.2, the join-irreducible subattributes of $B$ are circled. Let $V = K\{L(M[N(B)])\}$, $W = K\{L(M[N(C)])\}$, $X = K\{L(M[\lambda])\}$, $Y = K\{L(A)\}$ and $Z = K\{\lambda\}$. The set $C$ of all closed subsets of the PO-space on the poset $(J, \leq)$ in Figure 2.3 consists of the following elements $\emptyset, \{Z\}, \{X, Z\}, \{Y, Z\}, \{V, X, Z\}, \{X, Y, Z\}, \{V, W, X, Z\}, \{V, X, Y, Z\}, \{W, X, Y, Z\}, \{V, W, X, Y, Z\}$.

![Fig. 2.3. The poset $(J, \leq)$ of the join-irreducible elements of $B$.](image)
The Brouwerian algebra of these closed subsets of the PO-space on \((J, \leq)\) is illustrated in Figure 2.4. Take for instance the subattributes \(S = K\{L(M[N(B,C)])\}\) and \(T = K\{L(M[N(C)])\}\). The pseudo-difference \(S - T\) equals \(K\{L(M[N(B)])\}\). If \(\vartheta\) denotes the isomorphism of Theorem 2.11, then \(\vartheta(S) = \{V, W, X, Z\}\) and \(\vartheta(T) = \{W, X, Y, Z\}\). Consequently, \(\vartheta(S) - \vartheta(T) = \mathcal{E}\{V\} = \{V, X, Z\}\), and \(\vartheta^{-1}(\{V, X, Z\}) = K\{L(M[N(B)])\}\).

We conclude with a further example. The Brouwerian algebra for \(K\{M(O\{A\}, P\{B\})\}\) is illustrated in Figure 2.5.

Finally, some intuitive information about the null attribute \(\lambda\) shall be given. Generally, it can be interpreted as: some information exists, but is currently not of interest. Take for example the attribute

\[
\text{Postcard(Person(First,Last),Address(Street,Town,Zip,Country))},
\]

The subattribute \(\text{Postcard(Person(\lambda,Last),Address(Street,Town,\lambda,Country))}\) neglects the information about the first name and about the ZIP code of the town. Elements of the corresponding domain contain the value \(ok\) on those attributes which indicates that some information exists but is not made explicit.

We will now look at the intuitive interpretations of the null attribute in presence of the various constructors. In case of the record type, the null attribute maintains the structural information of the fixed nested attribute. If we take again \(\text{Postcard(Person(First,Last),Address(Street,Town,Zip,Country))}\), then the corresponding bot-
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The Brouwerian algebra of $K\{M(O\{A\},P\{B\})\}$

The bottom element is $\text{Postcard}(\text{Person}(\lambda,\lambda),\text{Address}(\lambda,\lambda,\lambda))$ and the corresponding element of its domain is $((\text{ok},\text{ok}), (\text{ok},\text{ok},\text{ok}))$.

In case of the set type, the subattribute $K\{\lambda\}$ of $K\{A\}$ indicates whether a set is inhabited or uninhabited, i.e. non-empty or empty. Suppose we take the nested attribute $\text{Person}(\text{Name},\text{Speaks}\{\text{Foreign-Language}\})$ to store the set of spoken languages with every person, then the subattribute $\text{Person}(\text{Name},\text{Speaks}\{\lambda\})$ still indicates whether a person speaks a foreign language or not. Take for instance the elements $(\text{Bernhard},\{\text{English, Russian}\})$ and $(\text{John},\emptyset)$. Their projections on $\text{Person}(\text{Name},\text{Speaks}\{\lambda\})$ are $(\text{Bernhard},\{\text{ok}\})$ and $(\text{John},\emptyset)$, respectively. One can conclude that Bernhard speaks at least one foreign language, but John does not speak any foreign language at all. This interpretation is due to the fact that sets do not have duplicates.

The interpretation of the null attribute changes in case of list and multiset type. Here, the null attribute actually counts the elements in the list or multiset. Take for instance the nested attribute $\text{Person}(\text{Name},\text{Speaks}[\text{Foreign-Language}])$ to store a list of foreign languages spoken by a person. The languages may be ordered according to the abilities of its speaker. The projections of $(\text{Bernhard},[\text{Russian, English}])$ and $(\text{John},[])$ on $\text{Person}(\text{Name},\text{Speaks}([\lambda]))$ are $(\text{Bernhard},[\text{ok,ok}])$ and $(\text{John},[])$, respectively. One can conclude that Bernhard speaks two foreign languages (assuming that no language had been listed twice before) and John does not speak any foreign language at all. This interpretation is due to the fact that lists and multisets allow the duplication of data.
2.3 Formalisation of Real-World Examples

In this section an illustration shall be given of how to formalise informal descriptions of real-world situations using nested attributes. For this purpose each of the examples from Section 1.2.2 is considered in turn.

EXAMPLE 2.2. Consider the simplified GenBank record format from Subsection 1.2.2. We use Origin[Base] to represent the original nucleotide sequence, Count(A,C,G,T) to represent the total numbers of adenine, cytosine, guanine, and thymine, respectively, Sub[Nucleo] to represent the subsequence of the original nucleotide sequence, Start and End to denote start and end position of the subsequence, and finally Translation[Amino] to represent the translated amino acid sequence. This results in the following nested attribute:

\[
\text{DNA(Origin[Base],Count(A,C,G,T),Gene(Start,End,Sub[Nucleo],Translation[Amino]))}
\]

which is generated from flat attributes using record and list constructor only.

EXAMPLE 2.3. Consider the example of the comparison of two nucleotide sequences with specific characteristics from Subsection 1.2.2. We use Sti[Seqi] to capture the start of nucleotide sequence Seqi and Numi(Occi,Nuci) gives us the number of occurrences Occi of nucleotide base Nuci in the nucleotide sequence Seqi for i = 1, 2. Finally, Comp[Pair(N1,N2)] is the list in which the pair (N1,N2) is stored at position k, whenever Ni is the nucleotide in position k of nucleotide sequence Seqi. The nested attribute

\[
\text{Align(St1[Seq1],St2[Seq2],Num1(Occ1,Nuc1),Num2(Occ2,Nuc2),Comp[Pair(N1,N2)])}
\]

is again generated from flat attributes using record and list constructor only.

EXAMPLE 2.4. Consider the example of halftoning from Subsection 1.2.2. We use Input[Level] to represent the list of the input region, Output[Bit] to denote the list of the output region and Brightness to describe the overall brightness of the input region. This results in the nested attribute

\[
\text{Halftoning(Brightness,Input[Level],Output[Bit])}
\]

which is again generated from flat attributes using record and list constructor only.

EXAMPLE 2.5. Consider the example of a retailer from Subsection 1.2.2. In order to capture database instances of this retailer the following nested attribute might be used as a schema. An order can be described by

\[
\text{Order(Cart(Article(Title,Description,Price)),Customer(Name,Address,Payment),SubTotal)}
\]

in which a cart is used to collect a multiset of articles, and SubTotal is used to denote the total value of the order. In what follows, we will use the label Order to abbreviate the nested attribute above. The final nested attribute itself may look as follows

\[
\text{Sales(Day,List[Order],Sold\{Product(Item,CustName)\},Total,NOrd,NProd,NShip)}
\]

Product(Item,CustName) denotes an item together with the name of the customer who bought it. Total denotes the total value of sales, NOrd the total number of orders, NProd the total number of products and NShip the total number of shippings.
2.4 Brouwerian algebras in the Literature

Some references are given to other fields which Brouwerian algebras have been applied to. Brouwerian algebras have been studied in the context of topology by Stone, McKinsey and Tarski [201, 202, 255, 263]. McKinsey and Tarski use Brouwerian algebras to study closed elements in closure algebras [202] extending previously-established results from [201].

Lawvere in [175, 176] pointed out the role that the Brouwerian complement plays in grasping the geometrical notion of boundary as well as the physical concepts of sub-body and essential core of a body. In [175] it is claimed that a part $a$ may be considered a sub-body if and only if $\neg\neg a = a$, i.e. $a$ is a regular element according to [202]. Lawvere points out that the notion of boundary is definable by means of the Brouwerian complement $\neg$ in the following manner:

$$\delta(a) = a \cap \neg a.$$  

Moreover, Lawvere notices that any element $a$ in a Brouwerian algebra is the join of its core and its boundary: $a = \neg \neg a \cup \delta(a)$.

Figure 2.6 is used in [194] to comment on the mathematical nature of physics. 

Fig. 2.6. Mathematical Concepts and Physics.

The following paragraph of [194] comments on the possible future roles of Brouwerian algebras in theoretical physics. "We take the view that the simplest theories of physics are based on classical logic or, roughly speaking, Boolean algebras. It appears that the relevant duality here may be provided by complementation with Boolean algebras considered self-dual according to De Morgan's theorem. The situation is summarised on the right in the figure. Going above the axis to Heyting algebras and beyond takes us into intuitionistic logic and ultimately into an axiomatic framework for quantum field theory. A Heyting
algebra describes logic in which one drops the familiar ‘law of the excluded middle’ that either a proposition or its negation is true. This generalisation is also the essential feature of the logical structure of quantum mechanics. Dual to this is the notion of co-Heyting algebra and co-intuitionistic logic in which one drops the axiom that the intersection of a proposition and its negation is empty. It has been argued by F.W. Lawvere and his school that this intersection is like the ‘boundary’ of the proposition, and, hence, that these co-Heyting algebras are the ‘birth’ of geometry. The long-term programme at this end of physics is to develop this geometrical interpretation of co-intuitionistic logic further into the notion of metric spaces and ultimately into Riemannian or Lorentzian geometry."

Various papers on dual-intuitionistic logic have been written. Besides the work of McKinsey and Tarski in [201, 202], Curry [78] presents what he called absolute implicational lattices and absolute subtractive lattices. Rauszer [230, 231] uses algebraic, Hilbert-style and relational methods to study intuitionistic logic with dual operators where the connective of pseudo-difference is the dual to intuitionistic implication. Czermak [79] investigates dual intuitionistic logic by restricting Gentzen's sequent calculus $\text{LK}$ to singletons on the left which is the natural dual notion to Gentzen's singletons on the right restriction for the sequent calculus $\text{LJ}$. Goodman [129] uses Brouwerian algebras to investigate logic of contradictions. Goodman mentions that Kripke semantics also exist in which “any formula, once false, remains false”, but he fails to give the crucial clause for satisfiability for his pseudo-difference connective. He also gives a sequent calculus for his logic but does not investigate cut-elimination. Urbas [275] highlights several deficiencies of Goodman's analysis and defines several Gentzen calculi with the singletons on the left restriction, but adds rules for incorporating both implication and its dual connective. The works in [77, 130, 298] deliver display calculi for dual intuitionistic logic and some of its extensions.

Pagliani [218] argues that rough set analysis adequately and elegantly grasps the notion of boundary in incomplete information analysis via the algebraic features provided by Brouwerian algebras.

The work in [253] shows that Heyting algebras, Brouwerian algebras and Bi-Heyting algebras have considerable potential for building the theoretical basis of ontologies for spatial entities in spatial information theory. Ganascia points out in [120] that Brouwerian algebras are useful for generalising and comparing many machine learning algorithms. The paper [232] studies algebraic properties in the context of program integration. Therefore, a program-integration algorithm is reformulated as an operation in a Brouwerian algebra constructed from sets of a program dependence graph. An application of Brouwerian logic to medical diagnosis can be found in [241]. Another application of closure algebras is proposed in [249] where a systematic approach to maintaining geometric representations is developed.
Chapter 3

Functional Dependencies in the Presence of Lists

In this chapter we will investigate the impact of the list constructor on the perhaps most common class of relational dependencies. Functional dependencies are introduced in the context of null, flat, record-valued and list-valued attributes. The goal of this chapter is to extend the solution to such problems as axiomatisation, implication, normalisation and its justification and decomposition algorithms for the class of FDs from the RDM to the presence of lists.

It turns out that Armstrong’s original axioms, when generalised to the presence of lists, are still sound. We will prove that these generalised Armstrong’s axioms are also complete.

Based on this axiomatisation we investigate the implication problem for the class of FDs in the presence of lists. Therefore, an alternative view of FDs is proposed first, which is based on the representation theorem for Brouwerian algebras. The main result is a linear time, provably-correct algorithm for deciding implication.

Finally, we turn to normalisation issues in the presence of lists. The Nested List normal form (NLNF) is proposed as a normal form for nested attributes and the class of FDs in the presence of lists. NLNF is strictly weaker than a simple extension of Boyce-Codd normal form. The key reason is an argument that non-maximal join-irreducible subattributes do not cause redundancies. NLNF is characterised and thereby justified in many ways, for instance by the absence of redundancies, simpler integrity checking and the absence of many forms of update anomalies. The results generalise well-known results from the relational data model, thus giving a formal semantic justification for the normal form proposal.

To conclude, a lossless decomposition of nested attributes into subattributes in NLNF is considered. A provably-correct algorithm is proposed that works, in general, in exponential time in the size of the underlying nested attribute and the number of FDs given.

Some results of this chapter can be found in the literature. The axiomatisation of FDs appears in [146], and the Nested List normal form proposal and its semantic justification are published in [143].
3.1 Axiomatisation

We define FDs, introduce a generalisation of Armstrong’s axioms and prove that these rules are sound and complete for the implication of FDs in the presence of lists.

3.1.1 Definition of FDs

Given that a nested attribute $N$ generalises the notion of a relation schema, the subattribute relationship extends the subset relationship and the projection function subsumes the restriction of tuples, we obtain the following definition.

**Definition 3.1.** Let $N \in \mathcal{N}_{A}$ be a nested attribute. A *functional dependency* on $N$ is an expression of the form $X \rightarrow Y$ where $X, Y \in \text{Sub}(N)$. A set $r \subseteq \text{dom}(N)$ satisfies the functional dependency $X \rightarrow Y$ on $N$, denoted by $r \models X \rightarrow Y$, if and only if $\pi_{Y}^{N}(t_{1}) = \pi_{Y}^{N}(t_{2})$ whenever $\pi_{X}^{N}(t_{1}) = \pi_{X}^{N}(t_{2})$ for any $t_{1}, t_{2} \in r$ holds.

Given the relation schema $R = \{A, B, C\}$ the FD $A \rightarrow B$ on $R$ can be read as the FD $R(A, \lambda, \lambda) \rightarrow R(\lambda, B, \lambda)$ on the record-valued attribute $R(A, B, C)$. We consider the following examples to become more acquainted with FDs defined on nested attributes.

**Example 3.1.** Suppose the nested attribute $\text{Pubcrawl(Person,Visit[Drink(Beer,Pub)])}$ is used to store sequences of beers consumed by a person together with the pub in which the person had that beer. A snapshot $r$ of such a database may look as follows:

\[
\{ (\text{Sven}, [(\text{Lübzer, Deanos}), (\text{Kindl, Highflyers})]), \\
(\text{Sven}, [(\text{Kindl, Deanos}), (\text{Lübzer, Highflyers})]), \\
(\text{Klaus-Dieter}, [(\text{Guiness, Irish Pub}), (\text{Speights, 3Bar}), (\text{Guiness, Irish Pub})]), \\
(\text{Klaus-Dieter}, [(\text{Kölsch, Irish Pub}), (\text{Bönnisch, 3Bar}), (\text{Guiness, Irish Pub})]), \\
(\text{Sebastian}, []) \}
\]

It is then obvious that $r \models \text{Pubcrawl(Person) } \rightarrow \text{Pubcrawl(Visit[Drink(Pub)])}$ holds. This means that in this particular snapshot, the same person always visits the same pubs in the same order.

**Example 3.2.** Suppose we have a database for storing the prime factorisation of positive integers $n$. The nested attribute

\[
\text{Factor(Integer,Prime[Number],Exponent[Number])}
\]

would be suitable where $\text{Prime[Number]}$ is the list of different prime factors of $n$ in increasing order, and $\text{Exponent[Number]}$ the list of exponents for each corresponding prime factor in $\text{Prime[Number]}$. A small snapshot of the database could be

\[
\{ (12,[2,3],[2,1]), \\
(35,[5,7],[1,1]), \\
(37,[37],[1]), \\
(936,[2,3,13],[3,2,1]) \}
\]
The fundamental theorem of number theory states that every positive integer has a unique prime factorisation. This means that the nested attribute Factor(Integer,Prime[Number],Exponent[Number]) carries the following semantic information in terms of functional dependencies:

- Factor(Integer) $\rightarrow$ Factor(Prime[Number], Exponent[Number]),
- Factor(Prime[Number], Exponent[Number]) $\rightarrow$ Factor(Integer).

Further examples of FDs which every snapshot of this database satisfies are

- Factor(Prime[$\lambda$]) $\rightarrow$ Factor(Exponent[$\lambda$]) and
- Factor(Exponent[$\lambda$]) $\rightarrow$ Factor(Prime[$\lambda$]).

Informally, they state that the number of different prime factors determines the number of exponents, and vice versa.

Example 3.3. Consider the nested attribute $N$ for the GenBank in Example 2.2. The set $\Sigma$ of FDs that were informally described in Section 1.2.2 can now be specified formally as follows:

1. DNA(Origin[Base]) $\rightarrow$ DNA(Count(A,C,G,T)),
2. DNA(Count(A,C,G,T)) $\rightarrow$ DNA(Origin[$\lambda$]),
3. DNA(Origin[$\lambda$],Count(A,C,G)) $\rightarrow$ DNA(Count(T)),
   DNA(Origin[$\lambda$],Count(A,C,T)) $\rightarrow$ DNA(Count(G)),
   DNA(Origin[$\lambda$],Count(A,G,T)) $\rightarrow$ DNA(Count(C)),
   DNA(Origin[$\lambda$],Count(C,G,T)) $\rightarrow$ DNA(Count(A)),
4. DNA(Origin[Base],Gene(Start,End)) $\rightarrow$ DNA(Gene(Sub[Nucleo])),
5. DNA(Gene(Sub[Nucleo])) $\rightarrow$ DNA(Gene(Translation[Amino])),
6. DNA(Gene(Sub[$\lambda$])) $\rightarrow$ DNA(Gene(Translation[$\lambda$])),
   DNA(Gene(Translation[$\lambda$])) $\rightarrow$ DNA(Gene(Sub[$\lambda$])),
7. DNA(Gene(Start,Sub[$\lambda$])) $\rightarrow$ DNA(Gene(End)),
8. DNA(Gene(End,Sub[$\lambda$])) $\rightarrow$ DNA(Gene(Start)),
9. DNA(Gene(Start,End)) $\rightarrow$ DNA(Gene(Sub[$\lambda$])).

3.1.2 Implication and Derivation

We will use this section to introduce the notions of semantic implication and syntactical derivation for classes of data dependencies (and with respect to a given set of inference rules). In what follows, $C$ denotes a certain class of dependencies, for example functional dependencies in the presence of null, flat, record- and list-valued attributes.

Definition 3.2. Let $N$ be some nested attribute, $\Sigma$ be a finite set of dependencies in $C$ whose elements are all defined on $N$, and $\tau$ a dependency of class $C$ on $N$. We say that $\tau$ is implied by $\Sigma$ ($\Sigma$ implies $\tau$, or $\tau$ follows from $\Sigma$), denoted by $\Sigma \models \tau$, if and only if every $r \subseteq \text{dom}(N)$ satisfying all $\sigma \in \Sigma$ also satisfies $\tau$. We say that $\tau$ is implied by $\Sigma$ ($\Sigma$ implies $\tau$, or $\tau$ follows from $\Sigma$) in the finite sense, denoted by $\Sigma \models_f \tau$, if and only if every finite $r \subseteq \text{dom}(N)$ satisfying all $\sigma \in \Sigma$ also satisfies $\tau$. The (finite) semantic hull $\Sigma_C^* (\Sigma_{\text{fin},C}^*)$ of
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\[ \mathcal{C} \text{ on } N \text{ is the set of all dependencies } \tau \text{ in } \mathcal{C} \text{ on } N \text{ implied by } \Sigma \text{ (in the finite sense), i.e. } \Sigma^* = \{ \tau \in \mathcal{C} \mid \Sigma \models \tau \} \quad (\Sigma^*_{\text{fin}, \mathcal{C}} = \{ \tau \in \mathcal{C} \mid \Sigma \models_f \tau \}). \]

In order to capture the semantic notion of (finite) implication syntactically, one is interested in the notion of inference using certain inference rules.

**Definition 3.3.** An inference rule consists of a finite set \( \varphi = \{ \varphi_1, \ldots, \varphi_n \} \) of parameterised dependencies, another non-empty, finite set \( \psi = \{ \psi_1, \ldots, \psi_m \} \) of parameterised dependencies and a finite set \( \text{Con} = \{ C_1, \ldots, C_k \} \) of constraints on the parameters in \( \varphi \) and \( \psi \). The \( \varphi_i \) \((i = 1, \ldots, n)\) are called the premises of the rule; the \( \psi_i \) \((i = 1, \ldots, m)\) are called the conclusions of the rule. An inference rule with no premises \((\varphi = \emptyset)\) is called an axiom. The notation

\[
\frac{\varphi_1, \ldots, \varphi_n}{\psi_1, \ldots, \psi_m} \quad C_1, \ldots, C_k
\]

is used to denote inference rules.

Given some inference rule \( \frac{\varphi'_1, \ldots, \varphi'_n}{\psi'_1, \ldots, \psi'_m} \quad C_1, \ldots, C_k \) the intention is to formalise derivation. Whenever we have dependencies \( \varphi_1, \ldots, \varphi_n \) arising from the premises \( \varphi'_1, \ldots, \varphi'_n \) by substituting the parameters, then we can derive the dependencies \( \psi_1, \ldots, \psi_m \) which result from the conclusions \( \psi'_1, \ldots, \psi'_m \) by the same substitution provided all the conditions \( C_1, \ldots, C_k \) are satisfied. In such a case we speak of an instantiation \( \frac{\varphi_1, \ldots, \varphi_n}{\psi_1, \ldots, \psi_m} \) of this inference rule.

**Definition 3.4.** Let \( \mathcal{R} \) be a set of inference rules and let \( \Sigma \) be a set of dependencies in \( \mathcal{C} \) whose elements are all defined on the nested attribute \( N \). A derivation tree over \( \mathcal{R} \) and \( \Sigma \) is a directed tree satisfying the following conditions:

- each node in the tree has an attached dependency in \( \mathcal{C} \) that is defined on \( N \);
- whenever a node with attached dependency \( \psi \) has successor nodes with attached dependencies \( \varphi_1, \ldots, \varphi_n \), then
  
  \[ \begin{align*}
  &\text{either there exists an instantiation } \frac{\varphi_1, \ldots, \varphi_n}{\psi_1, \ldots, \psi_m} \text{ of a rule } \\
  &\quad \frac{\varphi'_1, \ldots, \varphi'_n}{\psi'_1, \ldots, \psi'_m} \quad C_1, \ldots, C_k \text{ in } \\
  &\quad \mathcal{R} \text{ such that } \psi_i = \psi \text{ holds for some } i \\
  &\text{or the node is a leaf and } \psi \in \Sigma \text{ holds.}
  \end{align*} \]

Examples of derivation trees can be found in the proof of Lemma 3.11 on page 58. Please note that these derivation trees really “grow” from bottom to top. Instead of drawing edges between the parent node and every of its successors, we will draw one single horizontal line between all the successor nodes and the parent node.

We are now prepared to define the derivation of dependencies from a given set \( \Sigma \) of dependencies using a particular underlying set of inference rules.
Definition 3.5. Let \( \mathcal{R} \) be a set of inference rules and let \( \Sigma \) be a set of dependencies in \( C \) whose elements are defined on the nested attribute \( N \). A dependency \( \tau \) is derivable from \( \Sigma \) using \( \mathcal{R} \) if and only if there exists a derivation tree over \( \mathcal{R} \) and \( \Sigma \) with root \( \tau \) (notation: \( \Sigma \vdash_{\mathcal{R}} \tau \)). The syntactic hull \( \Sigma^+_\mathcal{R} \) of \( \Sigma \) under \( \mathcal{R} \) is the set of all dependencies that are derivable from \( \Sigma \) using \( \mathcal{R} \), i.e., \( \Sigma^+_\mathcal{R} = \{ \tau \mid \Sigma \vdash_{\mathcal{R}} \tau \} \).

One is interested in meaningful sets \( \mathcal{R} \) of inference rules for deriving dependencies. That is, every dependency that is derivable from \( \Sigma \) using \( \mathcal{R} \) should also be implied by \( \Sigma \). In order to capture the semantic notion of implication by the syntactical notion of inference the set \( \mathcal{R} \) must have a further property. Every dependency implied by \( \Sigma \) must also be derivable from \( \Sigma \) by using only inference rules from \( \mathcal{R} \).

Definition 3.6. A set \( \mathcal{R} \) of inference rules is called sound for the (finite) implication of dependencies in \( C \) if and only if for every nested attribute \( N \) and for every set \( \Sigma \) of dependencies in \( C \) on \( N \) we have \( \Sigma^+_\mathcal{R} \subseteq \Sigma^+_C \) (\( \Sigma^+_\mathcal{R} \subseteq \Sigma^+_{\text{fin},C} \)). A set \( \mathcal{R} \) of inference rules is called complete for the (finite) implication of dependencies in \( C \) if and only if for every nested attribute \( N \) and for every set \( \Sigma \) of dependencies in \( C \) on \( N \) we have \( \Sigma^+_C \subseteq \Sigma^+_\mathcal{R} \) (\( \Sigma^+_{\text{fin},C} \subseteq \Sigma^+_\mathcal{R} \)). The class \( C \) is called (finitely) axiomatisable if and only if there is a (finite) sound and complete set of inference rules for the implication of dependencies in \( C \).

Sound and complete sets of inference rules for the implication of dependencies in \( C \) are sometimes called \( C \)-sound or \( C \)-complete. A further interesting question deals with the independence of inference rules.

Definition 3.7. Let \( \mathcal{R} \) denote some set of inference rules. An inference rule \( R \) is \( C \)-independent from \( \mathcal{R} \) if and only if there is a nested attribute \( N \) and a set \( \Sigma \) of dependencies in \( C \) on \( N \) as well as some dependency \( \sigma \) with \( \sigma \notin \Sigma^+_\mathcal{R} \) but \( \sigma \in \Sigma^+_{\text{fin},C} \). A \( C \)-sound and \( C \)-complete set \( \mathcal{R} \) of inference rules is called minimal for the implication of dependencies in \( C \) if and only if every \( \Sigma \vdash \mathcal{R} \) is \( C \)-independent from \( \mathcal{R} \cup \{ R \} \), i.e., there is no \( \mathcal{R}' \subset \mathcal{R} \) which is \( C \)-complete as well.

Strictly speaking, the notion of minimality should also take the set \( \text{Con} \) of constraints of every inference rule into consideration. It may well be that all the rules are independent from one another but some constraint in \( \text{Con} \) can still be weakened.

Example 3.4. The following set of inference rules is sound and complete for the implication of FDs in the RDM.

\[
\begin{align*}
X \rightarrow Y & \quad \subseteq X, \\
X \rightarrow Y & \quad \subseteq W, \\
X \rightarrow Y & \quad \subseteq Z
\end{align*}
\]

None of the rules can be omitted without losing completeness. However, the reflexivity axiom \( X \rightarrow Y \subseteq X \) can be replaced by the weaker axiom \( \emptyset \rightarrow \emptyset \) as the second inference rule allows to derive the reflexivity axiom from the weaker axiom.
However, in this thesis we will focus on the notion of minimality as introduced in Definition 3.7, and study the stricter version in the future.

Usually, once a class $C$ has been fixed, the index $C$ is dropped from $\Sigma^+_C$, $\Sigma^*_C$ and $\Sigma^*_{\text{fin},C}$. In this chapter, we will consider the class $C$ of functional dependencies in the presence of null, flat, record- and list-valued attributes. The index $\mathcal{R}$ is dropped from $\Sigma^+_\mathcal{R}$ once the set of inference rules has been fixed.

### 3.1.3 The generalised Armstrong Axioms

Let $\Sigma$ be a set of FDs, and $\sigma$ an FD, all defined on some nested attribute $N$. Real life databases are inherently finite. Therefore, our attention should be firstly directed towards the finite implication problem $\Sigma \models_f \sigma$. However, in the case of FDs the finite implication problem coincides with the unrestricted implication problem $\Sigma \models \sigma$. Interpreting $\models_f$ as relations, it is immediate that $\models \subseteq \models_f$ holds. If there is an infinite $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and $\not\models_r \sigma$, i.e., $(\Sigma, \sigma) \not\models \models$, then there are $t_1, t_2 \in r$ with $\not\models_{\{t_1,t_2\}} \sigma$. However, $\models_{\{t_1,t_2\}} \Sigma$ follows directly from $\models_r \Sigma$, and thus $(\Sigma, \sigma) \not\models_f$. This shows that also $\models_f \subseteq \models$ holds, i.e., unrestricted and finite implication coincide for the class $C$ of FDs. Consequently, $\Sigma^*_f = \Sigma^*_{\text{fin}}$ for any set $\Sigma$ of FDs defined on any nested attribute. Next, we introduce extensions of Armstrong’s axioms to the presence of records and lists.

**Definition 3.8.** The generalised Armstrong axioms for functional dependencies are

\[
\begin{align*}
X \rightarrow Y &\leq X, \\
X \rightarrow Y &\rightarrow X \cup_N Y', \\
X \rightarrow Y, Y \rightarrow Z &\rightarrow X \rightarrow Z.
\end{align*}
\]

These rules are called the **reflexivity axiom**, the **extension rule** and the **transitivity rule**. □

In what follows $\mathcal{R}$ denotes the generalised Armstrong axioms for FDs. Consider the following example as an illustration for some inferences of FDs.

**Example 3.5.** Consider Example 3.2 again. The reflexivity axiom tells us that

Factor(Integer,Prime[Number],Exponent[Number])

carries FDs such as

Factor(Prime[Number]) → Factor(Prime[λ]).

The extension rule allows to infer the FD

Factor(Integer) → Factor(Integer, Prime[Number], Exponent[Number])

from

Factor(Integer) → Factor(Prime[Number], Exponent[Number]).

From

Factor(Integer) → Factor(Prime[Number]) and
Factor(Prime[Number]) → Factor(Prime[λ])
we infer the FD

\[ \text{Factor(Integer)} \rightarrow \text{Factor(Prime[\lambda])} \]

using the transitivity rule.

We show the fundamental fact that, in the presence of lists, the projection of some \( t \in \text{dom}(N) \) on two subattributes \( X \) and \( Y \) of \( N \) determines its projection on \( X \cup Y \).

**Lemma 3.9.** Let \( N \in \mathcal{N}A, X, Y \in \text{Sub}(N) \) and \( t_1, t_2 \in \text{dom}(N) \). If \( \pi_X^N(t_1) = \pi_X^N(t_2) \) and \( \pi_Y^N(t_1) = \pi_Y^N(t_2) \), then \( \pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2) \).

**Proof.** We proceed by induction on the structure of \( N \).

If \( X \leq Y \), then

\[ \pi_{X \cup Y}^N(t_1) = \pi_Y^N(t_1) = \pi_Y^N(t_2) = \pi_{X \cup Y}^N(t_2) \]

and similar in the case when \( Y \leq X \) holds. This covers the lemma for the cases where \( N \) is the null attribute \( \lambda \) or a flat attribute.

Let \( N = L(N_1, \ldots, N_k) \). The hypothesis says for every \( i = 1, \ldots, k \) that for all \( X_i, Y_i \in \text{Sub}(N_i) \) and all \( t_1^i, t_2^i \in \text{dom}(N_i) \) such that \( \pi_{X_i}^{N_i}(t_1^i) = \pi_{X_i}^{N_i}(t_2^i) \) and \( \pi_{Y_i}^{N_i}(t_1^i) = \pi_{Y_i}^{N_i}(t_2^i) \), we also have \( \pi_{X_i \cup Y_i}^{N_i}(t_1^i) = \pi_{X_i \cup Y_i}^{N_i}(t_2^i) \). From \( N = L(N_1, \ldots, N_k) \) and \( X, Y \in \text{Sub}(N) \) follows \( X = L(X_1, \ldots, X_k) \) and \( Y = L(Y_1, \ldots, Y_k) \). Since \( t_1, t_2 \in \text{dom}(N) \) it follows that \( t_1 = (t_1^1, \ldots, t_1^k) \) and \( t_2 = (t_2^1, \ldots, t_2^k) \) with \( t_1^i, t_2^i \in \text{dom}(N_i) \) for \( i = 1, \ldots, k \). From \( \pi_X^N(t_1) = \pi_X^N(t_2) \) and \( \pi_Y^N(t_1) = \pi_Y^N(t_2) \) follow \( \pi_{X_1}^{N_1}(t_1^1) = \pi_{X_1}^{N_1}(t_2^1) \) and \( \pi_{Y_1}^{N_1}(t_1^1) = \pi_{Y_1}^{N_1}(t_2^1) \) for \( i = 1, \ldots, k \). We conclude by hypothesis that \( \pi_{X_i \cup Y_i}^{N_i}(t_1^i) = \pi_{X_i \cup Y_i}^{N_i}(t_2^i) \) holds for \( i = 1, \ldots, k \). Then we have

\[
\pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2)
\]

It remains to consider the case where \( N = L[N'] \). The hypothesis tells us that for all \( X', Y' \in \text{Sub}(N') \) and all \( a, a' \in \text{dom}(N') \) such that \( \pi_{X'}^{N'}(a) = \pi_{X'}^{N'}(a') \) and \( \pi_{Y'}^{N'}(a) = \pi_{Y'}^{N'}(a') \), we also have \( \pi_{X' \cup Y'}^{N'}(a) = \pi_{X' \cup Y'}^{N'}(a') \). It remains to consider the case where \( X = L[X'] \) and \( Y = L[Y'] \). Since \( t_1, t_2 \in \text{dom}(N) \) it follows that \( t_1 = [a_1, \ldots, a_n] \) and \( t_2 = [a'_1, \ldots, a'_n] \) with \( a_i, a'_i \in \text{dom}(N') \) for \( i = 1, \ldots, n \) and \( j = 1, \ldots, l \). From \( \pi_X^N(t_1) = \pi_X^N(t_2) \) and \( \pi_Y^N(t_1) = \pi_Y^N(t_2) \) follow \( n = l \) and \( \pi_{X'}^{N'}(a_i) = \pi_{X'}^{N'}(a'_i) \) and \( \pi_{Y'}^{N'}(a_i) = \pi_{Y'}^{N'}(a'_i) \) for \( i = 1, \ldots, n \). We conclude by hypothesis that also \( \pi_{X' \cup Y'}^{N'}(a_i) = \pi_{X' \cup Y'}^{N'}(a'_i) \) hold for \( i = 1, \ldots, n \). Then we have

\[
\pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2)
\]

This concludes the proof of this lemma. \( \square \)

We will now argue that the Armstrong axioms are sound, i.e., everything that is derivable from \( \Sigma \) by using any of these rules is also implied by \( \Sigma \).
Proposition 3.10. The generalised Armstrong axioms are sound for the implication of functional dependencies in the presence of records and lists.

Proof. For the soundness of the reflexivity rule take $X, Y \in \text{Sub}(N)$ with $Y \leq X$ and let $r \subseteq \text{dom}(N)$. Let $t_1, t_2 \in r$ with $\pi^N_Y(t_1) = \pi^N_Y(t_2)$. Recall that for $Y \leq X$ follows $\pi^N_Y = \pi^N_Y \circ \pi^N_X$ where $\circ$ denotes the composition of functions. We conclude that $\pi^N_Y(t_1) = \pi^N_Y(t_2)$ holds as well, and therefore $\models_r X \rightarrow Y$.

For the soundness of the extension rule assume $X, Y \in \text{Sub}(N)$ and let $r \subseteq \text{dom}(N)$ with $\models_r X \rightarrow Y$. Let $t_1, t_2 \in r$ with $\pi^N_X(t_1) = \pi^N_X(t_2)$. Since $\models_r X \rightarrow Y$ we also know that $\pi^N_Y(t_1) = \pi^N_Y(t_2)$. Lemma 3.9 shows that $\pi^N_{X \cup Y}(t_1) = \pi^N_{X \cup Y}(t_2)$. This means $\models_r X \rightarrow X \cup Y$ and concludes the proof for the soundness of the extension rule.

For the soundness of the transitivity rule take $X, Y, Z \in \text{Sub}(N)$ and let $r \subseteq \text{dom}(N)$ with $\models_r X \rightarrow Y$ and $\models_r Y \rightarrow Z$. Let $t_1, t_2 \in r$ with $\pi^N_X(t_1) = \pi^N_X(t_2)$. From $\models_r X \rightarrow Y$ follows $\pi^N_Y(t_1) = \pi^N_Y(t_2)$, and applying $\models_r Y \rightarrow Z$ shows $\pi^N_Z(t_1) = \pi^N_Z(t_2)$. Consequently, $\models_r X \rightarrow Z$.

Next, we derive some more sound inference rules for FDs. They will enable faster inferences.

Lemma 3.11. The following inference rules are derivable from the generalised Armstrong axioms, and hence are sound:

\[
\begin{align*}
\frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow Y \cup Z} & \quad \text{(join rule)} \\
\frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow Y \cap Z} & \quad \text{(meet rule)} \\
\frac{X \rightarrow Y}{X \rightarrow Y - X} & \quad \text{(reduction rule)} \\
\frac{X \rightarrow Y}{X \rightarrow Y - Z} & \quad \text{(subattribute rule)} \\
\frac{X \rightarrow Y}{U \rightarrow V - X \cup Y} & \quad \text{(general extension rule)} \\
\frac{X \rightarrow Y, U \rightarrow V - X \cup Y}{W \rightarrow Z - U \cup W} & \quad \text{(general transitivity rule)}
\end{align*}
\]

Proof. Every application of an inference rule above can be replaced by an application of one of the following inference schemata which make use of the generalised Armstrong axioms only. This shows the soundness of each inference rule of this lemma.

**join rule:**

\[
\begin{align*}
\frac{X \cup Y \rightarrow X^{X \cup Y}, X \rightarrow Z}{X \rightarrow Y} & \quad \text{(join rule)} \\
\frac{X \rightarrow Y}{X \cup Y \rightarrow X \cup Y} & \quad \text{(meet rule)} \\
\frac{X \rightarrow Y}{X \cup Y \rightarrow Z} & \quad \text{(reduction rule)} \\
\frac{X \rightarrow Y}{X \cup Y \rightarrow Y} & \quad \text{(subattribute rule)} \\
\frac{X \rightarrow Y}{U \rightarrow V - X \cup Y} & \quad \text{(general extension rule)} \\
\frac{X \rightarrow Y, U \rightarrow V - X \cup Y}{W \rightarrow Z - U \cup W} & \quad \text{(general transitivity rule)}
\end{align*}
\]
meet rule: 
\[
\frac{X \rightarrow Y \\ Y \rightarrow Y \cap Z^{Y \cap Z \leq Y}}{X \rightarrow Y \cap Z}
\]

reduction rule: In order to prove this rule we recall that \( Y \setminus X \leq Y \) holds.
\[
\frac{X \rightarrow Y \\ Y \rightarrow Y \setminus X^{Y \setminus X \leq Y}}{X \rightarrow Y \setminus X}
\]

subattribute rule:
\[
\frac{X \rightarrow Y \\ Y \rightarrow Z^{Z \leq Y}}{X \rightarrow Z}
\]

general extension rule:
\[
\frac{U \rightarrow X^{X \leq U} \\ X \rightarrow X \cup Y}{U \rightarrow X \cup Y} \quad \frac{X \cup Y \rightarrow V^{V \leq X \cup Y}}{U \rightarrow V}
\]

general transitivity rule:
\[
\frac{W \rightarrow X^{X \leq W} \\ X \rightarrow X \cup Y}{W \rightarrow X \cup Y} \quad \frac{X \cup Y \rightarrow U^{U \leq X \cup Y}}{W \rightarrow U} \quad \frac{W \rightarrow V^{V \leq X \cup Y}}{W \rightarrow V \cup W} \quad \frac{V \cup W \rightarrow Z^{Z \leq V \cup W}}{W \rightarrow Z}
\]

3.1.4 Completeness

The idea for the completeness proof follows the lines of the original proof for the RDM [15].
A two-element instance \( r \) with \( \models_r \Sigma^* \) and \( \not\models_r X \rightarrow Y \) is constructed for any \( X \rightarrow Y \in \Sigma^+ \).
The proof needs a bit more effort than its original but still remains constructive.

Lemma 3.12. Let \( N \in \mathcal{N}A \). There are \( t_1, t_2 \in \text{dom}(N) \) such that \( \pi_X^N(t_1) \neq \pi_X^N(t_2) \) holds on all \( X \) with \( \lambda_N \neq X \leq N \).

Proof. We prove this lemma by induction on \( N \). For \( N = \lambda \) there is nothing to show. If \( N = A \) is a flat attribute, then the only \( \lambda \neq X \leq N \) is \( X = A \). In this case, \( t_1 = a \) and \( t_2 = a' \) with \( a, a' \in \text{dom}(A) \) and \( a \neq a' \) are chosen. If \( N = L(N_1, \ldots, N_k) \), then there are \( t_1^i, t_2^i \in \text{dom}(N_i) \) with \( \pi_{M_i}^N(t_1^i) \neq \pi_{M_i}^N(t_2^i) \) on all \( \lambda_{N_i} \neq X_i \leq N_i \) for all \( i = 1, \ldots, k \). Define \( t_1 = (t_1^1, \ldots, t_1^k), t_2 = (t_2^1, \ldots, t_2^k) \in \text{dom}(N) \). For \( \lambda_N \neq X \leq N \) we have \( X = L(X_1, \ldots, X_k) \).
with $X_i \neq \lambda_{N_i}$ for some $i \in \{1, \ldots, k\}$. This implies that $\pi_N^N(t_1) = (\pi_{N_1}^N(t_1), \ldots, \pi_{N_k}^N(t_1)) \neq (\pi_{N_1}^N(t_2), \ldots, \pi_{N_k}^N(t_2)) = \pi_N^N(t_2)$. It remains to consider the case where $N = L[N']$. In this case we define $t_1 = [\ ]$, $t_2 = [n'] \in \text{dom}(N)$ with $n' \in \text{dom}(N')$. For $\lambda \neq X \leq N$ follows $X = L[X']$ with $X' \leq N'$ and $\pi_N^N(t_1) = [\ ] \neq [\pi_N^N(n')] = \pi_N^N(t_2)$. This concludes the proof.

Example 3.6. Suppose $N = L(A, K[B], M[\lambda])$. In this case, $t_1 = (a, [\ ] , [\ ])$ and $t_2 = (a', [b], [ok])$ with different $a, a' \in \text{dom}(A), b \in \text{dom}(B)$ have different projections on all subattributes of $N$ different from $L(\lambda, \lambda, \lambda) = \lambda_N$.

The following lemma shows how to find two elements of $\text{dom}(N)$ that have exactly coincident projections on an arbitrary, but fixed subattribute $X$ of $N$.

Lemma 3.13. Let $N \in N A$. For each $X \in \text{Sub}(N)$ there are $t_1, t_2 \in \text{dom}(N)$ such that $\pi_Y^N(t_1) = \pi_Y^N(t_2)$ holds for $Y \in \text{Sub}(N)$ if and only if $Y \leq X$.

Proof. If $X = \lambda_N$, then we apply Lemma 3.12. We assume that $X \neq \lambda_N$ from now on and proceed by induction on $N$. If $N = A$ is a flat attribute, then $X = A$ and we define $t_1 = a = t_2$ with some $a \in \text{dom}(A)$. Consider the case where $N = L(N_1, \ldots, N_k)$ and let $X = L(X_1, \ldots, X_k)$ with $X_i \leq N_i$ for $i = 1, \ldots, k$. For $i = 1, \ldots, k$ there are $t_1^i, t_2^i \in \text{dom}(N_i)$ with $\pi_{X_i}^N(t_1^i) = \pi_{X_i}^N(t_2^i)$ if and only if $Y_i \leq X_i$ holds, by hypothesis. We define $t_1 = (t_1^1, \ldots, t_k^1)$ and $t_2 = (t_2^1, \ldots, t_k^2)$ with $t_1, t_2 \in \text{dom}(N)$. It follows that $Y \leq X$ if and only if $Y = L(Y_1, \ldots, Y_k)$ with $Y_i \leq X_i$ for $i = 1, \ldots, k$ if and only if $\pi_{Y_i}^N(t_1^i) = \pi_{Y_i}^N(t_2^i)$ for $i = 1, \ldots, k$ if and only if $\pi_X^Y(t_1) = \pi_X^Y(t_2)$. It remains to consider the case where $N = L[N']$. Consequently, $X = L[X']$ with $X' \leq N'$. Then there are some $t_1', t_2' \in \text{dom}(N')$ such that $\pi_{X_i}^{N'}(t_1') = \pi_{X_i}^{N'}(t_2')$ if and only if $Y' \leq X'$ by hypothesis. Defining $t_1 = [t_1'], t_2 = [t_2] \in \text{dom}(N)$ we infer that $\lambda \neq Y \leq X$ if and only if $Y = L[Y']$ with $Y' \leq X'$ if and only if $\pi_{X_i}^{N'}(t_1') = \pi_{X_i}^{N'}(t_2')$ if and only if $\pi_X^Y(t_1) = \pi_X^Y(t_2)$. The case $Y = \lambda$ is trivial.

Example 3.7. Suppose $N = L(A, K[M(B, O[C])])$ and $X = L(\lambda, K[M(B, O[\lambda])])$. Choose $t_1 = (a, [(b, [c])])$ and $t_2 = (a', [(b, [c'])])$ with different $a, a' \in \text{dom}(A), b \in \text{dom}(B)$ and different $c, c' \in \text{dom}(C)$. In this case, the projections $\pi_X^N(t_1)$ and $\pi_X^N(t_2)$ are both equal to $(ok, [(b, [ok])])$, but projections of $t_1$ and $t_2$ on any proper superattribute of $X$ are different from one another.

The following result shows that FDs in the presence of records and lists can be captured by a natural generalisation of Armstrong’s well-known axioms.

Theorem 3.14. The generalised Armstrong axioms are sound and complete for the implication of functional dependencies in the presence of records and lists.

Proof. It remains to show the completeness. Let $N$ be a nested attribute, $\Sigma$ a set of FDs defined on $N$. We need to show that $\Sigma^* \subseteq \Sigma^*$ holds. Let $X \rightarrow Y \notin \Sigma^*$. We will show that $X \rightarrow Y \notin \Sigma^*$ by defining some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma^*$ and $\not\models_r X \rightarrow Y$. Let
3.1. AXIOMATISATION

Sebastian Link

\[ X^+ = \{ Z \mid X \rightarrow Z \in \Sigma^+ \}. \]

It follows that \( Y \not\subseteq X^+ \). Otherwise we had \( X^+ \rightarrow Y \in \Sigma^+ \) by the reflexivity axiom, \( X \rightarrow X^+ \in \Sigma^+ \) by the join rule and also \( X \rightarrow Y \in \Sigma^+ \) by the transitivity rule. Using Lemma 3.13 we choose \( r = \{ t_1, t_2 \} \subseteq \text{dom}(N) \) such that

\[
\pi^N_Z(t_1) = \pi^N_Z(t_2) \quad \text{if and only if} \quad Z \subseteq X^+ .
\]

Since \( X \subseteq X^+ \) and \( Y \not\subseteq X^+ \) we have \( \pi^N_X(t_1) = \pi^N_X(t_2) \), but \( \pi^N_Y(t_1) \neq \pi^N_Y(t_2) \). This shows that \( \not\models_r X \rightarrow Y \). Let \( U \leq X^+ \). If \( U \not\subseteq X^+ \), then \( \pi^N_U(t_1) = \pi^N_U(t_2) \) by equation (1), and \( \models_r U \rightarrow V \). If \( U \leq X^+ \), then \( \pi^N_U(t_1) = \pi^N_U(t_2) \) by equation (1). It follows that \( X^+ \rightarrow U \leq X^+ \), \( X^+ \rightarrow V \leq X^+ \) by the reflexivity axiom. From \( X \rightarrow X^+ , X^+ \rightarrow U , U \rightarrow V \in \Sigma^+ \) follows \( X \rightarrow V \in \Sigma^+ \), which means that \( V \leq X^+ \) by definition of \( X^+ \). Again, equation (1) implies that \( \pi^N_U(t_1) = \pi^N_U(t_2) \) holds. This shows \( \models_r U \rightarrow V \). From \( \models_r \Sigma \) follows immediately \( \models_r \Sigma^+ \) which completes the proof.

\[ \square \]

**Example 3.8.** Take again Factor(Integer,Prime[Number],Exponent[Number]), \( X = \text{Factor(Prime[A])} \) and \( X^+ = \text{Factor(Prime[A],Exponent[A])} \).

The two tuples \( t_1 = (12, [2, 3], [2, 1]) \) and \( t_2 = (15, [3, 5], [1, 1]) \) have projections which are equal on exactly \( X^+ \).

Similar to the RDM, the generalised Armstrong axioms are also minimal for the implication of FDs in the presence of records and lists.

**Theorem 3.15.** The generalised Armstrong axioms are minimal for the implication of functional dependencies in the presence of records and lists.

**Proof.** Let \( R \) be the reflexivity axiom, and let \( \mathcal{R} \) consist of the extension and transitivity rule. Let \( N = \lambda, \Sigma = \emptyset \) and \( \sigma = \lambda \rightarrow \lambda \). Then \( \Sigma^+_R = \emptyset \), but \( \sigma \) can be inferred by \( R \).

Let \( R \) be the extension rule, and let \( \mathcal{R} \) consist of the reflexivity axiom and the transitivity rule. Let \( N = L(A, B), \Sigma = \{ L(A, \lambda) \rightarrow L(\lambda, B) \} \) and \( \sigma = L(A, \lambda) \rightarrow L(A, B) \). We present \( \Sigma^+_R \) by the following table where the row names denote the left-hand side \( X \), and the column names denote the right-hand side \( Y \) of an FD \( X \rightarrow Y \). An FD \( X \rightarrow Y \) belongs to \( \Sigma^+_R \) if and only if the entry at row \( X \) and column \( Y \) is a cross \( \times \). We compute

<table>
<thead>
<tr>
<th></th>
<th>( L(\lambda, \lambda) )</th>
<th>( L(A, \lambda) )</th>
<th>( L(\lambda, B) )</th>
<th>( L(A, B) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L(\lambda, \lambda) )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( L(A, \lambda) )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( L(\lambda, B) )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( L(A, B) )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
</tbody>
</table>

and see that \( \sigma \not\in \Sigma^+_R \). However, as \( L(A, \lambda) \cup L(\lambda, B) = L(A, B) \) we conclude that \( \sigma \) can be inferred from \( \Sigma \) using the extension rule.

Let \( R \) be the transitivity rule, and let \( \mathcal{R} \) consist of the reflexivity axiom and the extension rule. Let \( N = L(A, B), \Sigma = \{ L(\lambda, \lambda) \rightarrow L(A, \lambda), L(A, \lambda) \rightarrow L(\lambda, B) \} \) and \( \sigma = L(\lambda, \lambda) \rightarrow \)
3.1. Axiomatisation

We compute

<table>
<thead>
<tr>
<th></th>
<th>$L(\lambda, \lambda)$</th>
<th>$L(A, \lambda)$</th>
<th>$L(\lambda, B)$</th>
<th>$L(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L(\lambda, \lambda)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, \lambda)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(\lambda, B)$</td>
<td>$\times$</td>
<td></td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(A, B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

and see that $\sigma \notin \Sigma_{\mathfrak{R}}^+$. However, $\sigma$ can be inferred from $\Sigma$ using the transitivity rule. $\square$

3.1.5 Dependencies for Keys

As an application of Theorem 3.14 we consider keys which are an important concept in databases. In relational databases, a key is a set of attributes on which no pair of tuples of a legal instance coincides. That is, values on the key attributes determine a tuple uniquely. We write $X < Y$ if and only if $X \leq Y$ and $X \neq Y$. In this case, $X$ is called a proper subattribute of $Y$.

**Definition 3.16.** Let $N \in \mathcal{N}\mathcal{A}$ be a nested attribute and $\Sigma$ a set of FDs on $N$. A subattribute $X \in \text{Sub}(N)$ is called a superkey for $N$ with respect to $\Sigma$ if and only if $\Sigma \models X \rightarrow N$ holds. In case there is not any proper subattribute $X'$ of $X$ which is also a superkey for $N$ with respect to $\Sigma$ we call $X$ a minimal key for $N$ with respect to $\Sigma$.

An FD $X \rightarrow N \in \Sigma^*$ is called a key dependency for $N$ with respect to $\Sigma$ if and only if $X$ is a minimal key for $N$ with respect to $\Sigma$. The set of all key dependencies for $N$ with respect to $\Sigma$ is denoted by $\Sigma_{\mathfrak{K}}$.

We obtain the following characterisation as a consequence of Theorem 3.14. The generalised Armstrong axioms are again denoted by $\mathfrak{R}$.

**Corollary 3.17.** Let $N$ be a nested attribute, $X \in \text{Sub}(N)$, and $\Sigma$ a set of FDs on $N$. The following statements are equivalent.

1. $X$ is a superkey for $N$ with respect to $\Sigma$,
2. for each $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and for every two $t_1, t_2 \in r$ with $\pi_X^N(t_1) = \pi_X^N(t_2)$ we have $t_1 = t_2$,
3. $X \rightarrow N \in \Sigma^*$,
4. $X \rightarrow N \in \Sigma^+$,
5. the semantic closure $X^* = \bigcup \{Y \mid X \rightarrow Y \in \Sigma^*\}$ of $X$ with respect to $\Sigma$ is $N$, i.e., $X^* = N$,
6. the syntactic closure $X^+_\mathfrak{R} = \bigcup \{Y \mid X \rightarrow Y \in \Sigma^+_{\mathfrak{R}}\}$ of $X$ with respect to $\Sigma$ and $\mathfrak{R}$ is $N$, i.e., $X^+_\mathfrak{R} = N$. $\square$

An FD $X \rightarrow N$, defined on the nested attribute $N$, is called a superkey dependency for $N$. We can then consider the implication for the class $\mathcal{C}$ of superkey dependencies. Given some nested attribute $N$ and a set $\Sigma$ of superkey dependencies for $N$ we might ask which other superkey dependencies are implied by $\Sigma$? The next result shows that once the keys have been specified there are only trivial extensions derivable.
Theorem 3.18. The following inference rules
\[
\begin{align*}
N \rightarrow N \\
X \rightarrow N \\
X \sqcup_N Y \rightarrow N
\end{align*}
\]
(key axiom) (key augmentation)
are minimal, sound and complete for the implication of superkey dependencies in the presence of records and lists.

Proof. Let \( N \) be a nested attribute and \( \Sigma \) a set of superkey dependencies for \( N \). The soundness of the rules is immediate. For the completeness, take some \( X \rightarrow N \notin \Sigma^+ \) and choose \( r = \{t_1, t_2\} \subseteq \text{dom}(N) \) such that
\[
\pi^N_Y(t_1) = \pi^N_Y(t_2) \quad \text{if and only if} \quad Y \subseteq X
\]
according to Lemma 3.13. If \( N \subseteq X \), then \( X = N \) and \( X \rightarrow N \in \Sigma^+ \) by the key axiom. It follows that \( t_1 \) and \( t_2 \) are different and \( \not\models_r X \rightarrow N \). It remains to show that \( \models_r K \rightarrow N \) for all superkey dependencies \( K \rightarrow N \in \Sigma \). Suppose \( K \leq X \). Then \( X = K \cup X \) and from \( K \rightarrow N \in \Sigma \) follows \( X \rightarrow N \in \Sigma^+ \) by the key augmentation rule, a contradiction. Therefore, \( K \) is not a subattribute of \( X \), and \( \pi^N_K(t_1) \neq \pi^N_K(t_2) \) by equation (2), and thus \( \models_r K \rightarrow N \).

The minimality of the rules is also straightforward. For the independence of the key axiom let \( \mathcal{R} \) consist of the key augmentation rule only, \( N = \lambda \) and \( \Sigma = \emptyset \). Consequently, \( \lambda \rightarrow \lambda \notin \Sigma^*_\mathcal{R} \), but \( \lambda \rightarrow \lambda \) can be derived using the key axiom. For the independence of the key augmentation rule let \( \mathcal{R} \) consist of the key axiom and take for instance \( N = L(A, B) \), and \( \Sigma = \{L(\lambda, \lambda) \rightarrow N\} \). It follows that \( L(A, \lambda) \rightarrow N \notin \Sigma^*_\mathcal{R} \), but \( L(A, \lambda) \rightarrow N \) can be derived using the key augmentation rule. \( \square \)

3.2 Implication Problem

The implication problem for FDs is to decide whether for an arbitrary nested attribute \( N \), an arbitrary set \( \Sigma \) of FDs on \( N \) and an arbitrary FD \( \sigma \) on \( N \), \( \Sigma \models \sigma \) holds. For functional dependencies, the problem coincides with the finite implication problem \( \Sigma \models_f \sigma \). According to Theorem 3.14 the FD \( \sigma \) is implied by \( \Sigma \) if and only if \( \sigma \) is derivable from \( \Sigma \) using the generalised Armstrong axioms. However, finding a derivation is arduous. The goal of this section is to solve the implication problem efficiently.

3.2.1 The Closure

Similar as in the RDM [29] we introduce the notion of syntactic closure for a nested attribute with respect to a given set of functional dependencies and a set of inference rules. This notion has already been used in the proof of Theorem 3.14 and in Corollary 3.17.
Definition 3.19. Let $N$ be a nested attribute, $X \in \text{Sub}(N)$, $\Sigma$ a set of FDs defined on $N$, and $\mathcal{R}$ a set of inference rules. The syntactic closure $X^+_{\mathcal{R}} \in \text{Sub}(N)$ of $X$ with respect to $\Sigma$ and $\mathcal{R}$ is $X^+_{\mathcal{R}} = \bigcup \{ Y \mid X \rightarrow Y \in \Sigma^+_{\mathcal{R}} \}$. 

As usual, once the set $\mathcal{R}$ of inference rules has been fixed the index $\mathcal{R}$ can be dropped from $X^+_{\mathcal{R}}$, i.e., we simply write $X^+$. For the remainder of this chapter $\mathcal{R}$ denotes the generalised Armstrong axioms from Definition 3.8.

In order to solve the implication problem $\Sigma \models X \rightarrow Y$ it is sufficient to determine $X^+$. 

Lemma 3.20. Let $\Sigma$ be a set of FDs, all defined on some nested attribute $N$, and $X \rightarrow Y$ an FD on $N$. Then $X \rightarrow Y \in \Sigma^+$ if and only if $Y \subseteq X^+$. 

Proof. If $X \rightarrow Y \in \Sigma^+$, then $Y \in \{ Z \mid X \rightarrow Z \in \Sigma^+ \}$. Consequently, $Y \subseteq X^+$ by the property of a join. 

Suppose $Y \subseteq X^+$. According to the join rule from Lemma 3.11 we have $X \rightarrow X^+ \in \Sigma^+$. Reflexivity implies $X^+ \rightarrow Y \in \Sigma^+$, and transitivity results in $X \rightarrow Y \in \Sigma^+$. 

3.2.2 A first Approach

We will now present a first algorithm which determines the closure $X^+$ of a given $X \in \text{Sub}(N)$ with respect to a set $\Sigma$ of FDs on $N$. The algorithm generalises the one proposed in [29] for solving the implication problem in the RDM.

Algorithm 3.2.1 (Nested Attribute Closure I)

Input: $X \in \text{Sub}(N)$, set $\Sigma$ of FDs on $N$

Output: closure $X_{\text{alg}}^+$ of $X$ with respect to $\Sigma$

Method:

VAR $X_{\text{old}}, X_{\text{new}} \in \text{Sub}(N)$;

(1) $X_{\text{new}} := X$;

(2) REPEAT

(3) $X_{\text{old}} := X_{\text{new}}$;

(4) FOR each $U \rightarrow V \in \Sigma$ DO

(5) IF $U \subseteq X_{\text{new}}$ THEN

(6) $X_{\text{new}} := X_{\text{new}} \cup N V$;

(7) ENDIF;

(8) ENDDO;

(9) UNTIL $X_{\text{new}} := X_{\text{old}}$;

(10) $X_{\text{alg}}^+ := X_{\text{new}}$;

(11) RETURN($X_{\text{alg}}^+$);

We illustrate Algorithm 3.2.1 with an example.
3.2. IMPLICATION PROBLEM

Example 3.9. Let $N = L(K[A], B, C, M[D], O[P(E, F)])$, $X = L(K[\lambda], B, O[P(E)])$, and $\Sigma$ given by

1. $L(M[\lambda]) \rightarrow L(M[D])$,
2. $L(O[\lambda]) \rightarrow L(K[\lambda])$,
3. $L(O[P(F)]) \rightarrow L(K[A])$,
4. $L(B, C) \rightarrow L(O[P(E, F)])$, and
5. $\lambda \rightarrow L(C)$.

Suppose that in each run through the REPEAT loop between lines (2) and (9) of Algorithm 3.2.1 the FDs are processed in the order listed above. While this order has a direct impact on the intermediate results, the final result $X_{\text{alg}}$ is independent from the order the FDs are processed. After the first run, $X_{\text{new}} = L(K[A], B, C, O[P(E)])$. The second run yields $X_{\text{new}} = L(K[\lambda], B, C, O[P(E, F)])$ and the third run $X_{\text{new}} = L(K[A], B, C, O[P(E, F)])$. The fourth run does not change anything, i.e., $X_{\text{alg}} = L(K[A], B, C, O[P(E, F)])$. □

It is the first objective to show that Algorithm 3.2.1 works correctly.

Theorem 3.21. Algorithm 3.2.1 is correct, i.e., $X_{\text{alg}}^+ = X^+$.  

Proof. We show first that $X_{\text{alg}}^+ \leq X^+$ holds. We proceed by induction on the number $j$ of runs through the REPEAT loop from line (2) to (9). If $j = 0$, then we have $X_{\text{new}} := X$ by line (1). However, $X \leq X^+$ holds in any case as $X \rightarrow X \in \Sigma^+$ by the reflexivity axiom.

Let $j > 0$. The hypothesis says that after $j$ runs through the REPEAT loop we have $X_{\text{new}} \leq X^+$. Consider now the $j + 1$-st run through line (2) to (9) which computes the join of $X_{\text{new}}$ and $V$ in line (6) whenever $U \rightarrow V \in \Sigma$ and $U \leq X_{\text{new}}$ hold. From $U \leq X_{\text{new}}$ and the hypothesis $X_{\text{new}} \leq X^+$ we know that $U \leq X^+$ holds as well. Lemma 3.20 implies $X \rightarrow U \in \Sigma^+$. We conclude that $X \rightarrow V \in \Sigma^+$ by transitivity. Consequently, $V \leq X^+$ and thus $X_{\text{new}} = X_{\text{new}} \cup V \leq X^+$ after the $j + 1$-st run. We have shown that $X_{\text{new}} \leq X^+$ is invariant under the REPEAT loop, hence $X_{\text{alg}}^+ \leq X^+$.

Since $\leq$ is a partial order, it remains to show that $X^+ \leq X_{\text{alg}}^+$ holds as well. Since the definition of $X^+$ depends on $\Sigma^+$, we assume that there is a chain

$$\Sigma = \Sigma_0 \subset \Sigma_1 \subset \ldots \subset \Sigma_k = \Sigma^+$$

where every $\Sigma_i$ results from $\Sigma_{i-1}$ by application of a single inference rule of the generalised Armstrong axioms. We will use induction on $i$ to show the following:

if $Y \rightarrow Z \in \Sigma_i$ and $Y \leq X_{\text{alg}}^+$, then $Z \leq X_{\text{alg}}^+$. \hspace{1cm} (3)

Then we conclude for $i = k$ that $Z \leq X_{\text{alg}}^+$ follows from $Y \rightarrow Z \in \Sigma^+$ and $Y \leq X_{\text{alg}}^+$. Hence, $X^+ \leq X_{\text{alg}}^+$ for $Y = X$ and $Z = X^+$.

It remains to show (3). If $i = 0$, we assume that $Y \rightarrow Z \in \Sigma$. If $Y \leq X_{\text{alg}}^+$, then $Y \leq X_{\text{new}}$ at some point. The REPEAT loop computes $X_{\text{new}} := X_{\text{new}} \cup Z$ in line (6) and we obtain $Z \leq X_{\text{alg}}^+$ as stated. If $i > 0$, then $\Sigma_i - \Sigma_{i-1}$ contains exactly one $Y \rightarrow Z$. There is nothing to show for any functional dependencies in $\Sigma_{i-1}$ (hypothesis). Thus, we consider only $Y \rightarrow Z$ and distinguish between three cases.
3.2. IMPLICATION PROBLEM

- If \( Y \rightarrow Z \) results from applying the reflexivity axiom, then \( Z \leq Y \). Since \( Y \leq X^+_\text{alg} \) holds by assumption, we obtain \( Z \leq X^+_\text{alg} \) by the transitivity of \( \leq \).
- If \( Y \rightarrow Z \) results from applying the extension rule, then \( Z = Y \cup U \) with \( Y \rightarrow U \in \Sigma_{i-1} \). However, \( Y \leq X^+_\text{alg} \) implies \( U \leq X^+_\text{alg} \) by hypothesis, and therefore also \( Z \leq X^+_\text{alg} \) as \( Z \) is the join of \( Y \) and \( U \).
- If \( Y \rightarrow Z \) results from applying the transitivity rule, then there is some \( U \in \text{Sub}(N) \) with \( Y \rightarrow U \in \Sigma_{i-1} \) and \( U \rightarrow Z \in \Sigma_{i-1} \). If \( Y \leq X^+_\text{alg} \), then we conclude \( U \leq X^+_\text{alg} \), and subsequently \( Z \leq X^+_\text{alg} \) by hypothesis.

EXAMPLE 3.10. Consider Example 3.2 again. As input for Algorithm 3.2.1 we choose \( X = \text{Factor(Integer)} \) and \( \Sigma \) as the set of four FDs given in Example 3.2. The only FD \( U \rightarrow V \in \Sigma \) with \( U \leq X \) is \( \text{Factor(Integer)} \rightarrow \text{Factor(Prime[Number], Exponent[Number])} \). Therefore, \( X_{\text{new}} \) becomes \( \text{Factor(Integer, Prime[Number], Exponent[Number])} \) already. Since \( X_{\text{new}} \) is already maximal, further runs through the REPEAT loop cannot add anything new. The output is therefore \( \text{Factor(Integer, Prime[Number], Exponent[Number])} \).

We continue our example of the GenBank database.

EXAMPLE 3.11. Suppose that nested attribute \( N \) and the set \( \Sigma \) of FDs on \( N \) are specified as in Example 3.3. Suppose further that one is interested in the closure of the subattribute

\[ X = \text{DNA(Origin[Base],Gene(Start,End))}. \]

We use Algorithm 3.2.1 to determine \( X^+ \). The following sequence contains the updates of \( X_{\text{new}} \) by the FDs in \( \Sigma \). We choose to select the FDs in the exact order they are given in Example 3.3.

- FD1 gives \( X_{\text{new}} = \text{DNA(Origin[Base],Count(A,C,G,T),Gene(Start,End))} \),
- the FDs of the second and third item do not add anything new to \( X_{\text{new}} \),
- FD4 gives \( X_{\text{new}} = \text{DNA(Origin[Base],Count(A,C,G,T),Gene(Start,End,Sub[Nucleo])}) \), and
- FD5 results in \( X_{\text{new}} = N \), i.e., there cannot be any more changes

As it turns out, \( \text{DNA(Origin[Base],Gene(Start,End))} \) is a minimal key for \( N \) with respect to \( \Sigma \). A further minimal key is given by \( \text{DNA(Origin[Base],Gene(Start,Translation[\lambda])}) \) since \( \text{DNA(Gene(Translation[\lambda]))} \rightarrow \text{DNA(Gene(Sub[\lambda]))} \) and \( \text{DNA(Gene(Start,Sub[\lambda]))} \rightarrow \text{DNA(Gene(Start,End))} \) are in \( \Sigma \).

3.2.3 A different Perspective

FDs on some nested attribute \( N \) have been defined as expressions \( X \rightarrow Y \) with \( X,Y \in \text{Sub}(N) \). Alternatively, we can view FDs on \( N \) as expressions \( X \rightarrow Y \) where \( X,Y \in \mathcal{C}_N \) and \( (\mathcal{C}_N, \subseteq, \cup, \cap, -c_N, J_N) \) is the Brouwerian algebra of closed subsets of the PO-space on the join-irreducible elements \( J_N \) of \( \text{Sub}(N) \). A set \( r \subseteq \text{dom}(N) \) satisfies the functional dependency \( X \rightarrow Y \) on \( N \), denoted by \( \models_r X \rightarrow Y \), if and only if \( \pi^N_B(t_1) = \pi^N_A(t_2) \) for all \( B \in Y \) whenever \( \pi^N_A(t_1) = \pi^N_A(t_2) \) for all \( A \in X \) holds for any \( t_1, t_2 \in r \). This view
can be justified in the following sense. Lemma 3.9 shows that for all \( r \subseteq \text{dom}(N) \) we have \( X \rightarrow Y \) for \( X, Y \in \mathcal{C}_N \) if and only if \( \models r \cup X \rightarrow \cup Y \) in terms of Definition 3.1. For the remainder of our investigations on the implication problem we will consider FDs from the perspective of closed subsets of \( \mathcal{C}_N \). The generalised Armstrong axioms are then given by

\[
\begin{align*}
X \rightarrow Y & \quad Y \subseteq X, \\
X \rightarrow Y & \quad X \rightarrow X \cup Y, \\
X \rightarrow Y, Y \rightarrow Z & \quad X \rightarrow Z.
\end{align*}
\]

These inference rules use set inclusion and set union and look exactly like Armstrong’s original axioms. However, they are defined on \( (\mathcal{C}_N, \subseteq, \cup, \cap, -\mathcal{C}_N, J_N) \). The closure \( X^+ \) of some \( X \in \mathcal{C}_N \) with respect to a given set of FDs on \( N \) is then \( \cup \{ Y \mid X \rightarrow Y \in \Sigma^+ \} \).

Algorithm 3.2.2 (Nested Attribute Closure II)

Input: \( X \in \mathcal{C}_N \), set \( \Sigma \) of FDs on \( N \)
Output: closure \( X^+_{\text{alg}} \) of \( X \) with respect to \( \Sigma \)
Method:

\[
\begin{align*}
\text{VAR} & \quad X_{\text{old}}, X_{\text{new}} \in \mathcal{C}_N; \\
(1) & \quad X_{\text{new}} := X; \\
(2) & \quad \text{REPEAT} \\
(3) & \quad X_{\text{old}} := X_{\text{new}}; \\
(4) & \quad \text{FOR each } U \rightarrow V \in \Sigma \text{ DO} \\
(5) & \quad \quad \text{IF } U \subseteq X_{\text{new}} \text{ THEN} \\
(6) & \quad \quad \quad X_{\text{new}} := X_{\text{new}} \cup V; \\
(7) & \quad \quad \text{ENDIF;} \\
(8) & \quad \text{ENDDO;} \\
(9) & \quad \text{UNTIL } X_{\text{new}} := X_{\text{old}}; \\
(10) & \quad X^+_{\text{alg}} := X_{\text{new}}; \\
(11) & \quad \text{RETURN}(X^+_{\text{alg}}); \\
\end{align*}
\]

The correctness of Algorithm 3.2.2 follows immediately from Theorem 3.21 and 2.11. We will now study the time complexity of Algorithm 3.2.2 in terms of the size of the input \( N \) and \( \Sigma \). The size of \( N \), denoted by \( n \), is defined as the number of join-irreducible elements of \( N \), i.e., \( n = | J_N | \). The size \( s \) of \( \Sigma \) is defined as the number of its elements, i.e., \( s = | \Sigma | \).

**Theorem 3.22.** Algorithm 3.2.2 terminates in time \( \mathcal{O}(n \cdot s \cdot \min\{n, s\}) \).

**Proof.** In each step of the REPEAT loop between line (2) and (9), the inner FOR loop between line (4) and (8) is executed exactly \( s \) times. The inclusion test \( U \subseteq X_{\text{new}} \) takes at most \( n \) operations. The same holds for all operations within the IF branch in line (5) to (7). Therefore, \( \mathcal{O}(n \cdot s) \) operations are necessary for the inner FOR loop.
The REPEAT loop between line (2) and (9) itself is executed at most \( n + 1 \) times since \( X_{\text{new}} \) cannot have more than \( n \) elements and at least one element is added in each step. Moreover, the loop is executed at most \( s + 1 \) times as every element in \( \Sigma \) can contribute to the extension of \( X_{\text{new}} \) at most once. It follows that Algorithm 3.2.2 indeed terminates in time \( O(n \cdot s \cdot \min\{n, s\}) \).

### 3.2.4 A linear time Algorithm

The time complexity of Algorithm 3.2.2 can be improved. Every FD in \( \Sigma \) is used at most once but every run through the REPEAT loop considers all FDs in \( \Sigma \) again. Therefore, Algorithm 3.2.2 can be optimised.

The idea of the optimised Algorithm 3.2.3 is the following: for every \( A \in J_N \) the set of FDs \( U \rightarrow V \in \Sigma \) with \( A \in U \) is stored as \( In(A) \) in an array \( In \). Initially, \( In(A) = \{ U \rightarrow V \in \Sigma \mid A \in U \} \) in line (11). Moreover, one considers for every dependency \( U \rightarrow V \) the number of elements in \( U \) which have not been added to the closure \( X_{\text{alg}}^+ \). This is done using an array \( Ar \) with \( Ar(U \rightarrow V) = |U| \) initially in line (6). The set \( X_q \) contains join-irreducible subattributes \( A \) which will be added to the closure, and \( Ar(U \rightarrow V) \) is decremented whenever \( A \in U \), see line (20). If \( Ar(U \rightarrow V) \) becomes 0, every element of \( V \) that is not already in the closure is added to \( X_q \) in line (22).

**Algorithm 3.2.3 (Optimised Nested Attribute Closure)**

**Input:** \( N \in \mathcal{N}A \), set \( \Sigma \) of FDs on \( N \), \( X \in \mathcal{C}_N \)

**Output:** the closure \( X_{\text{alg}}^+ \) of \( X \) with respect to \( \Sigma \)

**Method:**

\[
\begin{align*}
\text{VAR} & \; X_q, X' \subseteq J_N, \\
& \; \text{Ar: Array } \Sigma \text{ of INTEGER,} \\
& \; \text{In: Array } J_N \text{ of sets of FDs;} \\
\end{align*}
\]

1. \( X' := \emptyset; X_q := X; \)
2. \( \text{FOR each } A \in J_N \text{ DO} \)
3. \( \quad In(A) := \emptyset; \)
4. \( \text{ENDDO;} \)
5. \( \text{FOR each } U \rightarrow V \in \Sigma \text{ DO} \)
6. \( \quad Ar(U \rightarrow V) := |U|; \)
7. \( \quad \text{IF } U = \emptyset \text{ THEN} \)
8. \( \quad \quad X_q := X_q \cup V; \)
9. \( \quad \text{ELSE} \)
10. \( \quad \quad \text{FOR each } A \in U \text{ DO} \)
11. \( \quad \quad \quad In(A) := In(A) \cup \{ U \rightarrow V \}; \)
12. \( \quad \quad \text{ENDDO;} \)
13. \( \quad \text{ENDIF;} \)
14. \( \text{ENDDO;} \)
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We will prove that Algorithm 3.2.3 works correctly and in linear time in the size \( n \cdot s \) of the input.

**Theorem 3.23.** Algorithm 3.2.3 is correct and terminates in time \( O(n \cdot s) \).

**Proof.** We argue first that \( X_{\text{alg}}^+ \) is indeed a closed set in the PO-space on \((J_N, \leq)\). Therefore, we must show that \( X' \in C_N \) in line (26) of Algorithm 3.2.3. \( X' \) inherits all the attributes from \( X_q \) at some point. However, \( X_q \) is initialised as \( X \in C_N \), and if some new attributes are added to \( X_q \), then these are attributes in \( V - X' \) where \( V \in C_N \) as the right-hand side of an FD. In line (26), \( X' \) is therefore the finite union of closed subsets, i.e., closed as well.

For the correctness proof itself we show \( X_{\text{alg}}^+ \subseteq X^+ \) and \( X^+ \subseteq X_{\text{alg}}^+ \). The first inclusion follows from the initialisation of \( X_{\text{alg}}^+ \) and \( X_q \in C_N \). In fact, only subattributes from \( X_q \) are added to \( X_{\text{alg}}^+ \). On the other hand \( X_q \) is extended in case \( Ar(U \rightarrow V) = 0 \). This, however, is only possible if every subattribute in \( U \) is already included in \( X_q \), i.e., \( U \subseteq X^+ \). An application of the transitivity rule shows \( V \subseteq X^+ \).

For the inverse inclusion \( X^+ \subseteq X_{\text{alg}}^+ \) we consider, as in the proof of Theorem 3.21, the chain

\[
\Sigma = \Sigma_0 \subseteq \Sigma_1 \subseteq \ldots \subseteq \Sigma_k = \Sigma^+, \n\]

where every \( \Sigma_i \) results from \( \Sigma_{i-1} \) by application of a single inference rule of the generalised Armstrong axioms. If \( \Sigma_i \) is such a set and \( Y \rightarrow Z \in \Sigma_i \) with \( Y \subseteq X_{\text{alg}}^+ \), we show \( Z \subseteq X_{\text{alg}}^+ \). The claim \( X^+ \subseteq X_{\text{alg}}^+ \) follows then as in the proof of Theorem 3.21.

We proceed by induction on \( i \). If \( i = 0 \), then we assume that \( Y \rightarrow Z \in \Sigma \). If \( Y \subseteq X' \), then every subattribute in \( Y \) belongs to \( X_q \) at some point in time. This means, every subattribute in \( Y \) will be selected during the WHILE loop and \( Ar(Y \rightarrow Z) \) will eventually become 0. In this case \( Z - X' \) is added to \( X_q \) and indirectly to \( X' \). This implies \( Z \subseteq X' \) as claimed. For \( i > 0 \) the set \( \Sigma_i - \Sigma_{i-1} \) contains exactly one \( Y \rightarrow Z \). The statement can then be proven as in the proof of Theorem 3.21.
3.2. IMPLICATION PROBLEM

Sebastian Link

In order to prove the complexity, we first look at the initialisation loop between line (5) and line (14). This FOR loop is executed \( s \) times. The inner FOR loop between line (10) and line (12) is executed exactly \( |U| \) times. Since adding a functional dependency to \( \text{In}(A) \) can be done in constant time if \( \text{In}(A) \) is represented in an appropriate way as a list, and since \( |U| \leq n \) we obtain a complexity of \( \mathcal{O}(n \cdot s) \) for the initialisation.

The WHILE loop between line (15) and line (25) is executed at most \( n \) times since every join-irreducible subattribute can be selected at most once. The inner FOR loop between line (19) and (24) is executed at most \( s \) times. Clearly, if \( Ar(U \rightarrow V) = 0 \), then all the subattributes in \( U \) have been considered and \( U \rightarrow V \) cannot occur any further in the algorithm. Hence, the IF test evaluates to \textit{true} at most \( s \) times. Since the union operation on \( X_q \) takes \( \mathcal{O}(n) \) time, it follows that the statement \( X_q := X_q \cup (V - X') \) takes on the whole also \( \mathcal{O}(n \cdot s) \) time. Hence the algorithm has time complexity \( \mathcal{O}(n \cdot s) \).

We illustrate Algorithm 3.2.3 with an example.

\textbf{Example 3.12.} We use the same input as in Example 3.9, i.e., \( N = L(K[A], B, C, M[D], O[P(E,F)]) \), \( X = L(K[\lambda], B, O[P(E)]) \), and \( \Sigma \) is given by

\begin{itemize}
  \item \( L(M[\lambda]) \rightarrow L(M[D]) \),
  \item \( L(O[\lambda]) \rightarrow L(K[\lambda]) \),
  \item \( L(O[P(F)]) \rightarrow L(K[A]) \),
  \item \( L(B,C) \rightarrow L(O[P(E,F)]) \), and
  \item \( \lambda \rightarrow L(C) \).
\end{itemize}

We would like to compute \( X^+ \) by means of Algorithm 3.2.3. Therefore, we translate the instance above into an input instance for Algorithm 3.2.3. The set \( J_N \) of join-irreducible subattributes of \( N \) consists of

\begin{align*}
  Y_1 &= L(K[A]),
  Y_2 &= L(K[\lambda]),
  Y_3 &= L(B),
  Y_4 &= L(C),
  Y_5 &= L(M[D]),
  Y_6 &= L(M[\lambda]),
  Y_7 &= L(O[P(E)]),
  Y_8 &= L(O[P(F)]) \text{ and}
  Y_9 &= L(O[\lambda]).
\end{align*}

The instance above is then translated into the following input for Algorithm 3.2.3, using Theorem 2.11.

\begin{itemize}
  \item \( J_N = Y_1 Y_2 Y_3 Y_4 Y_5 Y_6 Y_7 Y_8 Y_9 \),
  \item \( X = Y_2 Y_3 Y_7 Y_9 \),
  \item \( \Sigma \) consists of
    \begin{itemize}
      \item \( Y_6 \rightarrow Y_5 Y_6 \),
      \item \( Y_9 \rightarrow Y_2 \),
      \item \( Y_8 Y_9 \rightarrow Y_1 Y_2 \),
      \item \( Y_3 Y_4 \rightarrow Y_7 Y_8 Y_9 \), \text{ and}
      \item \( \emptyset \rightarrow Y_4 \).
    \end{itemize}
\end{itemize}

The precomputations yield the following:

\begin{itemize}
  \item \( X' = \emptyset \), \( X_q = Y_2 Y_3 Y_7 Y_9 \)
\end{itemize}
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- $\text{Ar}(Y_6 \to Y_5Y_6) = 1$, $\text{Ar}(Y_4 \to Y_2) = 1$, $\text{Ar}(Y_6Y_9 \to Y_1Y_2) = 2$, $\text{Ar}(Y_3Y_4 \to Y_7Y_8Y_9) = 2$, and $\text{Ar}(\emptyset \to Y_4) = 0$ implies $X_q = Y_2Y_3Y_4Y_7Y_9$.
- $\text{In}(Y_3) = \{Y_3Y_4 \to Y_7Y_8Y_9\}$, $\text{In}(Y_4) = \{Y_6Y_4 \to Y_7Y_8Y_9\}$, $\text{In}(Y_6) = \{Y_6 \to Y_5Y_6\}$, $\text{In}(Y_8) = \{Y_8Y_9 \to Y_1Y_2\}$ and $\text{In}(Y_9) = \{Y_9 \to Y_2, Y_8Y_9 \to Y_1Y_2\}$.

We show the respective values for every run through the WHILE loop:

1. $A = Y_2$: $X_q = Y_3Y_4Y_7Y_9$, $X' = Y_2$.
2. $A = Y_3$: $X_q = Y_7Y_9$, $X' = Y_2Y_3$, $\text{Ar}(Y_3Y_4 \to Y_7Y_8Y_9) = 1$.
3. $A = Y_4$: $X_q = Y_4$, $X' = Y_2Y_3Y_4$, $\text{Ar}(Y_3Y_4 \to Y_7Y_8Y_9) = 0$, and therefore $X_q = Y_7Y_8Y_9$.
4. $A = Y_7$: $X_q = Y_8Y_9$, $X' = Y_2Y_3Y_4Y_7$.
5. $A = Y_8$: $X_q = Y_9$, $X' = Y_2Y_3Y_4Y_7Y_8$, $\text{Ar}(Y_8Y_9 \to Y_1Y_2) = 1$.
6. $A = Y_9$: $X_q = \emptyset$, $X' = Y_1Y_2$, $\text{Ar}(Y_9 \to Y_2) = 0$ causes no change to $X_q$.
7. $A = Y_1$: $X_q = \emptyset$, $X' = Y_1Y_2Y_3Y_4Y_7Y_9$.

We have output $X_{\text{alg}}^+ = Y_1Y_2Y_3Y_4Y_7Y_9Y_9$ which corresponds to $L(\mathcal{K}[A],B,C,O[\mathcal{P}(E,F)])$. □

In the literature, $O(n \cdot s)$ is usually considered as the order of the input. From this point of view, Algorithm 3.2.3 is a linear time algorithm for the computation of the closure of a nested attribute.

Theorem 3.24. The implication problem for functional dependencies in the presence of records and lists is decidable in linear time. □

3.2.5 Applications

Algorithm 3.2.3 can be applied to other problems important for database design, for instance to eliminate redundant FDs. Let $\Sigma$ be a set of FDs on some nested attribute $N$. An FD $\sigma \in \Sigma$ is redundant in $\Sigma$ if and only if $(\Sigma - \{\sigma\})^+ = \Sigma^+$. A non-redundant cover of $\Sigma$ is a set $\Theta$ of FDs on $N$ where $\Theta^+ = \Sigma^+$ and $\Theta$ does not contain any redundant FD. In order to determine if $\sigma$ is redundant in $\Sigma$ one can test whether $\sigma \in (\Sigma - \{\sigma\})^+$ holds. The following algorithm finds a subset $\Theta \subseteq \Sigma$ that is a non-redundant cover of $\Sigma$.

Algorithm 3.2.4 (Non-Redundant Covers)

Input: $N \in NA$, set $\Sigma$ of FDs on $N$

Output: a non-redundant cover $\Theta$ of $\Sigma$

Method:

1. $\Theta := \Sigma$;
2. FOR each $\sigma \in \Sigma$ DO
3. IF $\sigma \in (\Theta - \{\sigma\})^+$ THEN $\Theta := \Theta - \{\sigma\}$;
4. ENDDO;
5. RETURN($\Theta$); □
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Note that $\Theta$ will always be a subset of $\Sigma$ although this is not required by the definition of a non-redundant cover. The result is dependent on the selection order of $\sigma$ in line (2) of Algorithm 3.2.4.

Theorem 3.25. Algorithm 3.2.4 computes a non-redundant cover for a set $\Sigma$ of FDs on some nested attribute $N$ in time $O(n \cdot s^2)$.

Recall that $X \in Sub(N)$ is called a superkey for $N$ with respect to a given set $\Sigma$ of FDs on $N$ if and only if $\Sigma \models X \rightarrow N$ holds. This means that $X$ is a superkey for $N$ if and only if $N \leq X^+$. From the view of closed subsets, $X \in C_N$ is called a superkey for $N$ with respect to a given set $\Sigma$ of FDs on $N$ if and only if $\Sigma \models X \rightarrow J_N$ holds. This is equivalent to the condition $J_N \subseteq X^+$.

Algorithm 3.2.5 (Superkey)

Input: $N \in NA$, set $\Sigma$ of FDs on $N$, $X \in C_N$

Output: $\{
\text{yes }$, if $X$ is a superkey for $N$ with respect to $\Sigma$
\text{no }$, else
\}

Method:
(1) Compute $X_{alg}^+$ using Algorithm 3.2.3 with input $(N, \Sigma, X)$;
(2) IF $J_N \subseteq X_{alg}^+$ THEN RETURN(yes)
ELSE RETURN(No);

Theorem 3.26. Algorithm 3.2.5 decides in time $O(n \cdot s)$ whether $X \in C_N$ is a superkey for $N$ with respect to a set $\Sigma$ of FDs defined on $N$.

3.3 Nested List Normal Form

We will now return to the view of FDs as given by Definition 3.1. One key objective in the research on dependency theory is the development of well-designed database schema proposals, and justification of these proposals by formally proving the equivalence to desirable semantic properties, for instance the absence of certain processing difficulties. In this section we will propose the Nested List normal form for nested attributes, defined in terms of FDs. We will show that this proposal can be characterised by the absence of redundancies and abnormal update behavior as well as simplified integrity checking.

In the context of nested attributes join-irreducible subattributes will be called basis attributes.

Definition 3.27. Let $N$ be a nested attribute. The subattribute basis $SubB(N)$ of $N$ is the set of join-irreducible elements of $(Sub(N), \leq, \cup, \cap, \rightarrow, N)$. Every attribute in $SubB(N)$ is called a basis attribute of $N$. Let $MaxB(N)$ denote the maximal basis attributes of $N$ with respect to $\leq$, and $NMaxB(N)$ the non-maximal basis attributes of $N$ with respect to $\leq$. 

\[ \]
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3.3.1 Trivial FDs

Suppose we are given some nested attribute $N$. As in the RDM, there are some FDs on $N$ which are satisfied by every $r \subseteq dom(N)$. We call these FDs trivial.

**Lemma 3.28.** Let $N$ be a nested attribute. An FD $X \rightarrow Y$ on $N$ is trivial if and only if $Y \subseteq X$ holds.

**Proof.** If $Y \subseteq X$ holds, then the soundness of the reflexivity axiom from Definition 3.8 shows that every $r \subseteq dom(N)$ satisfies the FD $X \rightarrow Y$.

Let $X \rightarrow Y$ be a trivial dependency on $N$ and suppose $Y \not\subseteq X$ holds. Define $r = \{t_1, t_2\} \subseteq dom(N)$ by

$$\pi^N_w(t_1) = \pi^N_w(t_2) \quad \text{if and only if} \quad W \leq X$$

according to Lemma 3.13. Since $X \leq X$ and $Y \not\subseteq X$ hold, it follows that $r \not= X \rightarrow Y$ by equation (4). This, however, contradicts the triviality of $X \rightarrow Y$. Hence, $Y \subseteq X$ must hold indeed.

**Example 3.13.** Examples for trivial FDs on Factor(Integer, Prime[Number], Exponent[Number]) from Example 3.2 are

$$\text{Factor(Prime[Number])} \rightarrow \text{Factor(Prime[\lambda])},$$

$$\text{Factor(Integer,Prime[Number],Exponent[\lambda])} \rightarrow \text{Factor(Integer,Exponent[\lambda])},$$

or

$$\text{Factor(Prime[Number],Exponent[Number])} \rightarrow \text{Factor(Exponent[Number])}.$$

3.3.2 The Notion of Redundancy

In the RDM, the definition of redundancy is based on viewing FDs not only as integrity constraints on a relation, but also as representing the fundamental units of information for retrieving and updating the data in a relation. This interpretation of the semantics of the information stored in a relation was implicit in the original study of normalisation by Codd [70], and has since been used in many aspects of database theory. A relation schema is defined to be redundant with respect to a given set of FDs if there exists a relation over the schema which satisfies all these FDs and which has at least two tuples which are identical on a fact. If we formalise this notion of redundancy, which goes back to [30], in the framework of nested attributes, then we obtain the following definition. Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. We call $N$ redundant with respect to $\Sigma$ if and only if there is some $r \subseteq dom(N)$ with $r \models r \Sigma$ and there are some $t_1, t_2 \in r$ with $t_1 \neq t_2$ and $\pi^N_{X \cup Y}(t_1) = \pi^N_{X \cup Y}(t_2)$ for some non-trivial FD $X \rightarrow Y \in \Sigma$. Intuitively, this notion of redundancy seems to make perfect sense.

**Example 3.14.** Take a look at the FD

$$\text{Factor(Prime[\lambda])} \rightarrow \text{Factor(Exponent[\lambda])}$$

from Example 3.2. This is obviously a non-trivial FD. The elements
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(72,[2,3],[3,2]) and
(108,[2,3],[2,3])

coincide on Factor(Prime|\lambda|,Exponent|\lambda|), i.e., the FD above causes some redundancy according to the definition above.

The last example shows that our current definition of redundancy is not really appropriate anymore. That is, the FD

\[ \text{Factor}(\text{Prime}|\lambda|) \rightarrow \text{Factor}(\text{Exponent}|	ext{Number}|) \]

is not satisfied by the instance of Example 3.14 and, consequently, redundancy would need to be defined in terms of the non-maximal basis attribute Factor(Exponent|\lambda|). This, however, appears to be impossible as the fact represented by Factor(Exponent|\lambda|) will always be implicitly represented by Factor(Exponent|\text{Number}|). The point here is that the information in a non-maximal basis attribute \( Y \) cannot be separated from the information in any (maximal) basis attribute \( Z \) with \( Y \leq Z \). This motivates the following definition.

**Definition 3.29.** Let \( N \in NA \) be a nested attribute and \( \Sigma \) a set of FDs on \( N \). Let \( \Sigma_{\text{inev}} \subseteq \Sigma^+ \) denote the set of all \( X \rightarrow Y \in \Sigma^+ \) where

- \( Y \leq X \) holds or
- \( Y \) is a non-maximal basis attribute of \( N \).

The elements of the closure \( \Sigma_{\text{inev}}^+ \) of \( \Sigma_{\text{inev}} \) under derivation with respect to the generalised Armstrong axioms are called inevitable FDs on \( N \) with respect to \( \Sigma \).

In the same way that trivial FDs were not considered as redundancy-causing dependencies in the RDM, inevitable FDs will not be considered as redundancy-causing dependencies in our framework. The following lemma characterises inevitable FDs which are derivable from a given set of FDs.

**Lemma 3.30.** Let \( N \in NA \), \( \Sigma \) a set of FDs on \( N \) and \( X \rightarrow Y \in \Sigma^+ \). We have \( X \rightarrow Y \in \Sigma_{\text{inev}}^+ \) if and only if every \( M \in \text{MaxB}(N) \) with \( M \leq Y \) also satisfies \( M \leq X \).

**Proof.** Let \( X \rightarrow Y \in \Sigma_{\text{inev}}^+ \). Consider the proper chain

\[ \Sigma_{\text{inev}} = \Sigma_0 \subseteq \Sigma_1 \subseteq \cdots \subseteq \Sigma_k = \Sigma_{\text{inev}}^+ \]

where \( \Sigma_j \) results from \( \Sigma_{j-1} \), for \( 1 \leq j \leq k \), by single application of one of the generalised Armstrong axioms from Definition 3.8. We proceed by induction on \( j \). If \( j = 0 \) and \( X \rightarrow Y \in \Sigma_{\text{inev}} \), then \( Y \leq X \) or \( Y \in N\text{MaxB}(N) \). In both cases the claim follows immediately.

Assume now that this property holds for all elements in \( \Sigma_j \) for some \( j \geq 0 \). Consider the single \( X \rightarrow Y \in \Sigma_{j+1} - \Sigma_j \). If \( X \rightarrow Y \) has been inferred using the reflexivity axiom, then \( Y \leq X \) and the property holds again. If the extension rule was used, then \( Y = X \cup Y' \) and \( X \rightarrow Y' \in \Sigma_j \). If \( M \in \text{MaxB}(N) \cap \text{MaxB}(Y') \), then \( M \in \text{MaxB}(X) \) or \( M \in \text{MaxB}(Y'') \). In the latter case we can apply hypothesis and conclude that \( M \in \text{MaxB}(X) \) as well. It
remains to consider the case where $X \rightarrow Y$ has been inferred using the *transitivity rule*, i.e., from $X \rightarrow Z, Z \rightarrow Y \in \Sigma_j$. If $M \in MaxB(N) \cap MaxB(Y)$, then $M \in MaxB(Z)$ by hypothesis applied to $Z \rightarrow Y \in \Sigma_j$, and then $M \in MaxB(X)$ by hypothesis applied to $X \rightarrow Z \in \Sigma_j$.

Conversely, we show that $X \rightarrow Y \in \Sigma^+_\text{inev}$, if $X \rightarrow Y \in \Sigma^+$ and for all $M \in MaxB(N)$ with $M \leq Y$ also $M \leq X$ holds. Let $Y_1 = \cup (MaxB(Y) \cap MaxB(N))$. Since $(MaxB(Y) \cap MaxB(N)) \subseteq (MaxB(X) \cap MaxB(N))$, it follows that $Y_1 \leq X$ and therefore $X \rightarrow Y_1 \in \Sigma^\text{inev}$. Note that $MaxB(Y) - MaxB(N) \subseteq NMaxB(N)$ holds. This implies $X \rightarrow Y' \in \Sigma^\text{inev}$ for every $Y' \in MaxB(Y) - MaxB(N)$. This gives $X \rightarrow Y_2 \in \Sigma^+_\text{inev}$ for $Y_2 = \cup (MaxB(Y) - MaxB(N))$ by the join rule. Applying the join rule again gives $X \rightarrow Y \in \Sigma^+_\text{inev}$ where $Y = Y_1 \cup Y_2$.

Note that in Lemma 3.30, the condition that every $M \in MaxB(N)$ with $M \leq Y$ implies that $M \leq X$ holds is equivalent to $Y^{cc} \leq X$. We are now prepared to define a better notion of redundancy for nested attributes *in terms of FDs*. Informally, every FD which is not inevitable may cause redundancies.

**Definition 3.31.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. We call $N$ redundant with respect to $\Sigma$ if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and there are some $t_1, t_2 \in r$ with $t_1 \neq t_2$ and $\pi^N_{X\cup Y}(t_1) = \pi^N_{X\cup Y}(t_2)$ for some FD $X \rightarrow Y \in \Sigma$ which is not inevitable on $N$ with respect to $\Sigma$.

**Example 3.15.** According to Definition 3.31 of redundancy, the FD

$$\text{Factor}(\text{Prime}[\lambda]) \rightarrow \text{Factor}(\text{Exponent}[\lambda])$$

from Example 3.14 does not cause redundancies anymore. In fact, this FD is inevitable.  

Definition 3.31 considers only FDs in $\Sigma$ itself. As in the RDM one might define redundancy with respect to all logical consequences of $\Sigma$, i.e., $\Sigma^*$. That is, $N$ is called redundant with respect to $\Sigma^*$ if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma^*$ and there are some $t_1, t_2 \in r$ with $t_1 \neq t_2$ and $\pi^N_{X\cup Y}(t_1) = \pi^N_{X\cup Y}(t_2)$ for some FD $X \rightarrow Y \in \Sigma^*$ which is not inevitable on $N$ with respect to $\Sigma$. It can be proven, as in the RDM, that both notions are in fact the same. Note that according to Theorem 3.14 redundancy with respect to $\Sigma^*$ means redundancy with respect to $\Sigma^+$.

**Theorem 3.32.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. Then $N$ is redundant with respect to $\Sigma$ if and only if $N$ is redundant with respect to $\Sigma^*$.

**Proof.** It is easy to see that redundancy of $N$ with respect to $\Sigma$ is sufficient for the redundancy of $N$ with respect to $\Sigma^*$ since $\models_r \Sigma$ implies $\models_r \Sigma^*$ and $\Sigma \subseteq \Sigma^*$. It remains to show that redundancy of $N$ with respect to $\Sigma$ is also a necessary condition for $N$ to be redundant with respect to $\Sigma^*$. Therefore, we assume that $N$ is non-redundant with respect to $\Sigma$. This means that for all $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and for all $t_1, t_2 \in r$ with
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\[ \pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2) \]
for some \( X \rightarrow Y \in \Sigma \), which is not inevitable on \( N \) with respect to \( \Sigma \), follows \( t_1 = t_2 \). We will show that \( N \) is non-redundant with respect to \( \Sigma^+ \). Let therefore

\[ \Sigma = \Sigma_0 \subseteq \Sigma_1 \subseteq \ldots \subseteq \Sigma_k = \Sigma^+ \]
be a chain where \( \Sigma_j \) results from \( \Sigma_{j-1} \) by application of one of the generalised Armstrong axioms. What we show, in fact, is that \( \Sigma \) can be replaced by \( \Sigma_j \). We proceed by induction on \( j \).

For \( j = 0 \) there is nothing to show. Let \( j > 0 \), i.e., \( \Sigma_j \neq \Sigma_{j-1} \) consists of exactly one dependency \( X \rightarrow Y \). If \( X \rightarrow Y \) has been inferred using the reflexivity axiom, then \( Y \subseteq X \) which means that \( X \rightarrow Y \) is trivial and, therefore, also inevitable. The non-redundancy of \( N \) with respect to \( \Sigma_j \) follows therefore from the hypothesis that \( N \) is non-redundant with respect to \( \Sigma_{j-1} \) since there is nothing to show for \( X \rightarrow Y \).

Consider the case where \( X \rightarrow Y \) has been derived using the extension rule, i.e., \( Y = X \cup Y' \) with \( X \rightarrow Y' \in \Sigma_{j-1} \). If \( X \rightarrow Y' \) is inevitable, the statement follows from the hypothesis. Assume therefore that \( X \rightarrow Y' \) is not inevitable, and suppose \( \pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2) \) for some \( t_1, t_2 \in \text{dom}(N) \) and \( \models_r \Sigma_j \). It follows that \( \pi_{X}^N(t_1) = \pi_{X}^N(t_2) \) and since \( \models_r \Sigma_{j-1} \), and in particular \( \models_r X \rightarrow Y' \), we obtain that \( \pi_{X \cup Y'}^N(t_1) = \pi_{X \cup Y'}^N(t_2) \) holds. If \( X \rightarrow Y' \) was inevitable, the extension rule would imply that \( X \rightarrow Y \) is inevitable, too. Therefore, \( X \rightarrow Y' \) is not inevitable. Now, we can apply the hypothesis and conclude that \( t_1 = t_2 \) holds. It follows that \( N \) is non-redundant with respect to \( \Sigma_j \). Finally, consider the case where \( X \rightarrow Y \) has been derived using the transitivity rule with \( X \rightarrow Z, Z \rightarrow Y \in \Sigma_{j-1} \). Again, we assume that \( \models_r \Sigma_j \) for some \( r \subseteq \text{dom}(N) \) and \( \pi_{X \cup Z}^N(t_1) = \pi_{X \cup Z}^N(t_2) \) holds with \( X \rightarrow Y \) not being inevitable. Since \( \models_r \Sigma_{j-1} \), we conclude that \( \pi_{X \cup Z}^N(t_1) = \pi_{X \cup Z}^N(t_2) \) and \( \pi_{Z \cup Y}^N(t_1) = \pi_{Z \cup Y}^N(t_2) \) hold as well. If \( X \rightarrow Z \) and \( Z \rightarrow Y \) were both inevitable, then \( X \rightarrow Y \) would be inevitable, too. It follows that at least one of \( X \rightarrow Z \) or \( Z \rightarrow Y \) is not inevitable. In either case we can apply hypothesis, and consequently \( t_1 = t_2 \). Again, \( N \) is not redundant with respect to \( \Sigma_j \). This concludes the proof.

Note that by Definition 3.29 an FD \( \sigma \), defined on some nested attribute, is inevitable with respect to \( \Sigma \) if and only if \( \sigma \) is inevitable with respect to \( \Sigma^* = \Sigma^+ (\Sigma_j \text{ for any } j = 0, \ldots, k) \).

The last theorem shows that the notion of redundancy is invariant under the choice of equivalent sets of FDs.

3.3.3 Boyce-Codd and Nested List Normal Form

The Boyce-Codd Normal Form has been introduced in [72] and intensively studied since then. A relation schema \( R \) is in BCNF if and only if it is non-redundant with respect to the set of FDs on \( R \). One might therefore say that a well-designed relation schema should be in BCNF. The following definition extends BCNF to the framework of nested attributes.

**Definition 3.33.** Let \( N \) be some nested attribute and \( \Sigma \) a set of FDs on \( N \). We say that \( N \) is in **Boyce-Codd Normal Form (BCNF)** with respect to \( \Sigma \) if and only if every \( X \rightarrow Y \in \Sigma^* \) is trivial or \( X \) is a superkey for \( N \) with respect to \( \Sigma \).
We might now ask whether BCNF for a nested attribute is a sufficient and necessary condition for the non-redundancy of $N$. Clearly, a nested attribute in BCNF is non-redundant in the sense of Definition 3.31. The converse, however, is false.

**Example 3.16.** Consider Example 3.2 again. We have seen that, according to Definition 3.31, the nested attribute $N = \text{Factor}(\text{Integer}, \text{Prime}[\text{Number}], \text{Exponent}[\text{Number}])$ is non-redundant with respect to the FDs given in Example 3.2. That is, every FD has a superkey on the left-hand side or is inevitable. On the other hand, however, $N$ is not in BCNF with respect to the FDs given. That is, the FD $\text{Factor}(\text{Prime}[\lambda]) \rightarrow \text{Factor}(\text{Exponent}[\lambda])$ is not trivial nor is $\text{Factor}(\text{Prime}[\lambda])$ a superkey for $N$.

Example 3.16 shows that BCNF is not a necessary property for non-redundant nested attributes. Thus, BCNF is too strong to characterise non-redundant nested attributes and, therefore, we would like to find a weaker normal form.

**Definition 3.34.** Let $N$ be some nested attribute and $\Sigma$ a set of FDs on $N$. We say that $N$ is in **Nested List Normal Form (NLNF)** with respect to $\Sigma$ if and only if every $X \rightarrow Y \in \Sigma^*$ is an inevitable dependency on $N$ with respect to $\Sigma$ or $X$ is a superkey for $N$ with respect to $\Sigma$.

**Corollary 3.35.** Nested List Normal Form is strictly weaker than Boyce-Codd Normal Form.

**Proof.** Every nested attribute that is in BCNF with respect to $\Sigma$, is also in NLNF with respect to $\Sigma$. This is due to the fact that every trivial FD is also inevitable. Since there are inevitable FDs which are not trivial, there are examples of nested attributes which are in NLNF, but not in BCNF with respect to some $\Sigma$. Such an example is given in Example 3.2.

### 3.3.4 NLNF - The same fact is only stored once

We show that NLNF captures exactly those nested attributes which are non-redundant in the sense of Definition 3.31. This is a first and important semantic justification for NLNF.

**Theorem 3.36.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. Then is $N$ non-redundant with respect to $\Sigma^*$ if and only if $N$ is in NLNF with respect to $\Sigma$.

**Proof.** Assume that $N$ is in NLNF with respect to $\Sigma$. If $N$ was redundant with respect to $\Sigma^*$, then there would be some $r \subseteq \text{dom}(N)$ with $r \models \Sigma^*$ and $t_1, t_2 \in r$, $t_1 \neq t_2$ with $\pi_{X \cup Y}^N(t_1) = \pi_{X \cup Y}^N(t_2)$ for some FD $X \rightarrow Y \in \Sigma^*$ which is not inevitable. In particular, $\pi_X^N(t_1) = \pi_X^N(t_2)$ holds as $X \subseteq X \cup Y$. Since $N$ is in NLNF and $X \rightarrow Y$ is not inevitable it follows that $X$ is a superkey for $N$. This implies $t_1 = t_2$ which is a contradiction. Therefore, $N$ must be non-redundant with respect to $\Sigma^*$.

Assume $N$ is non-redundant with respect to $\Sigma^*$. Let $X \rightarrow Y \in \Sigma^*$ be an FD which is not inevitable. Non-redundancy of $N$ with respect to $\Sigma^*$ implies that $t_1 = t_2$ for all
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Given some nested attribute \( N \) and some set \( \Sigma \) of FDs on \( N \), how can we decide whether \( N \) is in NLNF? According to Definition 3.34 one needs to examine whether every \( X \rightarrow Y \) implied by \( \Sigma \), i.e. every \( X \rightarrow Y \) in \( \Sigma^* \), is inevitable or whether \( X \) is a superkey for \( N \) with respect to \( \Sigma \). This is not very practical, although the implication problem for FDs is efficiently decidable. However, we will show now that inspecting every FD in \( \Sigma \) suffices.

**Theorem 3.37.** Let \( N \) be a nested attribute and \( \Sigma \) a set of FDs on \( N \). \( N \) is in NLNF with respect to \( \Sigma \) if and only if every \( X \rightarrow Y \in \Sigma^* \) is inevitable or \( X \) is a superkey for \( N \) with respect to \( \Sigma \) or \( X \) is a superkey for \( N \) with respect to \( \Sigma \).

**Proof.** Obviously, if every \( X \rightarrow Y \in \Sigma^* \) is an inevitable dependency or \( X \) is a superkey, then the same is true for every FD in \( \Sigma \) since \( \Sigma \subseteq \Sigma^* \). It is therefore sufficient to show that every \( X \rightarrow Y \in \Sigma^+ \) has superkey \( X \) or is an inevitable dependency, if the same is true for every FD in \( \Sigma \).

Consider again the proper chain

\[
\Sigma = \Sigma_0 \subset \Sigma_1 \subset \cdots \subset \Sigma_k = \Sigma^+
\]

where \( \Sigma_j \) results from \( \Sigma_{j-1} \), \( j > 0 \), by a single application of one of the generalised Armstrong axioms. We show that there is already some FD in \( \Sigma_{j-1} \) which is not inevitable and where \( X \) is not a superkey, if there is some \( X' \rightarrow Y' \) in \( \Sigma_j \) which is not inevitable and where \( X' \) is not a superkey. Let \( j > 0 \) and \( X \rightarrow Y \in \Sigma_{j-1} \) not inevitable and \( X \) not a superkey. Since \( X \rightarrow Y \) is not inevitable, it is in particular not a trivial dependency. This means \( X \rightarrow Y \) has not been derived by the reflexivity rule according to Lemma 3.28.

Assume that \( X \rightarrow Y \) has been derived by means of the extension rule, i.e., \( Y = X \cup Y' \) and \( X \rightarrow Y' \in \Sigma_{j-1} \). Obviously, \( X \rightarrow Y' \) cannot be inevitable since \( X \rightarrow Y' \) would immediately be inevitable too. Moreover, \( X \) is not a superkey by assumption. Hence, \( X \rightarrow Y' \in \Sigma_{j-1} \) is not inevitable and \( X \) is not a superkey.

Assume that \( X \rightarrow Y \) has been derived by means of the transitivity rule, i.e., \( X \rightarrow Z, Z \rightarrow Y \in \Sigma_{j-1} \). By definition of inevitable dependencies, at least one of \( X \rightarrow Z, Z \rightarrow Y \) cannot be inevitable. On the other hand, neither \( X \) nor \( Z \) are superkeys. \( X \) is not a superkey by assumption. If \( Z \) was a superkey, then \( X \rightarrow Z, Z \rightarrow N \in \Sigma^+ \) and therefore also \( X \rightarrow N \in \Sigma^+ \) by transitivity. This means that \( X \) would be superkey, a contradiction. It is now immediate that one of \( X \rightarrow Z, Z \rightarrow Y \in \Sigma_{j-1} \) is neither inevitable nor has a superkey on the left-hand side.

We have therefore shown that if there is an FD in \( \Sigma^+ \) which is not inevitable and where the left-hand side is not a superkey, then there is already an FD in \( \Sigma \) with this property. This concludes the proof.
Theorem 3.37 tells us that NLNF is invariant under derivation (implication) of FDs, and therefore also invariant under different choices of equivalent sets of FDs. This guarantees that one is able to check efficiently whether a given nested attribute is non-redundant with respect to $\Sigma^*$.

**Example 3.17.** The nested attribute Factor(Integer,Prime[Number],Exponent[Number]) is in NLNF with respect to the set $\Sigma$ of FDs that are given in Example 3.2. Every functional dependency $X \rightarrow Y \in \Sigma$ is inevitable or $X$ is a superkey for Factor(Integer,Prime[Number],Exponent[Number]) with respect to $\Sigma$. \hfill $\Box$

**Example 3.18.** The nested attribute DNA(Origin[Base],Count(A,C,G,T),Gene(Start,End,Sub[Nucleo],Translation[Amino])) is not in NLNF with respect to the set $\Sigma$ of FDs given in Example 3.3. The FD

$$\text{DNA(Origin[Base])} \rightarrow \text{DNA(Count(A,C,G,T))}$$

is neither inevitable nor is DNA(Origin[Base]) a superkey for the underlying nested attribute with respect to $\Sigma$. \hfill $\Box$

We will now give yet another characterisation of NLNF which will, in particular, give us a different proof of Theorem 3.37. The result extends a well-known result from [105] for relational databases. In order to verify whether a nested attribute $N$ in NLNF satisfies all FDs given, one simply needs to check whether $N$ satisfies all key dependencies and all inevitable FDs. This makes integrity checking more efficient and is another justification why nested attributes in NLNF are well-designed. Unlike the RDM where one simply needs to inspect all key dependencies for relation schemata in BCNF, one still needs to deal with all inevitable FDs when a nested attribute in NLNF is given. This is the price for introducing lists.

**Theorem 3.38.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. $N$ is in NLNF with respect to $\Sigma$ if and only if every $r \subseteq \text{dom}(N)$ with $\vdash_r \Sigma_{\text{key}} \cup \Sigma_{\text{inew}}$ implies $\vdash_r \Sigma$.

**Proof.** Assume there is some $r \subseteq \text{dom}(N)$ with $\vdash_r \Sigma_{\text{key}} \cup \Sigma_{\text{inew}}$, but $\not\vdash_r \Sigma$. Then there is some $X \rightarrow Y \in \Sigma$ which cannot be inevitable and where $X$ is not a superkey. Since $\Sigma \subseteq \Sigma^*$, $N$ cannot be in NLNF with respect to $\Sigma$.

Vice versa, assume that $N$ is not in NLNF with respect to $\Sigma$. Then there is some $X \rightarrow Y \in \Sigma^+$ which is not inevitable and where $X$ is not a superkey. We show that there is some $r \subseteq \text{dom}(N)$ with $\vdash_r \Sigma_{\text{key}} \cup \Sigma_{\text{inew}}$, but $\not\vdash_r \Sigma$. We define the closure $X_{\text{inew}}^+ = \bigcup \{Z \mid X \rightarrow Z \in \Sigma_{\text{inew}}^+\}$ of $X$ with respect to inevitable FDs. According to Lemma 3.13 we define some $r \subseteq \text{dom}(N)$ with $r = \{t,t'\}$ by

$$\pi^N_W(t') = \pi^N_W(t) \quad \text{if and only if} \quad W \leq X_{\text{inew}}^+.$$

We show first that $\vdash_r \Sigma_{\text{key}}$. Let $K$ be an arbitrary minimal key for $N$. Since $X$ is not a superkey for $N$ we have $X_{\text{inew}}^+ \leq X^+ < N$. This implies that $X_{\text{inew}}^+$ cannot be a superkey neither. Consequently, $K \not\leq X_{\text{inew}}^+$, and therefore $\pi^N_K(t') \neq \pi^N_K(t)$ by definition of $r$.  

---
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We show that \( \models_r \Sigma_{\text{invev}} \) holds. Let \( U \rightarrow V \in \Sigma_{\text{invev}}^+ \). If \( U \not\subseteq X_{\text{invev}}^+ \), then \( \pi_U^N(t') \neq \pi_U^V(t) \) and \( \models_r U \rightarrow V \). Suppose \( U \subseteq X_{\text{invev}}^+ \) and, therefore, \( \pi_U^X(t') = \pi_U^N(t) \). It follows from the soundness of the join rule that \( X \rightarrow X_{\text{invev}}^+ \in \Sigma_{\text{invev}} \). We have \( X_{\text{invev}}^+ \rightarrow U \in \Sigma_{\text{invev}}^+ \) by reflexivity. Consequently, \( X \rightarrow U \in \Sigma_{\text{invev}}^+ \) by transitivity, too. Since \( U \rightarrow V \in \Sigma_{\text{invev}}^+ \), we derive \( X \rightarrow V \in \Sigma_{\text{invev}}^+ \) as well. This means \( V \subseteq X_{\text{invev}}^+ \) and we conclude \( \pi_V^X(t') = \pi_V^N(t) \). Hence, \( \models_r U \rightarrow V \).

We show finally that \( \not\models_r \Sigma \). If \( Y \subseteq X_{\text{invev}}^+ \) held we would infer \( X_{\text{invev}}^+ \rightarrow Y \in \Sigma_{\text{invev}}^+ \) by reflexivity, and \( X \rightarrow Y \in \Sigma_{\text{invev}}^+ \) by transitivity since also \( X \rightarrow X_{\text{invev}}^+ \in \Sigma_{\text{invev}} \) holds. This, however, is a contradiction. Therefore, \( Y \not\subseteq X_{\text{invev}}^+ \) and as \( X \subseteq X_{\text{invev}}^+ \) holds as well, it follows that \( \pi_X^X(t') = \pi_X^N(t) \) and \( \pi_Y^Y(t') \neq \pi_Y^N(t) \). We conclude \( \not\models_r \Sigma \) and consequently \( \not\models_r \Sigma^* \). \( \square \)

According to Theorem 3.38, if \( N \) is not in NLNF with respect to \( \Sigma \), then there is some \( r \subseteq \text{dom}(N) \) with \( \models_r \Sigma_{\text{key}} \cup \Sigma_{\text{invev}}^+ \), but \( \not\models_r \Sigma \). This means there is some FD in \( \Sigma \) which is not inevitable and where the left-hand side is not a superkey. This gives an alternative proof for Theorem 3.37.

3.3.6 Update Anomalies

In the RDM, a relation schema in BCNF does not have any update anomalies. This is another justification why relation schemata should be in BCNF [42]. We will demonstrate that nested attributes in NLNF behave very similar. However, the next example reveals a fundamental difference.

**Example 3.19.** Reconsider Example 3.2 with \( \text{Factor(Integer,Prime[Number],Exponent[Number])} \).

Recall that this nested attribute is non-redundant with respect to the FDs given. Say our database simply consists of the tuple

\[
(12, [2, 3], [2, 1])
\]

and the tuple \((35, [5, 7], [1, 1, 0])\) is about to be inserted. Then obviously all key dependencies are still satisfied by the new relation, but the FD

\[
\text{Factor(Prime[\lambda])} \rightarrow \text{Factor(Exponent[\lambda])}
\]

is not satisfied. Hence, it is insufficient to examine key dependencies only. \( \square \)

Example 3.19 shows that, in general, the absence of redundancy for a nested attribute does not imply the absence of insertion anomalies. Therefore, it cannot be expected that nested attributes in NLNF do not have update anomalies. We define, however, strong update anomalies in the context of nested attributes. The main difference to the RDM is that updated relations which define any strong anomaly do not only satisfy all key dependencies on the nested attribute, but also all inevitable FDs. Deletion anomalies cannot occur with FDs and are therefore not defined.
Definition 3.39. Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$.

1. We say that $N$ has a strong insertion anomaly if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and some $t \notin r$ with $\models_{r \cup \{t\}} \Sigma_{\text{key}} \cup \Sigma_{\text{inev}}^{+}$, but $\not\models_{r \cup \{t\}} \Sigma$.

2. We say that $N$ has a strong replacement anomaly
   - of type 1 if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and some $t \in r$ and $t' \in \text{dom}(N)$ with $\pi^K_N(t) = \pi^K_N(t')$ for some minimal key $K$ on $N$ and $\models_{r \cup \{t\} \cup \{t'\}} \Sigma_{\text{key}} \cup \Sigma_{\text{inev}}^{+}$ and $\not\models_{r \cup \{t\} \cup \{t'\}} \Sigma$ hold.
   - of type 2 if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and some $t \in r$ and $t' \in \text{dom}(N)$ with $\pi^K_N(t) = \pi^K_N(t')$ for some distinguished minimal key $K$ on $N$ and $\models_{r \cup \{t\} \cup \{t'\}} \Sigma_{\text{key}} \cup \Sigma_{\text{inev}}^{+}$ and $\not\models_{r \cup \{t\} \cup \{t'\}} \Sigma$ hold.
   - of type 3 if and only if there is some $r \subseteq \text{dom}(N)$ with $\models_r \Sigma$ and some $t \in r$ and $t' \in \text{dom}(N)$ with $\pi^K_N(t) = \pi^K_N(t')$ for all minimal keys $K$ on $N$ and $\models_{r \cup \{t\} \cup \{t'\}} \Sigma_{\text{key}} \cup \Sigma_{\text{inev}}^{+}$ and $\not\models_{r \cup \{t\} \cup \{t'\}} \Sigma$ hold.

We say that $N$ has a strong update anomaly if and only if $N$ has a strong insertion or a strong replacement anomaly of some type.

Example 3.20. Consider the nested attribute $\text{Paper(Lecturer, Course, Textbook)}$ together with the FDs

\[
\text{Paper(Lecturer, Course)} \rightarrow \text{Paper(Textbook)} \quad \text{and} \quad \text{Paper(Textbook)} \rightarrow \text{Paper(Course)}.
\]

A small snapshot over this nested attribute is the following:

(\text{Kleene, Model Theory, Handbook of Mathematical Logic}),
(\text{Mostowski, Model Theory, Handbook of Mathematical Logic}).

An insertion of the tuple (\text{Church, Recursion Theory, Handbook of Mathematical Logic}) leads to a new snapshot which satisfies all key dependencies and all inevitable dependencies (there are none), but the FD

\[
\text{Paper(Textbook)} \rightarrow \text{Paper(Course)}
\]

is now violated. This defines an insertion anomaly. Consider now the snapshot

(\text{Kleene, Axiomatic Set Theory, A course in Mathematical Logic}),
(\text{Church, Recursion Theory, Handbook of Mathematical Logic}).

Replacing the element (\text{Kleene, Axiomatic Set Theory, A course in Mathematical Logic}) by (\text{Kleene, Axiomatic Set Theory, Handbook of Mathematical Logic}) leads to another snapshot which satisfies all key dependencies, but the FD
Paper(Textbook) → Paper(Course)

is again violated. This defines therefore a replacement anomaly of type 1. If the minimal key Paper(Lecturer, Course) is the distinguished minimal key, then we even have a type-2 replacement anomaly.

The next theorem generalises a result from [105]. It shows that NLNF is an exact condition for the absence of strong insertion anomalies.

**Theorem 3.40.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. Then is $N$ in NLNF if and only if $N$ does not have any strong insertion anomaly.

**Proof.** This follows from the proof of Theorem 3.38. In fact, if $N$ has a strong insertion anomaly, then there must be some $X \rightarrow Y \in \Sigma \subseteq \Sigma^+$ which is not inevitable and where $X$ is not a superkey. Consequently, $N$ cannot be in NLNF. Vice versa, if $N$ is not in NLNF, then there is some $X \rightarrow Y \in \Sigma^+$ which is not inevitable and where $X$ is no superkey. We can now define $t, t' \in \text{dom}(N)$ exactly as we did in the proof of Theorem 3.38. Take then for instance $r = \{t', t\}$ which obviously satisfies $\models_r \Sigma$. The proof of Theorem 3.38 shows then that $\models_{r\cup\{t\}} \Sigma_{\text{key}} \cup \Sigma^+_{\text{inev}}$, but $\not\models_{r\cup\{t\}} \Sigma$.\qed

NLNF is also an exact condition for the absence of type-1 replacement anomalies. This is an extension of a well-known result in relational databases [279].

**Theorem 3.41.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. Then is $N$ in NLNF if and only if $N$ does not have any strong replacement anomaly of type 1.

**Proof.** Obviously is $N$ not in NLNF if $N$ has a strong replacement anomaly of type 1. Let us assume that $N$ is not in NLNF. Then there is some $X \rightarrow Y \in \Sigma^+$ which is not inevitable and where $X$ is not a superkey. It follows by Lemma 3.30 that there is some $M \in \text{MaxB}(N)$ with $M \in \text{MaxB}(Y)$ and $M \notin \text{MaxB}(X)$. That means $X \rightarrow M \in \Sigma^+$ and $X \rightarrow M \notin \Sigma^+_{\text{inev}}$, again by Lemma 3.30. Let $X^+_M = \cup\{Z \in \text{SubB}(N) : X \rightarrow Z \in \Sigma^+\} - \{M\}$. Define $t_0, t' \in \text{dom}(N)$ with

$$\pi^N_Z(t_0) = \pi^N_Z(t') \quad \text{if and only if} \quad Z \leq X^+_M.$$

Moreover, define $t \in \text{dom}(N)$ by $\pi^N_M(t) = \pi^N_M(t_0)$ and $\pi^N_Z(t) = \pi^N_Z(t')$ for all $Z \in \text{MaxB}(N) - \{M\}$. Since $M \in \text{MaxB}(N)$ the element $t$ is well-defined. It follows then that

$$\pi^N_Z(t_0) = \pi^N_Z(t) \quad \text{if and only if} \quad Z \leq X^+.$$

Let $r = \{t_0, t\}$. We show first that $\models_r \Sigma$. Let $U \rightarrow V \in \Sigma$, and suppose $U \leq X^+$. We need to show that $V \leq X^+$ as well. We obtain $X^+ \rightarrow U \in \Sigma^+$ by the reflexivity axiom, and $X \rightarrow X^+ \in \Sigma^+$ by the join rule. Applying the transitivity rule a few times shows $X \rightarrow V \in \Sigma^+$. This means, by definition of $X^+$, that $V \leq X^+$.

Show next that $\models_{r\cup\{t', t\}} \Sigma_{\text{key}} \cup \Sigma^+_{\text{inev}}$. Let $K$ be some minimal key for $N$. From $K \leq X^+_M$ follows $K \leq X^+$, but $X$ is not a superkey. This is a contradiction, i.e., $K \notin X^+_M$ which
means that $\pi_K^U(t_0) \neq \pi_K^V(t')$. Let $U \rightarrow V \in \Sigma_{\text{linv}}^+$. Assume further that $\pi_K^U(t_0) = \pi_K^V(t')$.

If $M \leq V$, then $M \leq U$ by Lemma 3.30 which is a contradiction as $\pi_K^M(t_0) \neq \pi_K^M(t')$. Consequently, $M \leq V$ and therefore $V \leq X_M^+$. This shows $\pi_U^V(t_0) = \pi_V^V(t')$, i.e., $\models_{(t_0, t')} U \rightarrow V$.

It is obvious that $\not\models_{r-(t) \cup (t')} \Sigma$ since $X \leq X_M^+ (M \not\in \text{MaxB}(X))$, but $M \leq X_M^+$, i.e., $\not\models_{r-(t) \cup (t')} X \rightarrow M$.

If $M \not\in \text{MaxB}(X)$, then $M \not\in \text{MaxB}(K)$ by Lemma 3.30 which is a contradiction as $\pi_K^M(t_0) = \pi_K^M(t')$. Consequently, $M$ is a superkey, i.e., there is some minimal key $K \leq N$. As $\pi_K^N(t) = \pi_K^N(t')$ holds by definition of $t$ it follows that $\pi_K^N(t) = \pi_K^N(t')$.

The following theorem also generalises a well-known result from [279].

**Theorem 3.42.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. Then is $N$ in NLNF if and only if $N$ does not have any strong replacement anomaly of type 2.

**Proof.** Obviously is $N$ not in NLNF if $N$ has a strong replacement anomaly of type 2. Let’s assume that $N$ is not in NLNF. Let $N_M = \{(\text{MaxB}(N) - \{M\})$. From $X \rightarrow M \in \Sigma^+$ follows $X \cup N_M \rightarrow M \cup N_M \in \Sigma^+$. This is equivalent to $N_M \rightarrow N \in \Sigma^+$ since $X \leq N_M$ and $M \cup N_M = N$. It follows that $N_M$ is a superkey, i.e., there is some minimal key $K \leq N$.

If $M \not\in \text{MaxB}(K)$, then we can proceed exactly as in the proof of Theorem 3.41. Let $K$ be some distinguished minimal key for $N$.

If $M \not\in \text{MaxB}(K)$, then we can proceed exactly as in the proof of Theorem 3.41. Let $K$ be some distinguished minimal key for $N$.

We show that $t_0, t, t' \in \text{dom}(N)$ with

1. $\pi_Z^N(t) = \pi_Z^N(t_0)$ if and only if $Z \leq G$,
2. $\pi_Z^N(t) = \pi_Z^N(t_0)$ if and only if $Z \leq (X \cup G)^+_\text{linv}$,
3. $\pi_K^N(t) = \pi_K^N(t')$.

We show that $t_0, t, t'$ are well-defined, and in particular that $t$ and $t'$ can be chosen to coincide on $K$. The first two properties imply that $\pi_Z^N(t) = \pi_Z^N(t')$, in particular $\pi_K^N(t) = \pi_K^N(t')$. We show that $\text{SubB}((X \cup G)^{\text{linv}}) - \text{SubB}(G)$ is disjoint to $\text{SubB}(K)$. Assume there is some $B \in \text{SubB}((X \cup G)^{\text{linv}}) - \text{SubB}(G)$ with $B \in \text{SubB}(K)$. It follows immediately that $B \not\in \text{SubB}(X) - \text{SubB}(G)$ since $X \cap K \leq G$. This leaves us with $B \in \text{SubB}(K) - \text{SubB}(B)$ and $B \in \text{MaxB}(N)$, or equivalently $B \in \text{SubB}(K) - \text{MaxB}(N)$ and $B \not\in \text{SubB}(G)$. By definition of $Q$ follows that $X \cup Q \cup B$ is a superkey. From $B \in \text{SubB}((X \cup G)^{\text{linv}})$ follows $B \leq (X \cup Q)^+$. Therefore, $X \cup Q$ is already a superkey, a contradiction to the choice of $Q$. 
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The claim is that $t_0, t, t'$ define a replacement anomaly of type 2. It is rather easy to show that $\models_{(t_0, t)} \Sigma$ and $\models_{(t_0, t')} \Sigma^+_{\text{inev}}$ hold (the tuples coincide on closed sets, respectively).

Assume $t_0$ and $t'$ coincide on some minimal key $K'$. Then $K' \leq (X \cup G)^+_{\text{inev}}$, and $X \cup G \rightarrow K' \in \Sigma^+$. This implies that $X \cup Q \rightarrow K' \in \Sigma^+$ holds, i.e., $X \cup Q$ is some superkey, a contradiction to the choice of $Q$. Consequently, $t_0$ and $t'$ differ on every minimal key $K'$.

It remains to show that $\not\models_{(t_0, t')} X \rightarrow M$ holds. First of all, $\pi^N_X(t_0) = \pi^N_X(t')$ since $X \leq (X \cup G)^+_{\text{inev}}$. Recall that $M \leq K, M \not\in \text{SubB}(X)$, and $M \in \text{MaxB}(N)$. From $M \in \text{MaxB}(N)$ follows $M \not\leq Q$ and therefore $M \not\leq (X \cap K) \cup Q$. Moreover, if $(X \cap K) \cup Q \rightarrow M \in \Sigma^+$ held, then $K$ would not be a minimal key. It follows that $M \not\leq G$. From $M \in \text{MaxB}(N), M \not\in \text{MaxB}(G), M \not\in \text{MaxB}(X)$ and $X \cup G \rightarrow M \in \Sigma^+$ follows immediately $X \cup G \rightarrow M \not\in \Sigma^+_{\text{inev}}$ by Lemma 3.30. This means $M \not\leq (X \cup G)^+_{\text{inev}}$ and therefore $\pi^N_M(t') \neq \pi^N_M(t_0)$. This concludes the proof. □

It remains to study strong type 3 replacement anomalies.

**Lemma 3.43.** Let $N$ be a nested attribute and $\Sigma$ a set of FDs on $N$. If $N$ is in NLNF, then $N$ does not have any strong replacement anomaly of type 3. □

Unlike the case of strong type 1 and strong type 2 replacement anomalies, the converse of Lemma 3.43 does not hold in general.

**Example 3.21.** Consider again the nested attribute

$$\text{Paper}(\text{Lecturer}, \text{Course}, \text{Textbook})$$

Together with the FDs

$$\text{Paper}(\text{Lecturer}, \text{Course}) \rightarrow \text{Paper}(\text{Textbook}) \quad \text{and} \quad \text{Paper}(\text{Textbook}) \rightarrow \text{Paper}(\text{Course}).$$

This nested attribute is not in NLNF with respect to the FDs given. However, the nested attribute does not have any strong replacement anomalies of type 3. In fact, Paper(Lecturer, Course) and Paper(Lecturer, Textbook) are both minimal keys. Consequently, every (modified) tuple $t'$ with $\pi^N_K(t) = \pi^N_K(t')$ for all minimal keys $K$ must be equal to $t$. This implies immediately that $r - \{t\} \cup \{t'\} = r$ cannot satisfy both $\models \Sigma$ and $\not\models \Sigma$ simultaneously. □

The final result follows immediately from the previous theorems.

**Theorem 3.44.** A nested attribute in NLNF does not have any strong update anomalies. Strong replacement anomalies of type 1 coincide with strong replacement anomalies of type 2. □

The results for strong update anomalies and NLNF are the same as for update anomalies and BCNF in the RDM. In summary, the results obtained for NLNF generalise all results from Theorem 1.4 for BCNF in the RDM.
3.4 Decomposition into NLNF

So far we have presented the Nested List Normal Form as a goal that is desirable to achieve in the database design process. We now tackle the problem how to actually obtain NLNF. This is an important problem since, in general, it cannot be expected that the first design of a large and complex database schema is already optimised. Having achieved an agreement on a suitable database schema that meets the requirements of all parties involved in the lengthy design process, one wants to avoid starting all over again just to satisfy design criteria. It is much more desirable to provide automatic tools that transform a first design into an equivalent database schema which is in normal form. Of course, it cannot be expected at all that such tools exist.

There are two competing approaches to relational database design: the decomposition approach [70] and the synthesis approach [41, 49]. For a discussion and comparison of these two approaches see [102, 181]. In this section, we will focus on applying the decomposition approach to NLNF.

3.4.1 FDs and Decompositions

The first desirable property of a decomposition in relational databases is that it be a lossless join decomposition with respect to the given set of FDs. Informally, a decomposition \( \{R_1, \ldots, R_n\} \) of a relation schema \( R \) is called lossless with respect to a given set \( E \) of FDs on \( R \) if every relation that satisfies all FDs in \( E \) is the natural join of its projections on the subschemata \( R_i \), i.e., \( r = \pi_{R_1}(r) \Join \cdots \Join \pi_{R_n}(r) \). This implies that one can project a relation onto the subschemata and then join the projections without losing or adding any information. In order to generalise this desirable property, we define the generalised natural join within our framework.

Definition 3.45. Let \( N \in \mathcal{N}A \) and \( X, Y \in \text{Sub}(N) \). Let \( r_1 \subseteq \text{dom}(X) \) and \( r_2 \subseteq \text{dom}(Y) \). Then \( r_1 \Join r_2 = \{ t \in \text{dom}(X \cup Y) \mid \exists t_1 \in r_1, t_2 \in r_2, \pi_X(t_1) = t_1 \text{ and } \pi_Y(t_2) = t_2\} \) is called the generalised natural join \( r_1 \Join r_2 \) of \( r_1 \) and \( r_2 \).

We will now show that any instance \( r \subseteq \text{dom}(N) \) that satisfies an FD \( X \rightarrow Y \) on \( N \) can be decomposed into its projections on \( X \cup Y \) and \( X \cup Y^c \) without loss of information. The projection \( \pi_X(r) \) of \( r \subseteq \text{dom}(N) \) on \( X \in \text{Sub}(N) \) is defined as \( \{ \pi_X(t) \mid t \in r \} \).

Theorem 3.46. Let \( N \in \mathcal{N}A, r \subseteq \text{dom}(N) \) and \( X \rightarrow Y \) an FD on \( N \). If \( \models_r X \rightarrow Y \), then \( r = \pi_{X \cup Y}(r) \Join \pi_{X \cup Y^c}(r) \).

Proof. One can see that \( r \subseteq \pi_{X \cup Y}(r) \Join \pi_{X \cup Y^c}(r) \) is always satisfied. Let \( t \in \pi_{X \cup Y}(r) \Join \pi_{X \cup Y^c}(r) \) and \( \models_r X \rightarrow Y \). We show that \( t \in r \). There are \( t'_1 \in \pi_{X \cup Y}(r) \) and \( t'_2 \in \pi_{X \cup Y^c}(r) \) with \( t'_1 = \pi_X(t) \) and \( t'_2 = \pi_{X \cup Y^c}(t) \). That means there are \( t_1, t_2 \in r \) with \( t'_1 = \pi_X(t_1) \) and \( t'_2 = \pi_{X \cup Y^c}(t_2) \), i.e., \( \pi_X(t_1) = t_1 \) and \( \pi_{X \cup Y^c}(t_2) = t_2 \). In particular, \( \pi_X(t_1) = \pi_X(t_2) \) and as \( t_1, t_2 \in r \) with \( \models_r X \rightarrow Y \) holds, we conclude \( \pi_X(t_1) = \pi_X(t_2) \) as well. Therefore, \( \pi_X(t_1) = \pi_X(t_2) \) by Lemma 3.9 and therefore also \( \pi_{X \cup Y}(t_1) = \pi_{X \cup Y}(t_2) \). Since also \( \pi_{X \cup Y^c}(t_1) = \pi_{X \cup Y^c}(t_2) \) we conclude \( t = t_2 \) by Lemma 3.9. This means, \( t \in r \).
Theorem 3.46 suggests that the decomposition approach may be successfully applied to the class of FDs in the context of lists. It is important to note that the converse of Theorem 3.46 is wrong. Consider $N = L(A, B, C)$ with $r = \{(a, b, c), (a, b', c)\}$ and different $b, b' \in \text{dom}(B)$. Obviously, $\not\models r, L(A) \rightarrow L(B)$, but $\pi_{L(A, B)}(r) = \{(a, b, ok), (a, b', ok)\}$ and $\pi_{L(A, C)}(r) = \{(a, ok, c)\}$, i.e., $r = \pi_{L(A, B)}(r) \Join \pi_{L(A, C)}(r)$.

### 3.4.2 The Decomposition Algorithm

Given some nested attribute $N$ and a set $\Sigma$ of FDs defined on $N$, the decomposition approach aims at finding a set of subattributes of $N$ each of which is in NLNF with respect to the corresponding set of all implied FDs on that subattribute. Moreover, any instance of $N$ that satisfies all the FDs in $\Sigma$ is the generalised natural join of its projections on all the subattributes, i.e., every valid database on $N$ can be decomposed without loss of information.

**Definition 3.47.** Let $N \in \mathcal{NA}$, $N_1, \ldots, N_k \in \text{Sub}(N)$, and $\Sigma$ a set of FDs defined on $N$. The set $\{N_1, \ldots, N_k\}$ is called a **lossless join decomposition of $N$ with respect to $\Sigma$** if and only if $N = \bigcup\{N_1, \ldots, N_k\}$ and $r = \pi_{N_1}(r) \Join \cdots \Join \pi_{N_k}(r)$ holds for all $r \subseteq \text{dom}(N)$ with $\models r, \Sigma$. The set $\{N_1, \ldots, N_k\}$ is called a **lossless NLNF decomposition of $N$ with respect to $\Sigma$** if and only if $\{N_1, \ldots, N_k\}$ is a lossless join decomposition of $N$ with respect to $\Sigma$ and $N_i$ is in NLNF with respect to $\pi_{N_i}(\Sigma^+)$ for every $i = 1, \ldots, k$, and where $\pi_M(\Sigma) = \{X \rightarrow Y \in \Sigma \mid X \cup Y \subseteq M\}$.

The lossless join property guarantees that the information of any legal instance over the original nested attribute can be obtained by joining the information on all decomposed subattributes. An NLNF decomposition guarantees moreover that every decomposed subattribute is in NLNF with respect to the projected sets of dependencies.

We will now show that it is possible to obtain a lossless NLNF decomposition for any given nested attribute $N$ and any given set of FDs on $N$. Whenever an FD in the current state of the output schema violates NLNF, the decomposition algorithm removes the cause for this violation of NLNF by replacing the offending parent subattribute by two of its proper child subattributes which can be joined losslessly to reconstruct their parent.

**Algorithm 3.4.1 (Lossless NLNF decomposition)**

**Input:** $N \in \mathcal{NA}$, set $\Sigma$ of FDs on $N$

**Output:** set $\mathcal{S} = \{(N_1, \Sigma_1), \ldots, (N_k, \Sigma_k)\}$ where $\Sigma_i$ is set of FDs on $N_i \in \text{Sub}(N)$ and $\{N_1, \ldots, N_k\}$ is lossless NLNF decomposition of $N$ with respect to $\Sigma$

**Method:**

1. VAR $X,Y \in \text{Sub}(N)$
2. DECOMPOSE$(N,\Sigma)$
3.4. DECOMPOSITION INTO NLNF

(1) BEGIN
(2) IF $N$ in NLNF with respect to $\Sigma$, THEN $S := \{(N, \Sigma)\}$;
(3) ELSE
(4) LET $X \rightarrow Y \in \Sigma$ be not inevitable on $N$ with respect to $\Sigma$ and $\Sigma \not\models X \rightarrow N$;
(5) $N_1 := X \cup Y$;
(6) $S := \text{DECOMPOSE}(N_1, \pi_{N_1}(\Sigma^+))$;
(7) $N_2 := X \cup Y^C$;
(8) $S := S \cup \text{DECOMPOSE}(N_2, \pi_{N_2}(\Sigma^+))$;
(9) ENDIF;
(10) RETURN $(S)$;
(11) END;

Theorem 3.48. Algorithm 3.4.1 is correct.

Proof. The algorithm terminates with an NLNF decomposition. In each decomposition step $N_1 \cup N_2 = N$, i.e., $N = \bigsqcup\{N_1, \ldots, N_k\}$ upon termination of the algorithm. Moreover, the algorithm continues the decomposition process whenever $N_i$ is not in NLNF with respect to $\pi_N(\Sigma^+)$. Therefore, $\{N_1, \ldots, N_k\}$ is an NLNF decomposition.

It remains to show that $r = \pi_{N_1}(r) \bowtie \cdots \bowtie \pi_{N_k}(r)$ holds for any $r \subseteq \text{dom}(N)$ with $\models \Sigma$ as well. Therefore, we consider the case where $X \rightarrow Y$ is some FD on $M$ which is not inevitable on $M$ with respect to $\pi_M(\Sigma^+)$ and where $X$ is not a superkey for $M$ with respect to $\pi_M(\Sigma^+)$. Since $\models_{\pi_M(r)} X \rightarrow Y$, it follows that $\pi_M(r) = \pi_{X \cup Y}(\pi_M(r)) \bowtie \pi_{X \cup Y}(\pi_M(r))$ by Theorem 3.46. This, however, is equivalent to $\pi_M(r) = \pi_{X \cup Y}(r) \bowtie \pi_{X \cup Y}(r)$. This shows that the NLNF decomposition $\{N_1, \ldots, N_k\}$ is indeed lossless.

One may replace line (5) of Algorithm 3.4.1 by $N_1 := X \cup Y^{cc}$. This would eliminate those non-maximal basis attributes of $N$ in $Y$ which do not have a superattribute in $Y$ that is also a maximal basis attribute of $N$. Such non-maximal basis attributes are also subattributes of $Y^C$, anyway. Since $X \rightarrow Y$ is not inevitable, at least one maximal basis attribute of $N$ is a subattribute of $Y$ by Lemma 3.30, i.e., $Y^{cc} \neq \lambda$. The resulting algorithm is still correct as $Y^{cc} \cup Y^C = N$ and $\models \Sigma$ implies $\models X \rightarrow Y$ by the subattribute rule as $Y^{cc} \subseteq Y$. We illustrate Algorithm 3.4.1 with the following abstract example. We say that a set $\Sigma$ of FDs is covered by another set $\Theta$ of FDs, if every FD in $\Sigma$ is implied by $\Theta$.

Example 3.22. Suppose $N = L(A, K[M(B, C, D)], P[Q[R(E, F)]]))$, then $\Sigma = \{L(A) \rightarrow L(K[M(B, C)], P[\lambda]), L(K[M(D)]) \rightarrow L(P[Q[R(E)]])\}$. Obviously, $N$ is not in NLNF with respect to $\Sigma$. Neither of the two given FDs is inevitable nor are the two left-hand sides superkeys for $N$ with respect to $\Sigma$. We choose to decompose along $L(A) \rightarrow L(K[M(B, C)], P[\lambda])$ and obtain new nested attributes $N_1 = L(A, K[M(B, C)], P[\lambda])$ and $N' = L(A, K[M(\lambda, \lambda, D)], P[Q[R(E, F)]])$. The projection of $\Sigma$ on $N_1$ is covered by $L(A) \rightarrow L(K[M(B, C)], P[\lambda])$, the projection on $N'$ covered by $\{L(K[M(D)]) \rightarrow L(P[Q[R(E)]])\}$. One can see that $N_1$ is in NLNF with respect
to \( \sigma_{N_1}(\Sigma^+) \) as \( L(A) \) is a superkey for \( N_1 \). However, \( N' \) is not in NLNF with respect to \( \sigma_{N'}(\Sigma^+) \) since \( L(K[M(D)]) \rightarrow L(P[R(E)]) \) is not inevitable and \( L(K[M(D)]) \) is not a superkey for \( N' \) with respect to \( \sigma_{N'}(\Sigma^+) \). The next decomposition step gives \( N_2 = L(\lambda, K[M(\lambda, \lambda, D)], P[R(E, \lambda)]) \) and \( N_3 = L(A, K[M(\lambda, \lambda, D)], P[R(\lambda, F)]) \). Now, \( \sigma_{N_2}(\Sigma^+) \) is covered by \( L(K[M(D)]) \rightarrow L(P[R(E)]) \), i.e., \( N_2 \) is in NLNF with respect to \( \sigma_{N_2}(\Sigma^+) \). Furthermore, \( \sigma_{N_3}(\Sigma^+) \) is covered by \( L(A) \rightarrow L(K[\lambda], P[\lambda]) \) which is inevitable on \( N_3 \) with respect to \( \sigma_{N_3}(\Sigma^+) \), i.e., \( N_3 \) is in NLNF with respect to \( \sigma_{N_3}(\Sigma^+) \). The output of Algorithm 3.4.1 is therefore \( \{(N_1, \sigma_{N_1}(\Sigma^+)), (N_2, \sigma_{N_2}(\Sigma^+)), (N_3, \sigma_{N_3}(\Sigma^+))\} \). See Figure 3.1 for an illustration.

\[
L(A, K[M(B, C, D)], P[R(E, F)])
\]

\[
L(A, K[M(B, C, \lambda)], P[\lambda]) \quad L(A, K[M(\lambda, \lambda, D)], P[R(E, F)])
\]

\[
L(\lambda, K[M(\lambda, \lambda, D)], P[R(E, \lambda)]) \quad L(A, K[M(\lambda, \lambda, D)], P[R(\lambda, F)])
\]

Fig. 3.1. NLNF decomposition Tree of Example 3.22.

**Example 3.23.** Example 3.18 has shown that the nested attribute \( N = DNA(\text{Origin[Base]}, \text{Count(A,C,G,T)}, \text{Gene(Start,End,Sub[Nucleo],Translation[Amino])}) \) is not in NLNF with respect to the set \( \Sigma \) of FDs from Example 3.3. Since

\[
DNA(\text{Origin[Base]}) \rightarrow DNA(\text{Count(A,C,G,T)})
\]

is neither inevitable nor is \( DNA(\text{Origin[Base]}) \) a superkey for \( N \) with respect to \( \Sigma \), we decompose \( N \) into \( N'_1 = DNA(\text{Origin[Base]}, \text{Count(A,C,G,T)}) \) and \( N'_2 = DNA(\text{Origin[Base]}, \text{Gene(Start,End,Sub[Nucleo],Translation[Amino])}) \). The FD

\[
DNA(\text{Origin[\lambda]}, \text{Count(A,C,G)}) \rightarrow DNA(\text{Count(T)})
\]

is in \( \sigma_{N'_1}(\Sigma^+) \), but is neither inevitable nor is \( DNA(\text{Origin[\lambda]}, \text{Count(A,C,G)}) \) a superkey for \( N'_1 \) with respect to \( \sigma_{N'_1}(\Sigma^+) \). Therefore, we decompose \( N'_1 \) into \( N_1 = DNA(\text{Origin[\lambda]}, \text{Count(A,C,G,T)}) \) and \( N_2 = DNA(\text{Origin[Base]}, \text{Count(A,C,G)}) \). The projected FDs \( \sigma_{N_1}(\Sigma^+) \) are covered by the set \( \Sigma_1 \) with the following FDs:

- \( DNA(\text{Origin[\lambda]}, \text{Count(A,C,G)}) \rightarrow DNA(\text{Count(T)}) \),
- \( DNA(\text{Origin[\lambda]}, \text{Count(A,C,T)}) \rightarrow DNA(\text{Count(G)}) \),
- \( DNA(\text{Origin[\lambda]}, \text{Count(A,G,T)}) \rightarrow DNA(\text{Count(C)}) \),
3.4. DECOMPOSITION INTO NLNF

- DNA(Origin[\lambda], Count(C,G,T)) \to DNA(Count(A)), and
- DNA(Count(A,C,G,T)) \to DNA(Origin[\lambda]).

The projected FDs \(\pi_{N_1}(\Sigma^+)\) are covered by \(\Sigma_2 = \{DNA(Origin[Base]) \to DNA(Count(A,C,G))\}\). \(N_1\) is in NLNF with respect to \(\Sigma_1\) and \(N_2\) is in NLNF with respect to \(\Sigma_2\). The FD

\[
DNA(Gene(Sub[Nucleo])) \to DNA(Gene(Translation[Amino]))
\]

is an element of \(\pi_{N_2}^{\prime}(\Sigma^+)\), but is neither inevitable nor is \(DNA(Gene(Sub[Nucleo]))\) a superkey for \(N_2\) with respect to \(\pi_{N_3}(\Sigma^+)\). Therefore, we decompose \(N_2\) into \(N_3 = DNA(Gene(Sub[Nucleo],Translation[Amino]))\) and \(N_3' = DNA(Origin[Base],Gene(Start,End,Sub[Nucleo]))\). The projected FDs \(\pi_{N_3}(\Sigma^+)\) are covered by the set \(\Sigma_3\) with the following FDs:

- DNA(Gene(Sub[Nucleo])) \to DNA(Gene(Translation[Amino]))),
- DNA(Gene(Sub[\lambda])) \to DNA(Gene(Translation[\lambda])), and
- DNA(Gene(Translation[\lambda])) \to DNA(Gene(Sub[\lambda])).

\(N_3\) is again in NLNF with respect to \(\Sigma_3\). The FD

\[
DNA(Gene(Start,Sub[\lambda])) \to DNA(Gene(End))
\]

is in \(\pi_{N_3}(\Sigma^+)\), but is neither inevitable nor is \(DNA(Gene(Start,Sub[\lambda]))\) a superkey for \(N_3'\) with respect to \(\pi_{N_3}(\Sigma^+)\). We decompose \(N_3'\) into \(N_4 = DNA(Gene(Start,End,Sub[\lambda]))\) and \(N_5 = DNA(Origin[Base],Gene(Start,Sub[Nucleo]))\). The projected FDs \(\pi_{N_4}(\Sigma^+)\) are covered by the set \(\Sigma_4\) with the following FDs:

- DNA(Gene(Start,Sub[\lambda])) \to DNA(Gene(End)),
- DNA(Gene(End,Sub[\lambda])) \to DNA(Gene(Start)), and
- DNA(Gene(Start,End)) \to DNA(Gene(Sub[\lambda])).

\(N_4\) is in NLNF with respect to \(\Sigma_4\). The projected FDs \(\pi_{N_5}(\Sigma^+)\) are covered by the set \(\Sigma_5 = \{DNA(Origin[Base],Gene(Start,Sub[\lambda])) \to DNA(Gene(Sub[Nucleo]))\}\). \(N_5\) is in NLNF with respect to \(\Sigma_5\). The output of Algorithm 3.4.1 is therefore \(((N_1, \Sigma_1)), (N_2, \Sigma_2), (N_3, \Sigma_3), (N_4, \Sigma_4), (N_5, \Sigma_5))\). See Figure 3.2 for an illustration. □

For relational databases it is well-known that any relation schema with any set of FDs defined on it can be decomposed into subschemata that are all in BCNF with respect to the projected sets of FDs. In the presence of lists, however, the situation is different. Of course, one can modify Definition 3.4.7 of lossless NLNF decomposition to lossless BCNF decomposition for any nested attributes. Consider the nested attribute \(N = L[A]\) where the set \(\Sigma\) of FDs on \(N\) simply consists of the single FD \(\lambda \to L[\lambda]\). The FD is not trivial and \(\lambda\) is not a superkey for \(N\) with respect to \(\Sigma\). Consequently, \(N\) is not in BCNF with respect to \(\Sigma\). However, any decomposition of \(L[A]\) must contain the nested attribute \(L[A]\) itself. Therefore, no lossless BCNF decomposition of \(L[A]\) with respect to \(\Sigma\) exists.
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Fig. 3.2. NLNF decomposition Tree of Example 3.23.

3.4.3 Problems with NLNF decomposition

Algorithm 3.4.1 generalises the well-known BCNF decomposition algorithm for relational databases, see for instance [181, p.270]. It follows that the NLNF decomposition algorithm causes at least as many problems as its relational counterpart. The first problem is that Algorithm 3.4.1 does not execute in time polynomial in the sizes of $N$ and $\Sigma$ since computing a cover of $\pi_{N_1}(\Sigma^+)$ is intractable [33]. Changing the computations of $\pi_{N_1}(\Sigma^+)$ and $\pi_{N_2}(\Sigma^+)$ in lines (6) and (8) of Algorithm 3.4.1, respectively, to polynomial-time computations of $\pi_{N_1}(\Sigma)$ and $\pi_{N_2}(\Sigma)$ in the size of $\Sigma$ leads to an algorithm which may not always output an NLNF decomposition. For example, let $\Sigma = \{L(A) \rightarrow L(B), L(B) \rightarrow L(C)\}$ be a set of FDs defined on $N = L(A,B,C,D)$. Then, $\pi_M(\Sigma)$ contains only trivial FDs for $M = L(A,C,D)$, but the FDs in $\pi_M(\Sigma^+)$ are covered by $\{L(A) \rightarrow L(C)\}$. It follows that if the FD, $L(A) \rightarrow L(B)$ is chosen at line (4) of Algorithm 3.4.1, then $M$, which is not in NLNF with respect to $\pi_M(\Sigma^+)$, is in the output decomposition. Furthermore, the cardinality of the decomposition returned by Algorithm 3.4.1 may be exponential in the cardinality of $N$ [181, p. 271]. While checking whether $N$ itself is in NLNF with respect to $\Sigma$ can be done in polynomial time in the size of $N$ and $\Sigma$ (Theorem 3.37 and Lemma 3.30), checking whether a proper subattribute $N_i \in \text{Sub}(N)$ is in NLNF with respect to $\pi_{N_i}(\Sigma^+)$ is harder. The following theorem follows from Corollary 3 in [29].

**Theorem 3.49.** Let $N \in N A$ and $\Sigma$ a set of FDs on $N$. The problem of deciding whether an arbitrary $N_i \in \text{Sub}(N)$ is in NLNF with respect to $\pi_{N_i}(\Sigma^+)$ is coNP-complete.

**Proof (Sketch).** The problem of deciding whether an arbitrary $N_i \in \text{Sub}(N)$ is not in NLNF with respect to $\pi_{N_i}(\Sigma^+)$ is in NP. According to Theorem 3.37 one guesses non-
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deterministically an FD \( X \rightarrow Y \in \pi_{N_i}(\Sigma^+) \) and verifies in polynomial time that \( X \rightarrow Y \) is not inevitable on \( N_i \) with respect to \( \pi_{N_i}(\Sigma^+) \) and that \( X \) is not a superkey for \( N_i \) with respect to \( \pi_{N_i}(\Sigma^+) \). Following Lemma 3.30, \( X \rightarrow Y \) is not inevitable, if there is some \( Y' \in \text{MaxB}(N_i) \) with \( Y' \neq Y \) and \( Y' \not\subseteq X \).

It remains to show that the problem of deciding whether an arbitrary \( N_i \in \text{Sub}(N) \) is not in NLNF with respect to \( \pi_{N_i}(\Sigma^+) \) is \( NP \)-hard. One can use the polynomial-time reduction of the hitting set problem [122] in [29, p.55-57] to the decision problem whether an arbitrary subschema of a relation schema is not in BCNF with respect to the corresponding projected set of given FDs. This is possible since every relational subschema can be represented using only null, flat and record-valued attributes, and NLNF and BCNF are equivalent in the absence of lists. Note that in this case inevitable FDs are simply trivial FDs.

For relational databases a polynomial-time algorithm in the sizes of a relation schema \( R \) and \( \Sigma \) that outputs a lossless BCNF decomposition with respect to \( \Sigma \) has been proposed in [270]. It is the subject of future research to generalise this algorithm to the context of lists.

We have seen that it is always possible to achieve a lossless NLNF decomposition. Unfortunately, losslessness is not the only desirable property of a decomposition. An output \( \{(N_1, \Sigma_1), \ldots, (N_k, \Sigma_k)\} \) should only be considered equivalent to \( (N, \Sigma) \) in case the semantic information in \( \bigcup_{i=1}^{k} \Sigma_i \) is equivalent to the semantic information in \( \Sigma \). This means that it is not only necessary not to lose any information regarding the database itself, but also not to lose any information regarding the semantic properties that this database carries. In other words, the dependencies must have been preserved at the end of the decomposition process.

**Definition 3.50.** Let \( N \in \mathcal{N}A \) and \( \Sigma \) a set of FDs on \( N \). A lossless join decomposition \( \{N_1, \ldots, N_k\} \) of \( N \) is called dependency-preserving with respect to \( \Sigma \) if and only if \( \Sigma^* = \left( \bigcup_{i=1}^{k} \pi_{N_i}(\Sigma^+) \right)^* \).

We can see that the lossless NLNF decomposition in Example 3.22 is indeed dependency-preserving. What about the decomposition of our GenBank example?

**Example 3.24.** Consider the decomposition of the GenBank database from Example 3.23. Define \( \Theta \) as \( \bigcup_{i=1}^{5} \pi_{N_i}(\Sigma^+) \). The decomposition is dependency-preserving if and only if \( \Sigma^+ \subseteq \Theta^+ \). All FDs in \( \Sigma \) are also in \( \Theta \) except

\[
\text{DNA(Origin[Base])} \rightarrow \text{DNA(Count(A,C,G,T))}
\]

and

\[
\text{DNA(Origin[Base],Gene(Start,End))} \rightarrow \text{DNA(Gene(Sub[Nucleo]))}.
\]
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The closure of DNA(Origin[Base]) with respect to $\Theta^+$ is DNA(Origin[Base], Count(A,C,G,T)), i.e., the first FD is also in $\Theta^+$. The closure of DNA(Origin[Base], Gene(Start,End)) with respect to $\Theta^+$ is again $N$, i.e., the second FD is in $\Theta^+$, too. Consequently, $\Sigma^+ \subseteq \Theta^+$ holds and the decomposition of the GenBank example is dependency-preserving.

Unfortunately, our examples are exceptions. For relational databases it has been shown in [26, 29, 273] that there may be no decomposition of a relation schema into BCNF that is dependency-preserving. This negative result carries immediately over to the framework of lists, see Theorem 3 of [29].

**Theorem 3.51.** There are nested attributes $N$ and sets $\Sigma$ of FDs on $N$ for which no dependency-preserving and lossless NLNF decomposition exists.

**Proof.** Let $N = L(A, B, C)$ and $\Sigma = \{ L(A, B) \rightarrow L(C), L(C) \rightarrow L(B) \}$. By a brute force examination of $\Sigma^+$ it can be shown that $L(A, B) \rightarrow L(C)$ is in every non-redundant cover of $\Sigma$. Therefore, in any dependency-preserving and lossless join decomposition of $N$ with respect to $\Sigma$, one of the subattributes of $N$ must be $L(A, B, C)$, but this nested attribute is not in NLNF.

Following [29], and using the same polynomial-time reduction of the hitting set problem [122] as in the proof of Theorem 3.49 it can be shown that the problem whether there exists a dependency-preserving and lossless NLNF decomposition for an arbitrary nested attribute is NP-hard.

For relational databases, an exponential algorithm in the size of $\Sigma$ which decides the problem whether there is a dependency-preserving and lossless BCNF decomposition can be found in [214]. A method of guaranteeing a dependency-preserving decomposition which is in BCNF was proposed in [157], wherein it was shown that by adding attributes to $R$ and FDs to $\Sigma$ it is always possible to obtain a BCNF dependency-preserving decomposition of the augmented schema with respect to the augmented set of FDs.

In summary, obtaining a dependency-preserving and lossless NLNF decomposition is in general an unrealistic goal. In relational database theory, research on the third normal form (3NF) [186, 304] has shown that a lossless join decomposition that preserves dependencies can always be found [41, 49]. Note, however, that 3NF cannot guarantee the absence of redundancies. It is again subject of future research to extend these results to the framework of lists.

Further open problems that warrant future research are discussed in Section 6.2.
Chapter 4

Functional and Multi-valued Dependencies in the Presence of Lists

According to [87], functional dependencies constitute about two thirds of all uni-relational dependencies used in practical applications. A further important class of relational dependencies are so called multi-valued dependencies (MVDs). The class of FDs and MVDs covers around 75 percent of all uni-relational dependencies in practice [87]. It is the goal of this chapter to extend the theory of MVDs from the relational data model to the presence of null, flat, record-, and list-valued attributes.

We have seen in the previous chapter that an instance satisfying the FD $X \rightarrow Y$ can be decomposed into $X \uplus Y$ and $X \uplus Y^C$ without losing information. Since such a lossless decomposition of some instance does not always imply that this instance satisfies a respective FD the question arises whether there is a class of dependencies that precisely captures this property. For relational databases, an affirmative answer to that question is given by the class of MVDs. They subsume the class of FDs and may also cause redundancies in the representation of data and abnormal update behavior. It is therefore desirable to investigate the impact of the list constructor on the class of MVDs as well.

In this chapter we will formally introduce MVDs in the presence of lists. We will show that an instance satisfies the MVD $X \rightarrow Y^*$ precisely when this instance is the generalised natural join of $X \uplus Y$ and $X \uplus Y^C$. Then we study axiomatisability and implication problem for the class $C$ of FDs and MVDs in the presence of records and lists. Here, a surprising difference to the RDM is revealed. MVDs imply non-trivial FDs in the context of lists which is impossible in relational databases. Using this fact and the algebraic framework from Chapter 2 the theory of FDs and MVDs can be generalised from the RDM to the presence of lists. Next, the independence of the inference rules is studied, and further interesting differences to the RDM are revealed. Subsequently, the role of the Brouwerian complement rule is investigated. This rule is special because it does not have a counterpart in the context of FDs. Finally, a provably-correct and polynomial-time algorithm for deciding implication of FDs and MVDs in the presence of lists is proposed. The algorithm naturally extends the well-known membership algorithm of Beeri [27].

The axiomatisation of FDs and MVDs is published in [146], the axiomatisation of MVDs...
in [142], and the membership algorithm for FDs and MVDs appears in [141].

4.1 Axiomatisation

Multi-valued dependencies have been independently introduced in [86, 103, 303]. They have been axiomatised in [32]. In this section we will extend the generalised Armstrong axioms to obtain a finite axiomatisation for the class $C$ of FDs and MVDs in the presence of null, flat, record- and list-valued attributes. This axiomatisation is a natural extension of the axiomatisation in the relational case (compare for instance to [220, pp. 80, 81]). A fundamental difference will be the fact that the non-trivial FD $X \rightarrow Y \cap Y^C$ is implied by the MVD $X \rightarrow Y$.

4.1.1 Definition and First Results

As it was the case for FDs, the algebraic framework from Chapter 2 allows to naturally extend the definition of multi-valued dependencies from the RDM.

**Definition 4.1.** Let $N \in NA$ be a nested attribute. A multi-valued dependency on $N$ is an expression of the form $X \rightarrow Y$ where $X, Y \in Sub(N)$. A set $r \subseteq \text{dom}(N)$ satisfies the multi-valued dependency $X \rightarrow Y$ on $N$ if and only if for all values $t_1, t_2 \in r$ with $\pi_X^N(t_1) = \pi_X^N(t_2)$ there is a value $t \in r$ with $\pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1)$ and $\pi_{X \cup Y^C}^N(t) = \pi_{X \cup Y^C}^N(t_2)$.

Intuitively, an instance $r$ exhibits the MVD $X \rightarrow Y$ whenever the value on $X$ determines the set of values on $Y$ independently from the set of values on $Y^C$. If there are two elements $t_1, t_2$ in $r$ with the same projections on $X$, then there is also an element in $r$ which has the same projection on $X \cup Y$ as $t_1$ and the same projection on $X \cup Y^C$ as $t_2$. We will illustrate the concept of an MVD by the following example.

**Example 4.1.** Consider Example 3.1 where Pubcrawl(Person, Visit[Drink(Beer,Pub)]) was the nested attribute. Suppose the snapshot $r$ is now extended to

$$
\{ (Sven, [(Lübzer, Deanos), (Kindl, Highflyers)]), \\
(Sven, [(Kindl, Deanos), (Lübzer, Highflyers)]), \\
(Klaus-Dieter, [(Guinness, Irish Pub), (Speights, 3Bar), (Guinness, Irish Pub)]), \\
(Klaus-Dieter, [(Kölsch, Irish Pub), (Bönnsch, 3Bar), (Guinness, Irish Pub)]), \\
(Klaus-Dieter, [(Guinness, Highflyers), (Speights, Deanos), (Guinness, 3Bar)]), \\
(Klaus-Dieter, [(Kölsch, Highflyers), (Bönnsch, Deanos), (Guinness, 3Bar)]), \\
(Sebastian, []) \}. 
$$

Obviously, the FD Pubcrawl(Person) $\rightarrow$ Pubcrawl(Visit[Drink(Pub)]) is not satisfied by $r$, and neither is the FD Pubcrawl(Person) $\rightarrow$ Pubcrawl(Visit[Drink(Beer)]). However, $\models_r$ Pubcrawl(Person) $\rightarrow$ Pubcrawl(Visit[Drink(Pub)]). This MVD says informally that a person has preferred lists of pubs, e.g. according to the weekday, and preferred lists of beers, e.g. according to the mood that person is in. Since a weekday is independent from...
the mood of a person, all possible combinations of these lists can occur. That is, the lists of pubs a person visits is independent from the lists of beers that person drinks. It appears that $\operatorname{Pubcrawl}(\text{Person}) \rightarrow \operatorname{Pubcrawl}(\text{Visit}[\lambda])$ holds as well. This means informally that in this snapshot each person visits a fixed number of pubs (and drinks a fixed number of beers).

The intuitive meaning of satisfaction of an MVD from the RDM is here naturally extended to more complex objects, in this case any nesting that involves null, flat, record- or list-valued attributes.

**EXAMPLE 4.2.** Consider Example 2.3 where the nested attribute

$$\text{Align}([\text{St1}[\text{Seq1}], \text{St2}[\text{Seq2}], \text{Num1}(\text{Occ1}, \text{Nuc1}), \text{Num2}(\text{Occ2}, \text{Nuc2}), \text{Comp}[\text{Pair}(\text{N1}, \text{N2})]])$$

was used as a description of a database that compares two nucleotide sequences each having a certain characteristic. The constraint that was informally described in Section 1.2.2 is now formally specified as

$$\text{Align}([\text{St1}[\text{Seq1}], \text{St2}[\text{Seq2}], \text{Num1}(\text{Occ1}, \text{Nuc1}), \text{Num2}(\text{Occ2}, \text{Nuc2})]) \rightarrow \text{Align}([\text{Comp}[\text{Pair}(\text{N1}, \text{N2})]])$$

Note that neither the FD

$$\text{Align}([\text{St1}[\text{Seq1}], \text{St2}[\text{Seq2}], \text{Num1}(\text{Occ1}, \text{Nuc1}), \text{Num2}(\text{Occ2}, \text{Nuc2})]) \rightarrow \text{Align}([\text{Comp}[\text{Pair}(\text{N1}, \text{N2})]])$$

nor the FD

$$\text{Align}([\text{St1}[\text{Seq1}], \text{St2}[\text{Seq2}], \text{Num1}(\text{Occ1}, \text{Nuc1}), \text{Num2}(\text{Occ2}, \text{Nuc2})]) \rightarrow \text{Align}([\text{Comp}[\text{Pair}(\lambda, \text{N2})]])$$

hold in general.

**EXAMPLE 4.3.** Consider Example 2.4 where the nested attribute

$$\text{Halftoning}([\text{Brightness}, \text{Input}[\text{Level}], \text{Output}[\text{Bit}]])$$

was used to represent a database that stores possible output regions for input regions of a certain brightness. The constraints that were informally described in Section 1.2.2 are formally specified as

$$\text{Halftoning}(\text{Input}[\lambda]) \rightarrow \text{Halftoning}(\text{Output}[\lambda]), \text{ and } \text{Halftoning}(\text{Output}[\lambda]) \rightarrow \text{Halftoning}(\text{Input}[\lambda]),$$

and

$$\text{Halftoning}([\text{Brightness}, \text{Input}[\lambda]]) \rightarrow \text{Halftoning}(\text{Input}[\text{Level}]).$$
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4.1.2 Trivial MVDs

We would like to describe MVDs that are satisfied by every instance in a syntactically convenient form. Recall that a dependency $\sigma$ on some nested attribute $N$ is called trivial if and only if $\models_\sigma$ for every $r \subseteq \text{dom}(N)$. We characterise trivial MVDs.

**Lemma 4.2.** Let $N \in N.A$ and $X \rightarrow Y$ a multi-valued dependency on $N$. Then is $X \rightarrow Y$ trivial if and only if $Y \subseteq X$ or $X \sqcup Y = N$.

**Proof.** We show first that $X \rightarrow Y$ is trivial, if $Y \subseteq X$ or $X \sqcup Y = N$. Let $r \subseteq \text{dom}(N)$ and $t_1, t_2 \in r$ with $\pi^N_X(t_1) = \pi^N_X(t_2)$. If there is some $t \in r$ with $\pi^N_{X_{\cup Y}}(t) = \pi^N_{X_{\cup Y}}(t_1)$ and $\pi^N_{X_{\cup Y}C}(t) = \pi^N_{X_{\cup Y}C}(t_2)$, then $\models_r X \rightarrow Y$. If $Y \subseteq X$, then take $t = t_2$. If $X \sqcup Y = N$, or equivalently $Y^C \leq X$, then take $t = t_1$.

Let now be $Y \not\subseteq X$ and $X \sqcup Y \not= N$, i.e., $Y^C \not\subseteq X$. We show that there is some $r \subseteq \text{dom}(N)$ with $\not\models_r X \rightarrow Y$. Define $r = \{t_1, t_2\}$ by

$$\pi^N_X(t_1) = \pi^N_X(t_2) \text{ if and only if } Z \leq X$$

using Lemma 3.13. For $\models_r X \rightarrow Y$ there must be some $t \in r$ with $\pi^N_{X_{\cup Y}}(t) = \pi^N_{X_{\cup Y}}(t_1)$ and $\pi^N_{X_{\cup Y}C}(t) = \pi^N_{X_{\cup Y}C}(t_2)$. If $t = t_1$, then the second condition is violated since $Y^C \not\subseteq X$. If $t = t_2$, then the first condition is violated since $Y \not\subseteq X$. Hence, $\not\models_r X \rightarrow Y$. \qed

4.1.3 MVDs are Binary Join Dependencies

Fagin proves in [103] that MVDs “provide a necessary and sufficient condition for a relation to be decomposable into two of its projections without loss of information (in the sense that the original relation is guaranteed to be the join of the two projections).”

We will now prove that MVDs still have the same property in the presence of null, flat, record- and list-valued attributes. In this sense, $r \subseteq \text{dom}(N)$ satisfies the MVD $X \rightarrow Y$ exactly when $r$ is the lossless generalised join of its projections on $X \cup Y$ and $X \cup Y^C$, i.e., $r = \pi_{X_{\cup Y}}(r) \bowtie \pi_{X_{\cup Y}C}(r)$.

**Theorem 4.3.** Let $N \in N.A$, $r \subseteq \text{dom}(N)$ and $X \rightarrow Y$ a multi-valued dependency on $N$. Then is $X \rightarrow Y$ satisfied by $r$ if and only if $r = \pi_{X_{\cup Y}}(r) \bowtie \pi_{X_{\cup Y}C}(r)$.

**Proof.** Let $r_1 = \pi_{X_{\cup Y}}(r)$ and $r_2 = \pi_{X_{\cup Y}C}(r)$. Note that $r \subseteq r_1 \bowtie r_2$ is always satisfied.

First, let $\models_r X \rightarrow Y$. We show that $r_1 \bowtie r_2 \subseteq r$. Let $t \in r_1 \bowtie r_2$. Then there are $t_1, t_2 \in r$ with

$$\pi^N_{X_{\cup Y}}(t) = \pi^N_{X_{\cup Y}}(t_1) \text{ and } \pi^N_{X_{\cup Y}C}(t) = \pi^N_{X_{\cup Y}C}(t_2).$$

From $\pi^N_X(t_1) = \pi^N_X(t_2)$ and $\models_r X \rightarrow Y$ follows the existence of some $t_3 \in r$ with $\pi^N_{X_{\cup Y}}(t_3) = \pi^N_{X_{\cup Y}}(t_1)$ and $\pi^N_{X_{\cup Y}C}(t_3) = \pi^N_{X_{\cup Y}C}(t_2)$. Consequently, $\pi^N_{X_{\cup Y}}(t) = \pi^N_{X_{\cup Y}}(t_3)$ and $\pi^N_{X_{\cup Y}C}(t) = \pi^N_{X_{\cup Y}C}(t_3)$. It follows that $t = t_3 \in r$ by Lemma 3.9 and, therefore, $r_1 \bowtie r_2 \subseteq r$.

Let now $r = r_1 \bowtie r_2$ and $t_1, t_2 \in r$ with $\pi^N_X(t_1) = \pi^N_X(t_2)$. Let $t'_1 \in r_1$ with $t'_1 = \pi^N_{X_{\cup Y}}(t_1)$ and $t'_2 \in r_2$ with $t'_2 = \pi^N_{X_{\cup Y}C}(t_2)$. Since $r_1 \bowtie r_2 = r$, there is some $t \in r$ with $\pi^N_{X_{\cup Y}}(t) = t'_1$ and $\pi^N_{X_{\cup Y}C}(t) = t'_2$. This shows $\models_r X \rightarrow Y$. \qed
Theorem 4.3 shows that the class of MVDs characterises precisely the situation when an instance over a nested attribute is decomposable into two of its projections without loss of information.

**Example 4.4.** If one applies Theorem 4.3 to Example 4.2 and the snapshot $r$ that was given in Section 1.2.2, then the nested attribute

$$\text{Align}(\text{St1}[,\text{Seq1}], \text{St2}[,\text{Seq2}], \text{Num1(Occ1,Nuc1)}, \text{Num2(Occ2,Nuc2)}, \text{Comp}[\text{Pair(N1,N2)]})$$

is decomposed into

$$\text{Align}(\text{St1}[,\text{Seq1}], \text{St2}[,\text{Seq2}], \text{Num1(Occ1,Nuc1)}, \text{Num2(Occ2,Nuc2)}, \text{Comp}[\text{Pair(N1,\lambda)]})$$

and

$$\text{Align}(\text{St1}[,\text{Seq1}], \text{St2}[,\text{Seq2}], \text{Num1(Occ1,Nuc1)}, \text{Num2(Occ2,Nuc2)}, \text{Comp}[\text{Pair(\lambda,N2)]}).$$

The snapshot $r$ is then the generalised natural join of

$$\left(\left([A,A] ,[A,A,T],(3,A),(2,T),[[A,ok),(A,ok),(C,ok),(G,ok),(A,ok)]\right),\right.$$

$$\left(\left([A,A] ,[A,A,T],(3,A),(2,T),[[A,ok),(A,ok),(T,ok),(G,ok),(A,ok)]\right),\right.$$

$$\left(\left([C,G],[C],(2,G),(1,A),[[C,ok),(G,ok),(G,ok),(C,ok)]\right),\right.$$

$$\left(\left([C,G],[C],(2,G),(1,A),[[C,ok),(G,ok),(C,ok),(G,ok)]\right)\right).$$

$$\left(\left([A,A] ,[A,A,T],(3,A),(2,T),[[ok,A),(ok,A),(ok,T),(ok,C),(ok,T)]\right),\right.$$

$$\left(\left([A,A] ,[A,A,T],(3,A),(2,T),[[ok,A),(ok,A),(ok,T),(ok,C),(ok,C)]\right),\right.$$

$$\left(\left([C,G],[C],(2,G),(1,A),[[ok,C),(ok,A),(ok,T),(ok,C)]\right),\right.$$

$$\left(\left([C,G],[C],(2,G),(1,A),[[ok,C),(ok,C),(ok,A),(ok,C)]\right)\right).$$

\[\Box\]

### 4.1.4 Sound Inference Rules

Before introducing inference rules for FDs and MVDs we will prove the correctness of some algebraic formulae that will be useful in proving the soundness of some of the rules.

**Lemma 4.4.** Let $N \in \mathcal{N}A$ and $X,Y \in \text{Sub}(N)$. Then the following equations hold:

1. $X \cup (Y \rightarrow X) = X \cup Y$,
2. $X = X^{cc} \sqcup (X \cap X^{c})$,
3. $(X \cap Y)^{c} = X^{c} \sqcup Y^{c}$, and
4. $(X \cup Y)^{c} \leq X^{c} \cap Y^{c}$.

**Proof.** Firstly, $(Y \rightarrow X) \leq X \cup Y$ is equivalent to $Y \leq X \cup Y$ which is certainly true. As also $X \leq X \cup Y$ holds we conclude $X \cup (Y \rightarrow X) \leq X \cup Y$. Vice versa, $Y \rightarrow X \leq Y \rightarrow X$ is equivalent to $Y \leq X \cup (Y \rightarrow X)$. This implies $X \cup Y \leq X \cup (Y \rightarrow X)$ and the first equation follows.


Recall that $X^{cc} \leq X$ and $X \sqcup X^c = N$ hold. Furthermore, every Brouwerian algebra is distributive. From
\[
X = X \sqcap N = (X^{cc} \sqcup X) \sqcap (X^{cc} \sqcup X^c) = X^{cc} \sqcup (X \sqcap X^c)
\]
follows then the second equation.

Since $X \sqcap Y \leq X$ and $X \sqcap Y \leq Y$ hold, we conclude $X^c \leq (X \sqcap Y)^c$ and $Y^c \leq (X \sqcap Y)^c$. Consequently, $X^c \sqcup Y^c \leq (X \sqcap Y)^c$. On the other hand, $(X \sqcap Y)^c \leq X^c \sqcup Y^c$ as
\[
(X \sqcap Y) \sqcup X^c \sqcup Y^c = (X \sqcup X^c \sqcup Y^c) \sqcap (Y \sqcup X^c \sqcup Y^c) = N
\]
holds. The third law follows.

Finally, $(X \sqcup Y)^c \leq X^c \sqcap Y^c$ follows from
\[
X \sqcup Y \sqcup (X^c \sqcap Y^c) = (X \sqcup Y \sqcup X^c) \sqcap (X \sqcup Y \sqcup Y^c) = N
\]
and this concludes the proof of this lemma. \hfill \Box

Note that the proofs of Lemma 4.4 hold in any Brouwerian algebra, i.e., the laws are also satisfied by any Brouwerian algebra.

A sound and complete set of inference rules for FDs and MVDs has been provided in [32]. We will show in this section that natural extensions of the (sound and complete) rules from [220, p.80,81] are also sound in the presence of record and list type. Apart from these rules there is a further sound rule which allows to derive the non-trivial FD $X \rightarrow Y \sqcap Y^c$ from the MVD $X \rightarrow Y$.

**Proposition 4.5.** The following inference rules
\[
\frac{X \rightarrow Y \quad Y \leq X}{(reflexivity \ axiom)} \quad \frac{X \rightarrow Y}{(extension \ rule)} \quad \frac{X \rightarrow Z}{(transitivity \ rule)} \quad \frac{W \sqcup X \rightarrow V \sqcup Y}{(augmentation \ rule)}
\]
\[
\frac{X \rightarrow Y}{(implication \ rule)} \quad \frac{X \rightarrow Y^c}{(Brouwerian \ complement \ rule)} \quad \frac{X \rightarrow Y \rightarrow Z}{(mixed \ pseudo-transitivity \ rule)} \quad \frac{X \rightarrow Y, X \rightarrow Z}{(multi-valued \ join \ rule)}
\]
\[
\frac{X \rightarrow (Z \leftarrow Y)}{(pseudo-transitivity \ rule)} \quad \frac{X \rightarrow (Z \leftarrow Y)}{(mixed \ pseudo-transitivity \ rule)} \quad \frac{X \rightarrow (Y \sqcup Z)}{(multi-valued \ meet \ rule)}
\]
\[
\frac{X \rightarrow Y, X \rightarrow Z}{(pseudo-difference \ rule)} \quad \frac{X \rightarrow Y \sqcap Y^c}{(mixed \ meet \ rule)} \quad \frac{X \rightarrow (Y \sqcap Z)}{(multi-valued \ meet \ rule)}
\]
are sound for the implication of FDs and MVDs in the presence of records and lists.
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**Proof.** The correctness of the first three rules has already been proven in Proposition 3.10.

For a proof of the implication rule let \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). One has to show that there is a \( t \in r \) with \( \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1) \) and \( \pi_{X \cup Y}^N(t) \) holds as well. Since also \( \pi_{X \cup Y}^N(t_2) = \pi_{X \cup Y}^N(t_2) \) holds we can choose \( t = t_2 \). Another proof argument goes as follows. From \( \vdash r \to Y \) follows \( r = \pi_{X \cup Y}(r) \to \pi_{X \cup Y}(r) \) by Theorem 3.46. However, Theorem 4.3 implies that \( \vdash r \to Y \) holds as well.

In order to prove the Brouwerian complement rule let \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). The premise implies that there is some \( t \in r \) with \( \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1) \) and \( \pi_{X \cup Y}^N(t) \) holds as well. Since \( Y \subseteq Y \) holds we obtain \( \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1) \) and \( \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_2) \). This shows \( \vdash r \to Y \).

As to the augmentation rule, take \( t_1, t_2 \in r \) with \( \pi_{W \cup X}^N(t_1) \). Since, in particular, \( \pi_X^N(t_1) = \pi_X^N(t_2) \) holds, the premise tells us that there is some \( t \in r \) with

\[
\pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1) \quad \text{and} \quad \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_2).
\]

Obviously, both \( W \to (X \cup Y) \leq X \cup Y \) and \( W \to (X \cup Y) \leq W \) hold. Using first \( c \) and then \( a \) we infer

\[
\pi_{W \cup X \cup Y}^N(t) = \pi_{W \cup X \cup Y}^N(t_1).
\]

Moreover, \( W \to (X \cup Y) \leq X \cup Y \) and \( W \to (X \cup Y) \leq W \) hold. Using now first \( b \) and then \( a \) we infer

\[
\pi_{W \cup X \cup Y}^N(t) = \pi_{W \cup X \cup Y}^N(t_1) = \pi_{W \cup X \cup Y}^N(t_1).
\]

Due to \( c \) and the last equation we conclude \( \pi_{W \cup X \cup Y}^N(t) = \pi_{W \cup X \cup Y}^N(t_2) \). Since \( (V \cup Y)^C \leq Y \) holds as well, we obtain

\[
\pi_{W \cup X \cup (V \cup Y)^C}^N(t) = \pi_{W \cup X \cup (V \cup Y)^C}^N(t_2).
\]

This proves \( \vdash r, W \cup X \to V \cup Y \).

For a proof of the pseudo-transitivity rule consider \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). Since \( \vdash r \to Y \) holds, there is some \( t \in dom(r) \) with

\[
\pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_1) \quad \text{and} \quad \pi_{X \cup Y}^N(t) = \pi_{X \cup Y}^N(t_2).
\]

In particular, \( \pi_{Y}^N(t) = \pi_{Y}^N(t_1) \) since \( Y \leq X \cup Y \). As \( \vdash r \to Z \) we conclude that there is some \( t \in r \) with

\[
\pi_{Y \cup Z}^N(t) = \pi_{Y \cup Z}^N(t_1) \quad \text{and} \quad \pi_{Y \cup Z}^N(t) = \pi_{Y \cup Z}^N(t_2).
\]
Furthermore, \( \pi^N_X(t) = \pi^N_X(t_1) = \pi^N_X(t_2) \) together with (e) and (f) implies \( \pi^N_X(t) = \pi^N_X(t_1) = \pi^N_X(t_2) \). Therefore, we conclude from (f) and \((Z \rightarrow Y)^c \leq Y \cup Z^c\) that

\[
\pi^N_{X \cup (Z \rightarrow Y)^c}(t) = \pi^N_{X \cup (Z \rightarrow Y)^c}(t_1) \text{ holds.}
\]

Applying \( Z \rightarrow Y \leq Y^c \) to (d) and \( Z \rightarrow Y \leq Z \) to (e) results in

\[
\pi^N_{X \cup (Z \rightarrow Y)^c}(t) = \pi^N_{X \cup (Z \rightarrow Y)^c}(t_2) \quad \text{and} \quad \pi^N_{Z \rightarrow Y}(t) = \pi^N_{Z \rightarrow Y}(\bar{t}).
\]

Altogether, this yields

\[
\pi^N_{X \cup (Z \rightarrow Y)^c}(t) = \pi^N_{X \cup (Z \rightarrow Y)^c}(t_2)
\]

and proves \( \models r X \rightarrow (Z \rightarrow Y) \).

In order to prove the \textit{mixed pseudo-transitivity rule} we take again \( t_1, t_2 \in r \) with \( \pi^N_X(t_1) = \pi^N_X(t_2) \). Since \( \models r X \rightarrow Y \) holds, there is a \( t \in r \) with

\[
\pi^N_{X \cup Y}(t) = \pi^N_{X \cup Y}(t_1) \quad \text{and} \quad \pi^N_{X \cup Y^c}(t) = \pi^N_{X \cup Y^c}(t_2).
\]

In particular, \( \pi^N_Y(t) = \pi^N_Y(t_1) \) implies \( \pi^N_{Y^c}(t) = \pi^N_{Y^c}(t_1) \) as \( \models r Y \rightarrow Z \) holds. Applying first \( Z \rightarrow Y \leq Z \) to (h) and then \( Z \rightarrow Y \leq Y^c \) to (g) shows

\[
\pi^N_{Z \rightarrow Y}(t_1) = \pi^N_{Z \rightarrow Y}(t) = \pi^N_{Z \rightarrow Y}(t_2)
\]

and, therefore, \( \models r X \rightarrow (Z \rightarrow Y) \).

As to the \textit{multi-valued join rule}, take \( t_1, t_2 \in r \) with \( \pi^N_X(t_1) = \pi^N_X(t_2) \). Since \( \models r X \rightarrow Y \), there is some \( t' \in r \) with

\[
\pi^N_{X \cup Y}(t') = \pi^N_{X \cup Y}(t_1) \quad \text{and} \quad \pi^N_{X \cup Y^c}(t') = \pi^N_{X \cup Y^c}(t_2).
\]

According to the soundness of the augmentation rule \( \models r X \rightarrow Z \) implies \( \models r X \cup Y \rightarrow Y \cup Z \). Equation (i) guarantees the existence of some \( t \in r \) with

\[
\pi^N_{X \cup Y \cup Z}(t) = \pi^N_{X \cup Y \cup Z}(t_1)
\]

and

\[
\pi^N_{X \cup (Y \cup Z)^c}(t) = \pi^N_{X \cup (Y \cup Z)^c}(t').
\]

Since \( X \cup (Y \cup Z)^c \leq X \cup Y \cup (Y \cup Z)^c \) holds, we infer

\[
\pi^N_{X \cup (Y \cup Z)^c}(t) = \pi^N_{X \cup (Y \cup Z)^c}(t').
\]

from (k). Moreover, \( (Y \cup Z)^c \leq Y^c \) and (j) imply

\[
\pi^N_{X \cup (Y \cup Z)^c}(t') = \pi^N_{X \cup (Y \cup Z)^c}(t_2).
\]
Therefore, (l) and (m) together result in
\[ \pi_X^{N(Y \cup Z)c}(t) = \pi_X^{N(Y \cup Z)c}(t_2) \]
which proves \( \vdash_r X \rightarrow Y \sqcup Z \).

For a proof of the pseudo-difference rule let \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). From \( \vdash_r X \rightarrow Y \) follows the existence of some \( \bar{t} \in r \) with
\[ \pi_X^{N(Y \setminus Yc)}(\bar{t}) = \pi_X^{N(Y \setminus Yc)}(t_1) \quad \text{and} \quad \pi_X^{N(Y \setminus Yc)}(\bar{t}) \overset{(n)}{=} \pi_X^{N(Y \setminus Yc)}(t_2). \]
Equation (n) and \( Z \rightarrow Y \leq Yc \) result in
\[ \pi_X^{N(Z \rightarrow Yc)}(\bar{t}) \overset{(o)}{=} \pi_X^{N(Z \rightarrow Yc)}(t_2). \]
Since also \( \pi_X^N(\bar{t}) = \pi_X^N(t_1) \) and \( \vdash_r X \rightarrow Z \) hold, there is some \( t \in r \) with
\[ \pi_X^{N(Y \setminus Yc)}(t) \overset{(p)}{=} \pi_X^{N(Y \setminus Yc)}(\bar{t}) \quad \text{and} \quad \pi_X^{N(Y \setminus Yc)}(t) \overset{(q)}{=} \pi_X^{N(Y \setminus Yc)}(t_1). \]
Applying \( Z \rightarrow Y \leq Z \) to (p) and applying (o) subsequently gives
\[ \pi_X^{N(Z \rightarrow Yc)}(t) = \pi_X^{N(Z \rightarrow Yc)}(t_2). \]
Due to \( \pi_X^N(t) = \pi_X^N(t_1) \) and the construction of \( t \) we derive \( \pi_X^N(t) = \pi_X^N(t_1) \) and
\[ \pi_X^{N(Y \setminus Yc)}(t) = \pi_X^{N(Y \setminus Yc)}(t_1) \]
by equation (q). As also \( (Z \rightarrow Y)c \leq Y \sqcup Zc \) holds, this finally leads to
\[ \pi_X^{N(Z \rightarrow Yc)}(t) = \pi_X^{N(Z \rightarrow Yc)}(t_1) \]
and this proves \( \vdash_r X \rightarrow (Z \rightarrow Y) \).

For a proof of the mixed meet rule let \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). Applying the premise gives us some \( t \in r \) with \( \pi_X^{N(Y \setminus Yc)}(t) = \pi_X^{N(Y \setminus Yc)}(t_1) \) and \( \pi_X^{N(Y \setminus Yc)}(t) = \pi_X^{N(Y \setminus Yc)}(t_2) \). As \( Y \cap Yc \leq Y, Yc \) holds by definition of the meet we derive
\[ \pi_X^{N(Y \cap Yc)}(t_1) = \pi_X^{N(Y \cap Yc)}(t) = \pi_X^{N(Y \cap Yc)}(t_2) \]
which proves \( \vdash_r X \rightarrow Y \cap Yc \).

Finally, for a proof of the multi-valued meet rule let \( t_1, t_2 \in r \) with \( \pi_X^N(t_1) = \pi_X^N(t_2) \). From the soundness of the implication rule, Brouwerian complement rule, multi-valued join rule and mixed meet rule follows
\[ \vdash_r X \rightarrow \left( (Yc \sqcup Zc)c \right) \sqcup \left( (Y \cap Yc) \sqcup (Z \cap Zc) \right). \]

Consequently, there is some \( t \in r \) with
\[ \pi_X^{N(Y \setminus Yc)}(t_1) = \pi_X^{N(Y \setminus Yc)}(t) \quad \text{and} \quad \pi_X^{N(Y \setminus Yc)}(t_2) = \pi_X^{N(Y \setminus Yc)}(t). \]

(5)
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Now \( Y \cap Z \leq W \) holds since

\[
\begin{align*}
Y \cap Z &= (Y \cap Z)^c \cup ((Y \cap Z) \cap (Y \cap Z)^c) \\
&= (Y \cap Z)^c \cup ((Y \cap Z) \cap (Y^c \cup Z^c)) \\
&= (Y \cap Z)^c \cup (Y \cap Z \cap Y^c) \cup (Z \cap Y \cap Z^c) \\
&\leq W.
\end{align*}
\]

Herein, the first equation follows from Lemma 4.4. Consequently,

\[
\pi_{X \cup (Y \cap Z)}^N(t_1) = \pi_{X \cup (Y \cap Z)}^N(t).
\]

Moreover, \( W^c \leq (Y \cap Z)^c \) since \( W \cup (Y \cap Z)^c = N \) holds. We show that also \( (Y \cap Z)^c \leq W^c \), i.e., \( (Y \cap Z) \cup W^c = N \) holds. It suffices to show that every \( V \in MaxB(N) \) satisfies \( V \leq (Y \cap Z) \cup W^c \). If \( V \leq Y \cap Z \) there is nothing to show. If \( V \not\leq Y \cap Z \), then also \( V \not\leq W \) as \( V \in MaxB(N) \) and \( (Y \cap Y^c) \cup (Z \cap Z^c) \) contains only non-maximal basis attributes of \( N \). Consequently, \( V \leq W^c \). It follows that \( (Y \cap Z)^c = W^c \), and

\[
\pi_{X \cup (Y \cap Z)^c}^N(t_2) = \pi_{X \cup (Y \cap Z)^c}^N(t).
\]

This shows that \( \models X \rightarrow (Y \cap Z) \) holds. \( \square \)

Unless stated otherwise \( \mathcal{R} \) denotes the set of inference rules from Proposition 4.5. It is easy to see that all these rules, except the mixed meet rule, are natural extensions of rules in the RDM (compare [220, p. 80, 81]). Interpreting the mixed meet rule in relational databases means that the trivial FD \( X \rightarrow \emptyset \) can be derived from the MVD \( X \rightarrow Y \), and is therefore not needed. As \( Y \cap Y^c_N \) is in general different from \( \lambda_N \) in a Brouwerian algebra, the mixed meet rule is no longer trivial. In fact, it gives the set of inference rules a distinctive Brouwerian flavour.

In what follows, it is important to emphasise the importance of the mixed meet rule. It says informally that \( \models X \rightarrow Y \) implies that two elements of \( r \) which are coincident on \( X \) will also coincide on all non-maximal basis attributes of \( N \) that are in \( SubB(Y) \).

**Example 4.5.** Consider again Example 4.1. The \( r \) given there satisfies the MVD

\[
Pubcrawl(Person) \rightarrow Pubcrawl(Visit[Drink(Pub)]).
\]

According to the mixed meet rule this implies also that \( r \) satisfies the FD

\[
Pubcrawl(Person) \rightarrow Pubcrawl(Visit[Drink(Pub)]) \cap Pubcrawl(Visit[Drink(Beer)])
\]

which is \( Pubcrawl(Person) \rightarrow Pubcrawl(Visit[\lambda]) \). This shows that each person visits a fixed number of pubs (and drinks a fixed number of beers), as \( Visit[\lambda] \) represents the length of the list of visits. \( \square \)

The example indicates how the mixed meet rule might help a database designer to specify or not specify MVDs. If the corresponding FD \( Pubcrawl(Person) \rightarrow Pubcrawl(Visit[\lambda]) \) is not considered meaningful for the application in mind, then the MVD \( Pubcrawl(Person) \rightarrow Pubcrawl(Visit[Drink(Pub)]) \) cannot be meaningful either.
4.1.5 Dependency Basis

We generalise the notion of a dependency basis from the RDM [32] to our framework. Therefore, we repeat first the notion of a dependency basis of an attribute set $X \subseteq R$ with respect to a given set $\Sigma$ of FDs and MVDs on the relation schema $R$. The family $\text{Dep}(X) = \{ Y \mid X \rightarrow Y \in \Sigma^+ \}$ is closed under Boolean operations according to the union, intersection and difference rule from Theorem 1.6. Therefore, it contains a unique subfamily with the following properties:

1. The empty set is not an element of the subfamily.
2. Each pair of sets in the subfamily is disjoint.
3. Each set in $\text{Dep}(X)$ is a union of sets from the subfamily.

This subfamily consists of all atoms in $(\text{Dep}(X), \subseteq, \emptyset)$, and is called the dependency basis of $X$ with respect to $\Sigma$.

We will now extend this notion to our framework. Let $N \in \mathcal{NA}$, $X \in \text{Sub}(N)$ and $\Sigma$ be a set of FDs and MVDs on $N$. Let $\text{Dep}(X)$ be the set of all $Y \in \text{Sub}(N)$ with $X \rightarrow Y \in \Sigma^+$ and $X^+ = \bigcup \{ Y \mid X \rightarrow Y \in \Sigma^+ \}$. Consider the set $\text{Dep}'(X) = \{ Y \mid Y \in \text{Dep}(X) \text{ and } y_{cc} = Y \}$ which consists of all those subattributes $Y \in \text{Dep}(X)$ which are a join of maximal basis attributes of $N$. According to [202] such subattributes are called regular. $(\text{Dep}(X), \subseteq, \cup, \cap, -, N)$ is a Brouwerian algebra according to the multi-valued join, multi-valued meet and pseudo-difference rule. The regular elements of a Brouwerian algebra form a Boolean algebra [202, Theorem 4.5]. Thus $(\text{Dep}'(X), \subseteq, \cup, \cap, -, \lambda, N)$ is a Brouwerian algebra where $\cap'$ is defined by $Y \cap' Z = (Y \cap Z)_{cc}$ for all $Y, Z \in \text{Dep}'(X)$. For $Y, Z \in \text{Dep}'(X)$ we have $Y = (Y \cap' Z) \cup (Y - Z)$ since $Y - Z = Y \cap' Z_{cc}$ holds. Moreover, there is no maximal basis attribute of $N$ that is a subattribute of both $Y \cap' Z$ and $Y - Z$, i.e., $(Y \cap' Z) \cap' (Y - Z) = \lambda_N$. This shows that there is a unique subset $X^M \subseteq \text{Dep}'(X)$ with the following properties:

1. $\lambda_N \notin X^M$.
2. For all distinct $Y, Z \in X^M$ we have $Y \cap' Z = \lambda_N$.
3. For all $W \in \text{Dep}(X)$ we have $W = \bigcup Y$ for some $Y \subseteq X^M$.

Consequently, $X^M$ consists of all $\subseteq$-minimal elements of $(\text{Dep}'(X) - \{ \lambda_N \})$, i.e., $X^M$ is the set of all atoms of $(\text{Dep}'(X), \subseteq, \lambda_N)$. Note that $\{ \text{MaxB}(W) \mid W \in X^M \}$ is the partition of $\text{MaxB}(N)$ which is generated by $\{ \text{MaxB}(Y_{cc}) \mid Y \in \text{Dep}(X) \}$.

**Definition 4.6.** Let $N \in \mathcal{NA}$, $X \in \text{Sub}(N)$ and $\Sigma$ be a set of FDs and MVDs on $N$. The dependency basis of $X$ with respect to $\Sigma$ is $\text{DepB}(X) = \text{SubB}(X^+) \cup X^M$.

We will illustrate the notion of a dependency basis by the following example.

**Example 4.6.** Let $N = L(A, K[M(B, C, D)])$ and $\Sigma = \{ L(A) \rightarrow L(K[M(B)]) \}$. The Boolean algebra carried by $\text{Dep}'(L(A))$ is shown in Figure 4.1. The set $X^M$ consists of $L(A), L(K[M(B)])$, and $L(K[M(C, D)])$ which are the atoms of the Boolean algebra. The dependency basis of $L(A)$ consists of $L(A), L(K[\lambda]), L(K[M(B)])$, and $L(K[M(C, D)])$. 
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Fig. 4.1. The Boolean algebra of $L(A)^M$.

Lemma 4.7. Let $N \in NA$, $\Sigma$ a set of FDs and MVDs on $N$, and $X \in Sub(N)$. If $W \in X^M$, then $W \in Dep(X)$.

Proof. This is immediate as $X^M \subseteq Dep'(X)$ and $Dep'(X) \subseteq Dep(X)$. □

We can now show that an MVD $X \rightarrow Y$ is derivable from $\Sigma$ if and only if the right-hand side $Y$ is the join over some elements of the dependency basis of $X$ with respect to $\Sigma$. This extends a result from [32].

Proposition 4.8. Let $N \in NA$ and $\Sigma$ as set of functional and multi-valued dependencies on $N$. Then

1. $X \rightarrow Y \in \Sigma^+$ if and only if $Y = \sqcup Z$ for some $Z \subseteq DepB(X)$
2. $X \rightarrow Y \in \Sigma^+$ if and only if $Y \leq X^+$.

Proof. The second property is obvious. Let $Y \in Dep(X)$. Lemma 4.4 shows that $Y = Y^{cc} \sqcup (Y \cap Y^c)$ holds. From $Y \in Dep(X)$ follows $Y^{cc} \in Dep'(X)$ and therefore $Y^{cc} = \sqcup Z_1$ for some $Z_1 \subseteq X^M$. Moreover, $Y \in Dep(X)$ means that $X \rightarrow Y \in \Sigma^+$ and thus $X \rightarrow Y \cap Y^c \in \Sigma^+$ by the mixed meet rule. It follows that $Y \cap Y^c \leq X^+$ and, therefore, $Y \cap Y^c = \sqcup Z_2$ for some $Z_2 \subseteq SubB(X^+)$. Hence, $Z = Z_1 \cup Z_2 \subseteq DepB(X)$ and $Y = \sqcup Z$.

Assume now that $Y = \sqcup Z$ holds for some $Z \subseteq DepB(X)$. Then $Z = Z_1 \cup Z_2$ with $Z_1 \subseteq SubB(X^+)$ and $Z_2 \subseteq X^M$. It follows that $\sqcup Z_1 = Y_1 \leq X^+$, and the reflexivity rule gives $X^+ \rightarrow Y_1 \in \Sigma^+$. According to the join rule for FDs we have $X \rightarrow X^+ \in \Sigma^+$ and the transitivity rule implies $X \rightarrow Y_1 \in \Sigma^+$. Finally, the implication rule gives $X \rightarrow Y_1 \in \Sigma^+$. Furthermore, if $Z_2 = \{V_1, \ldots, V_m\} \subseteq X^M$, then $X \rightarrow V_i \in \Sigma^+$ for $1 \leq i \leq m$ by Lemma 4.7. Applying the multi-valued join rule gives $X \rightarrow Y \in \Sigma^+$. □

4.1.6 Completeness

Proving the completeness result for functional and multi-valued dependencies will involve the construction of some finite instance $r_X$ which satisfies all dependencies in $\Sigma$ but does not satisfy any FD or MVD $\sigma \notin \Sigma^+$ with left-hand side $X$. This instance will initially contain two elements $t_1, t_2$ which are coincident on exactly all attributes which are functionally determined by $X$. Afterwards new elements are generated and added to $r_X$ by exhaustively combining values from $t_1$ on the join of some $W \subseteq X^M$ and the values from $t_2$ on the join of
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$X^M - W$. Note, however, that for different $W, W' \in X^M$ the meet $W \cap W'$ is not necessarily equal to $\lambda_N$. The construction above becomes possible, if one can show that $W \cap W' \leq X^+$ for any different $W, W' \in X^M$.

**Definition 4.9.** Let $N \in \mathcal{N}A$, $X' \subseteq \text{MaxB}(N)$ and $X = \sqcup X'$. A basis attribute $Y \in \text{SubB}(X)$ is possessed by $X$ if and only if every basis attribute $Z \in \text{SubB}(N)$ with $Y \leq Z$ is also a subattribute of $X$ ($Z \leq X$). □

It follows that $\text{SubB}(W \cap W')$ with different $W, W' \in X^M$ contains only basis attributes of $W$ or $W'$ which are neither possessed by $W$ nor by $W'$.

**Example 4.7.** Let $K[L(M[N(A, B)], C)] \in \mathcal{N}A$, and $X = K[L(M[N(A, B)])]$. Then $X$ does possess $K[L(M[N(\lambda, \lambda)], \lambda)]$, but does not possess $K[L(\lambda, \lambda)]$. For an illustration see also Figure 4.2.

![Fig. 4.2. The subattribute basis of $K[L(M[N(A, B)], C)]$](image)

A basis attribute of $N$ is not possessed by some $X$ exactly if it is also a subattribute of $X^c_N$. According to the mixed meet rule it follows that basis attributes which are not possessed by any element in $X^M$ are functionally determined by $X$.

**Lemma 4.10.** Let $N \in \mathcal{N}A$, $X' \subseteq \text{MaxB}(N)$, $X = \sqcup X'$ and $Y \in \text{SubB}(X)$. Then is $Y$ possessed by $X$ if and only if $Y \notin \text{SubB}(X^c)$.

**Proof.** Let $Y$ be possessed by $X$. Assume that $Y \in \text{SubB}(X^c)$. It follows that there is some $Z \in \text{MaxB}(X^c) \subseteq \text{MaxB}(N)$ with $Y \leq Z$. Since $Y$ is possessed by $X$ we also have $Z \in \text{SubB}(X)$, and as $Z \in \text{MaxB}(N)$ also $Z \in \text{MaxB}(X)$. This is a contradiction since $\text{MaxB}(X) \cap \text{MaxB}(X^c) = \emptyset$ (note that $X = X^c$ in this case). Consequently, $Y \notin \text{SubB}(X^c)$.

If $Y$ is not possessed by $X$, then there is some $Z \in \text{SubB}(N)$ with $Y \leq Z$ and $Z \notin \text{SubB}(X)$. Since $\text{SubB}(N) = \text{SubB}(X) \cup \text{SubB}(X^c)$ we must have that $Z \in \text{SubB}(X^c)$, and therefore also $Y \in \text{SubB}(X^c)$. □

**Corollary 4.11.** Let $N \in \mathcal{N}A$, $X \in \text{Sub}(N)$, and $\Sigma$ a set of functional and multi-valued dependencies on $N$. Then for every $W \in X^M$ and every $Y \in \text{SubB}(W)$ that is not possessed by $W$ follows that $Y \leq X^+$. 
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Proof. Since $Y$ is not possessed by $W$, we have $Y \in SubB(W^c)$ by Lemma 4.10 and therefore $Y \subseteq W \cap W^c$. Lemma 4.7 implies that $X \rightarrow W \in \Sigma^+$ holds, and using the mixed meet rule we infer $X \rightarrow W \cap W^c \in \Sigma^+$. The reflexivity rule implies $W \cap W^c \rightarrow Y \in \Sigma^+$ since $Y \subseteq W \cap W^c$. Consequently, $X \rightarrow Y \in \Sigma^+$ by the transitivity rule. This means $Y \leq X^+$.

Suppose $DepB(X) = SubB(X^+) \cup \{W_{0,1}, \ldots, W_{0,m}; W_1, \ldots, W_k\}$ with $W_{0,i} \leq X^+$ for $i = 1, \ldots, m$ and $W_1, \ldots, W_k \nleq X^+$. We have seen that $SubB(W_i \cap W_j)$, $i \neq j$, contains only basis attributes of $W_i$ or $W_j$ neither possessed by $W_i$ nor by $W_j$. It follows that $X \rightarrow W_i \cap W_j \in \Sigma^+$ holds.

Assume now that there are two elements $t_1, t_2 \in dom(N)$ which coincide on at least all subattributes of $X^+$. It is then easy to see that one can substitute the values of $t_1$ on all subattributes of some given $W_i \in X^M$ for the corresponding values of $t_2$ and end up with an element in $dom(N)$.

Lemma 4.12. Let $N \in NA$, $\Sigma$ a set of functional and multi-valued dependencies on $N$ and $X \in Sub(B(N))$. Let $DepB(X) = SubB(X^+) \cup X^M$ with $X^M = \{W_{0,1}, \ldots, W_{0,m}; W_1, \ldots, W_k\}$ and $W_{0,i} \leq X^+$ for $1 \leq i \leq m$ and $W_1, \ldots, W_k \nleq X^+$. Let $t_1, t_2 \in dom(N)$ with $\pi^N_W(t_1) = \pi^N_W(t_2)$, if $W \leq X^+$. Then for all $W = \sqcup W'$ with $W' \subseteq \{W_1, \ldots, W_k\}$ there is some $t \in dom(N)$ with $\pi^N_W(t) = \pi^N_W(t_1)$ and $\pi^N_W(t) = \pi^N_W(t_2)$. □

Corollary 4.11 shows that every basis attribute which is not possessed by any $W_i \in X^M$ is functionally determined by $X$, i.e., elements in $dom(N)$ with the same value on $X$ will also coincide on all basis attributes which are not possessed by any $W_i \in X^M$. The statement from Lemma 4.12 is therefore equivalent to the fact that there is some $t \in dom(N)$ with

$$\pi^N_A(t) = \begin{cases} \pi^N_A(t_1), & \text{if } A \text{ is possessed by some } W_i \in W' \\ \pi^N_A(t_2), & \text{else} \end{cases}$$

and where $A$ is any element of $SubB(N)$. We are now prepared to prove the main result of this section.

Theorem 4.13. The set of rules from Proposition 4.5 is complete for the finite implication of FDs and MVDs in the presence of records and lists.

Proof. Let $N$ be an arbitrary nested attribute and $\Sigma$ an arbitrary set of FDs and MVDs on $N$. Due to Proposition 4.5 it remains to show completeness in the finite sense, i.e., $\Sigma^+_f \subseteq \Sigma^+$. Let $X \in Sub(N)$. Let $DepB(X) = SubB(X^+) \cup X^M$ with $X^M = \{W_{0,1}, \ldots, W_{0,m}; W_1, \ldots, W_k\}$ and $W_{0,i} \leq X^+$ for $i = 1, \ldots, m$ and $W_1, \ldots, W_k \nleq X^+$. Take $t_1, t_2 \in dom(N)$ defined by

$$\pi^N_W(t_1) = \pi^N_W(t_2) \quad \text{if and only if} \quad W \leq X^+.$$
\[ \pi_W^N(t) = \pi_W^N(t_1) \text{ and } \pi_W^{N,c}(t) = \pi_W^{N,c}(t_2) \text{ from Lemma 4.12 to } r. \text{ Obviously, } r \text{ has exactly } 2^k \text{ elements, and if } \pi_W^N(t_i) \neq \pi_W^N(t_j), \text{ then also } \pi_W^N(t_i) \neq \pi_W^N(t_j) \text{ on all } W \leq W_i \text{ which are possessed by } W_i. \]

We will show that \( \models_r \Sigma \). Then, for \( X \rightarrow Y \in \Sigma_{\text{fin}} \) we have \( \models_r X \rightarrow Y \). Since all elements of \( r \) coincide on \( X^+ \), \( r \) can only satisfy \( X \rightarrow Y \) if all elements of \( r \) also coincide on \( Y \).

It follows by construction of \( r \) that \( Y \leq X^+ \). Proposition 4.8 implies \( X \rightarrow Y \in \Sigma^+ \). For \( X \rightarrow Y \in \Sigma_{\text{fin}} \), we have \( \models_r X \rightarrow Y \). Again by construction, \( r \) can only satisfy \( X \rightarrow Y \) if \( Y = X_0 \sqcup W_1 \sqcup \cdots \sqcup W_m \) with \( X_0 \leq X^+ \) and \( 1 \leq i_1 < \cdots < i_m \leq k \). Therefore, \( X \rightarrow Y \in \Sigma^+ \) by Proposition 4.8.

It remains to show that \( \models_r \Sigma \) holds.

1. Suppose \( U \rightarrow V \in \Sigma \). Define

\[ W = \bigcup \{ W_i \mid \exists U'.U' \leq U \text{ and } U' \text{ is possessed by } W_i \}. \]

It follows that \( U \leq X^+ \sqcup W \) since every subattribute of \( U \) that is possessed by some \( W_i \) is also a subattribute of \( W \) and every subattribute of \( U \) that is not possessed by any \( W_i \) is a subattribute of \( X^+ \). The reflexivity rule implies \( X^+ \sqcup W \rightarrow U \in \Sigma^+ \). Using the transitivity rule gives \( X^+ \sqcup W \rightarrow V \in \Sigma^+ \).

Take \( t_i, t_j \in r \) with \( \pi_U^N(t_i) = \pi_U^N(t_j) \). All elements of \( r \) are equal on \( X^+ \). Assume \( \pi_{W_i}^N(t_i) \neq \pi_{W_i}^N(t_j) \). Then there is some \( W_i \) with \( \pi_{W_i}^N(t_i) \neq \pi_{W_i}^N(t_j) \) and some subattribute \( U' \leq U \) which is possessed by \( W_i \). Consequently, \( \pi_{W_i}^N(t_i) \neq \pi_{W_i}^N(t_j) \) and, therefore, \( \pi_{U'}^N(t_i) \neq \pi_{U'}^N(t_j) \) too, a contradiction. It follows that \( \pi_{W_i}^N(t_i) = \pi_{W_i}^N(t_j) \) holds and therefore \( \pi_{X^+ \sqcup W}^N(t_i) = \pi_{X^+ \sqcup W}^N(t_j) \) as well. Now, \( X^+ \sqcup W \) is the join of elements in \( \text{DepB}(X) \), i.e., \( X \rightarrow X^+ \sqcup W \in \Sigma^+ \) by Proposition 4.8. Hence, we infer \( X \rightarrow (V \rightarrow (X^+ \sqcup W)) \in \Sigma^+ \) by the mixed pseudo-transitivity rule. Proposition 4.8 implies \( V \rightarrow (X^+ \sqcup W) \leq X^+ \), and therefore \( \pi_{V \rightarrow (X^+ \sqcup W)}^N(t_i) = \pi_{V \rightarrow (X^+ \sqcup W)}^N(t_j) \). Since \( V \leq (X^+ \sqcup W) \sqcup V \rightarrow (X^+ \sqcup W) \) holds we obtain \( \pi_{V \rightarrow (X^+ \sqcup W)}^N(t_i) = \pi_{V \rightarrow (X^+ \sqcup W)}^N(t_j) \). This proves \( \models_r U \rightarrow V \).

2. Suppose \( U \rightarrow V \in \Sigma \). Define again

\[ W = \bigcup \{ W_i \mid \exists U'.U' \leq U \text{ and } U' \text{ is possessed by } W_i \}. \]

As before, \( U \leq X^+ \sqcup W \) holds. From \( U \rightarrow V \in \Sigma \) and \( \lambda \leq X^+ \sqcup W \) follows \( X^+ \sqcup W \rightarrow V \in \Sigma^+ \) by the augmentation rule.

Take \( t_i, t_j \in r \) with \( \pi_U^N(t_i) = \pi_U^N(t_j) \). Again, the construction of \( r \) implies \( \pi_{X^+ \sqcup W}^N(t_i) = \pi_{X^+ \sqcup W}^N(t_j) \). Since \( X \rightarrow X^+ \sqcup W \in \Sigma^+ \) holds by Proposition 4.8, the pseudo-transitivity rule allows to derive \( X \rightarrow (V \rightarrow (X^+ \sqcup W)) \in \Sigma^+ \). Therefore, \( V \rightarrow (X^+ \sqcup W) \) is the join of some elements in \( \text{DepB}(X) \) by Proposition 4.8. By construction of \( r \) there is some \( t \in r \) with

\[ \pi_{X^+ \sqcup W \sqcup (V \rightarrow (X^+ \sqcup W))}^N(t) = \pi_{X^+ \sqcup W \sqcup (V \rightarrow (X^+ \sqcup W))}^N(t_i) \]

and

\[ \pi_{X^+ \sqcup W \sqcup (V \rightarrow (X^+ \sqcup W))}^N(t) = \pi_{X^+ \sqcup W \sqcup (V \rightarrow (X^+ \sqcup W))}^N(t_j). \]
4.2. MINIMALITY

As $U, V \leq X^+ \sqcup W \sqcup (V \sqcap (X^+ \sqcup W))$ hold we have $U \sqcup V \leq X^+ \sqcup W \sqcup (V \sqcap (X^+ \sqcup W))$ and therefore $\pi^N_{U \cup V}(t) = \pi^N_{U \cup V}(t_i)$. From $V \sqcap (X^+ \sqcup W) \leq V$ follows

$$V^c \leq (V \sqcap (X^+ \sqcup W))^c.$$ 

But then $U \sqcup V^c \leq X^+ \sqcup W \sqcup (V \sqcap (X^+ \sqcup W))^c$ and thus $\pi^N_{U \cup V^c}(t) = \pi^N_{U \cup V^c}(t_j)$. This proves $\models_r U \rightarrow V$.

The construction for maximal basis attributes of $N$ is based on the relational theory. The rest follows from the algebraic framework and the fact that non-maximal basis attributes of $N$ that are not possessed by any $W \in X^M$ are already functionally determined by $X$. This is due to the mixed meet rule.

**Corollary 4.14.** Finite and unrestricted implication coincide for the class of FDs and MVDs in the presence of records and lists.

**Proof.** According to Proposition 4.5 the inference rules are sound for the (unrestricted) implication of FDs and MVDs. This shows that $\Sigma^+ \subseteq \Sigma^*$. Theorem 4.13 has just shown that $\Sigma^*_\text{fin} \subseteq \Sigma^+$ holds. This implies

$$\Sigma^+ \subseteq \Sigma^* \subseteq \Sigma^*_\text{fin} \subseteq \Sigma^+$$

and $\Sigma^* = \Sigma^*_\text{fin}$ follows for an arbitrary nested attribute $N$ and an arbitrary set $\Sigma$ of FDs and MVDs on $\Sigma$.

4.2 Minimality

In this section the independence of the inference rules from Proposition 4.5 is studied. That is, we will investigate whether the sound and complete set of inference rules from Proposition 4.5 is minimal in the sense of Definition 3.7. The goal of this section is to identify a minimal subset of the rules from Proposition 4.5. For technical reasons we first derive the auto-complement rule

$$X \rightarrow Y \quad Z \leq Y \cap Y^c.$$ 

The proof of Lemma 4.15 shows in particular the soundness of this rule.

**Lemma 4.15.** The auto-complement rule is not independent from \{reflexivity axiom, transitivity rule, implication rule, mixed meet rule\}.

**Proof.**

$$X \rightarrow Y \quad Y \cap Y^c \rightarrow Z \leq Y \cap Y^c$$ 

$$\frac{X \rightarrow Z \quad Y \cap Y^c \rightarrow Z \leq Y \cap Y^c}{X \rightarrow Z \quad X \rightarrow Z}$$
The following lemmata show that pseudo-difference rule, multi-valued meet rule as well as augmentation rule cannot be used to infer any further MVDs in the presence of the remaining inference rules. In the corresponding proofs inference schemata are identified which can be used instead of an application of the respective rule.

**Lemma 4.16.** The pseudo-difference rule is not independent from \{Brouwerian complement rule, auto-complement rule, join rule\}.

**Proof.** According to Theorem 4.2(viii) in [202] we have \((Z \rightarrow Y)^c = (Z^c \land Y^c)^c\). Applying the third equation from Lemma 4.4 we obtain \((Z \rightarrow Y)^c = (Z^c \lor Y^c)^c\).

Furthermore, \((Z \rightarrow Y) \land (Z \rightarrow Y)^c \leq (Z \land Y^c) \land (Z \lor Y^c) = (Z \rightarrow Y^c \lor Y^c) \lor (Z \land Y^c \land Z^c) \leq (Y \land Y^c) \lor (Z \land Z^c)\). As \((Z \land Z^c) \lor (Y \land Y^c)\) contains only non-maximal basis attributes of the underlying nested attribute \(N\), all maximal basis attributes of \(N\) are in \(((Z \land Z^c) \lor (Y \land Y^c))^c\), i.e., \(((Z \land Z^c) \lor (Y \land Y^c))^c = N\). This shows that

\[
(Z \rightarrow Y) \land (Z \rightarrow Y)^c \leq ((Y \land Y^c) \lor (Z \land Z^c)) \land ((Y \land Y^c) \lor (Z \land Z^c))^c
\]

holds as well.

**Lemma 4.17.** The multi-valued meet rule is not independent from \{Brouwerian complement rule, auto-complement rule, multi-valued join rule\}.

**Proof.** The following derivation tree applies the third equation of Lemma 4.4, and uses distributivity.
Lemma 4.18. The augmentation rule follows from \{reflexivity axiom, pseudo-transitivity rule, multi-valued join rule, implication rule\}.

Proof. Note that \(Y = Y \cap (Y \cup X) = ((Y \dashv X) \cup Y) \cap ((Y \dashv X) \cup X) = (Y \dashv X) \cup (Y \cap X)\).

\[
\begin{align*}
X \cup W &\rightarrow X^{x \leq x \cup W} \\
X \cup W &\rightarrow X \\
X \rightarrow Y &\quad X \cup W \rightarrow Y \cap X^{y \cap x \leq x \cup W} \\
X \cup W &\rightarrow Y \dashv X \\
X \cup W &\rightarrow Y \cap X \\
X \cup W &\rightarrow Y \\
X \cup W &\rightarrow Y \cup V \\
\end{align*}
\]

It follows from the previous lemmata that reflexivity axiom, extension rule, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule and mixed meet rule form already a sound and complete set of inference rules for the implication of FDs and MVDs. We are now going to show that this is in fact a minimal set, i.e., each of the rules is independent from the others.

Lemma 4.19. The reflexivity axiom is independent from the set \(\mathcal{R} = \{\text{extension rule, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}\).

Proof. The reflexivity axiom is the only inference rule that allows one to infer dependencies from the empty set.

Lemma 4.20. The extension rule is independent from the set \(\mathcal{R} = \{\text{reflexivity axiom, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}\).

Proof. Let \(N = L(A, B)\), \(\Sigma = \{L(A) \rightarrow L(B)\}\) and \(\sigma = L(A) \rightarrow L(A, B)\). The closure of \(\Sigma\) under \(\mathcal{R}\) is represented by the following tables in the following way. An FD \(X \rightarrow Y\) is in the closure \(\Sigma^+\) if and only if there appears a cross \(\times\) in row \(X\) and column \(Y\) of the left table. Correspondingly, an MVD \(X \dashv Y\) is in the closure \(\Sigma^+\) if and only if there appears a cross \(\times\) in row \(X\) and column \(Y\) of the right table.

\[
\begin{array}{c|c|c|c}
\rightarrow & L(A) & L(B) & L(A, B) \\
\hline
\lambda & \times & & \\
L(A) & \times & \times & \times \\
L(B) & \times & & \times \\
L(A, B) & \times & \times & \times \\
\end{array}
\quad
\begin{array}{c|c|c|c|c}
\rightarrow & L(A) & L(B) & L(A, B) \\
\hline
\lambda & \times & & \\
L(A) & \times & \times & \times \\
L(B) & \times & \times & \times \\
L(A, B) & \times & \times & \times \\
\end{array}
\]

It can be seen that \(\sigma \notin \Sigma^+\). However, \(\sigma\) can be inferred from \(\Sigma\) using the extension rule.
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**Lemma 4.21.** The transitivity rule is independent from the set \( \mathcal{R} = \{ \text{reflexivity axiom, extension rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}. \)

*Proof.* Let \( N = L(A, B) \), \( \Sigma = \{ \lambda \to L(A), L(A) \to L(B) \} \) and \( \sigma = \lambda \to L(B) \). The closure of \( \Sigma \) under \( \mathcal{R} \) is represented by the following tables.

\[
\begin{array}{c|cccc}
\rightarrow & \lambda & L(A) & L(B) & L(A, B) \\
\hline
\lambda & x & x & x & x \\
L(A) & x & x & x & x \\
L(B) & x & x & x & x \\
L(A, B) & x & x & x & x \\
\end{array}
\]

It can be seen that \( \sigma \notin \Sigma_{\mathcal{R}}^{+} \). However, \( \sigma \) can be inferred from \( \Sigma \) using the transitivity rule. \( \Box \)

**Lemma 4.22.** The implication rule is independent from the set \( \mathcal{R} = \{ \text{reflexivity axiom, extension rule, transitivity rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\} \).

*Proof.* Let \( N = \lambda \), \( \Sigma = \emptyset \) and \( \sigma = \lambda \to \lambda \). The closure of \( \Sigma \) under \( \mathcal{R} \) is represented by the following tables.

\[
\begin{array}{c|c}
\rightarrow & \lambda \\
\hline
\lambda & x \\
\end{array}
\]

It can be seen that \( \sigma \notin \Sigma_{\mathcal{R}}^{+} \). However, \( \sigma \) can be inferred from \( \Sigma \) using first the reflexivity axiom to infer \( \lambda \to \lambda \), and subsequently the implication rule. \( \Box \)

**Lemma 4.23.** The Brouwerian complement rule is independent from the set \( \mathcal{R} = \{ \text{reflexivity axiom, extension rule, transitivity rule, implication rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\} \).

*Proof.* Suppose we interpret \( X \to Y \) as “\( X \) functionally determines \( Y \)”, and consider the set of FDs on a nested attribute \( N \). Under this interpretation, implication rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule and mixed meet rule are all still valid, but the Brouwerian complement rule is not. Hence, it cannot be logically implied by the set given. \( \Box \)

**Lemma 4.24.** The pseudo-transitivity rule is independent from the set \( \mathcal{R} = \{ \text{reflexivity axiom, extension rule, transitivity rule, implication rule, Brouwerian complement rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\} \).
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Proof. Let $N = L(A, B, C)$, $\Sigma = \{\lambda \to L(A), L(A) \to L(B)\}$ and $\sigma = \lambda \to L(B)$. The closure of $\Sigma$ under $\mathcal{R}$ is represented by the following tables

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda$</th>
<th>$L(A)$</th>
<th>$L(B)$</th>
<th>$L(C)$</th>
<th>$L(A, B)$</th>
<th>$L(A, C)$</th>
<th>$L(B, C)$</th>
<th>$L(A, B, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(C)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, C)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(B, C)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(A, B, C)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

A filled circle $\bullet$ in line $X$ and column $Y$ indicates that $X \to Y$ follows from the given MVD $\lambda \to L(A)$, and a $\circ$ in line $X$ and column $Y$ indicates that $X \to Y$ follows from the given MVD $L(A) \to L(B)$. This shows that $\lambda \to L(B) \notin \Sigma^+_{\mathcal{R}}$, but $\sigma$ can be derived using the pseudo-transitivity rule. \hfill $\square$

Lemma 4.25. The mixed pseudo-transitivity rule is independent from the set $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}$.

Proof. Let $N = L(A, B)$, $\Sigma = \{\lambda \to L(A), L(A) \to L(B)\}$ and $\sigma = \lambda \to L(B)$. The closure of $\Sigma$ under $\mathcal{R}$ is represented by the following tables.

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda$</th>
<th>$L(A)$</th>
<th>$L(B)$</th>
<th>$L(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda$</th>
<th>$L(A)$</th>
<th>$L(B)$</th>
<th>$L(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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It can be seen that $\sigma \notin \Sigma_{9r}^+$. However, $\sigma$ can be inferred from $\Sigma$ using the mixed pseudo-transitivity rule.

In order to show the independence of the multi-valued join rule, we make use of the fact that non-maximal basis attributes cannot be represented as the Brouwerian complement of any subattribute.

**Lemma 4.26.** The multi-valued join rule is independent from the set $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, mixed meet rule}\}$.

**Proof.** Let $N = L(A, K[B]), \Sigma = \{\lambda \rightarrow L(A), \lambda \rightarrow L(K[\lambda])\}$ and $\sigma = \lambda \rightarrow L(A, K[\lambda])$. The closure of $\Sigma$ under $\mathcal{R}$ is represented by the following tables

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda L(A)$</th>
<th>$L(K[\lambda])$</th>
<th>$L([K(B)])$</th>
<th>$L(A, K[\lambda])$</th>
<th>$L(A, K[B])$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td>$\circ$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\circ$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(K[\lambda])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(K[B])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L(A, K[\lambda])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(A, K[B])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

A filled circle $\bullet$ in line $X$ and column $Y$ indicates that $X \rightarrow Y$ follows from the given MVD $\lambda \rightarrow L(A)$, whereas a circle $\circ$ in line $X$ and column $Y$ indicates that $X \rightarrow Y$ or $X \rightarrow Y$ follows from the given MVD $\lambda \rightarrow L(K[\lambda])$. One can see that $\lambda \rightarrow L(A, K[\lambda]) \notin \Sigma_{9r}^+$, but $\sigma$ can be derived using the multi-valued join rule.

**Lemma 4.27.** The mixed meet rule is independent from the set $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule}\}$.

**Proof.** Let $N = L[K(A, B)], \Sigma = \{\lambda \rightarrow L(K[A])\}$ and $\sigma = \lambda \rightarrow L[\lambda]$. We use $\sigma$ instead of $\lambda \rightarrow L[\lambda]$ for technical reasons. The closure of $\Sigma$ under $\mathcal{R}$ is represented by the following tables

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda L(A)$</th>
<th>$L(K[\lambda])$</th>
<th>$L([K(B)])$</th>
<th>$L(A, K[\lambda])$</th>
<th>$L(A, K[B])$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td>$\bullet$</td>
<td>$\circ$</td>
<td>$\bullet$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\circ$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(K[\lambda])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(K[B])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$L(A, K[\lambda])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(A, K[B])$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>
Theorem 4.28. Reflexivity axiom, extension rule, transitivity rule, implication rule,
Brouwerian complement rule, pseudo-transitivity rule, mixed pseudo-transitivity rule,
multi-valued join rule and mixed meet rule form a minimal, sound and complete set
of inference rules for the implication of FDs and MVDs in the presence of records and lists.

The combination of the previous lemmata gives the following result.

Theorem 4.28 is somewhat surprising. We have seen that in the presence of lists the
multi-valued join rule is independent from the rest of the rules in Theorem 4.28. For
relational databases, however, it was proven in [204] that the multi-valued join rule is
logically implied by a corresponding subset of the rules above. The fact that this is not
the case in the presence of lists results from the existence of some subattributes which are
not the Brouwerian complement of any other subattribute, e.g. $L[\lambda]$ is not the Brouwerian
complement of any subattribute of $L[A]$.

4.3 Brouwerian-Complement Rule

The Brouwerian complement rule is the analogue of the complementation rule for MVDs in
relational databases. There are a few papers [32, 46, 204] which point at the significance of
the complementation rule. In fact, it is the only rule that does not have a direct analogue
in the axiomatisation of FDs since it is the only rule that takes into account the context
of the dependencies, that is, the underlying relation schema \( R \). The rest of the inference rules apply independently of whatever relation schema the attributes are embedded in.

The situation is again slightly different in the presence of lists. Here, the Brouwerian complement rule is not the only context-sensitive rule. The mixed meet rule depends on the underlying nested attribute as well. That is, the FD \( X \rightarrow Y \cap Y^c_N \) can be inferred from the MVD \( X \rightarrow Y \).

**Example 4.8.** Let \( Y = L(\lambda, K[\lambda]) \), \( N_1 = L(A, K[\lambda]) \) and \( N_2 = L(A, K[B]) \). In these cases, \( Y^c_{N_1} = L(A, \lambda) \) and \( Y^c_{N_2} = L(A, K[B]) \). It follows that \( Y \cap_{N_1} Y^c_{N_1} = L(\lambda, \lambda) \), but \( Y \cap_{N_2} Y^c_{N_2} = L(\lambda, K[\lambda]) \). \( \square \)

We delay a detailed study of the mixed meet rule to future research, and focus for the remainder of this section on the role of the Brouwerian complement rule. It is interesting to study whether one can obtain a (minimal) sound and complete set of inference rules that does not include the Brouwerian complement rule. A further reason for this might appear in the future when the algorithmic synthesis of nested attributes will be studied. This will cause at least as many problems as in relational databases [29, 204].

Given a nested attribute \( N \) we introduce the \( N \)-axiom \( \lambda \rightarrow N \) which is sound by the definition of MVDs. It is a very weak form of the Brouwerian complement rule, and corresponds to the so-called \( R \)-axiom \( \emptyset \rightarrow R \) for a relation schema \( R \) in relational databases (see [46]). We will show in this section that the Brouwerian complement rule in the minimal set of inference rules from Theorem 4.28 can be replaced by the \( N \)-axiom and still maintain minimality.

First of all, we will show that \( N \)-axiom and Brouwerian complement rule are equivalent in the presence of reflexivity axiom, implication rule and pseudo-transitivity rule.

**Lemma 4.29.** The Brouwerian complement rule is not independent from \{reflexivity axiom, \( N \)-axiom, implication rule, pseudo-transitivity\}. Furthermore, the \( N \)-axiom is not independent from \{reflexivity axiom, Brouwerian complement rule, implication rule\}.

**Proof.** The derivation tree for the first statement is given by

\[
\frac{X \rightarrow Y}{X \rightarrow N}
\]

and the proof for the second statement is given by

\[
\frac{X \rightarrow Y}{X \rightarrow N}
\]

\( \square \)
While all elements of $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}$ are still sound when the MVDs are interpreted as FDs, the $N$-axiom is not. This shows the independence of the $N$-axiom from $\mathcal{R}$ above.

Let $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, N-axiom, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}$. It follows from Lemma 4.29 and the lemmata from the previous section that $R$ is independent from $\mathcal{R} - \{R\}$, if $R \in \{\text{extension rule, transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}$. We deal with the remaining cases in the following lemma.

**Lemma 4.30.** Let $\mathcal{R} = \{\text{reflexivity axiom, extension rule, transitivity rule, implication rule, N-axiom, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, mixed meet rule}\}$. For $R \in \{\text{reflexivity axiom, implication rule, pseudo-transitivity rule}\}$ it follows that $R$ is independent from $\mathcal{R} - \{R\}$.

**Proof.** The independence of the reflexivity axiom $R$ from $\mathcal{R} - \{R\}$ follows from the fact that there is no other axiom to infer any trivial FDs.

Let $R$ be the implication rule, $N = A, \Sigma = \emptyset$ and $\sigma = A \rightarrow \lambda$. Then $\Sigma_{\mathcal{R} - \{R\}}^+ = \{\lambda \rightarrow \lambda, A \rightarrow A, \lambda \rightarrow A\}$, but $\sigma$ can be derived by the implication rule.

Let $R$ be the pseudo-transitivity rule, $N = L(A, B), \Sigma = \{\lambda \rightarrow L(A), L(A) \rightarrow L(B)\}$ and $\sigma = \lambda \rightarrow L(B)$. The closure of $\Sigma$ under $\mathcal{R} - \{R\}$ is represented by the following two tables.

<table>
<thead>
<tr>
<th>$\rightarrow$</th>
<th>$\lambda$</th>
<th>$L(A)$</th>
<th>$L(B)$</th>
<th>$L(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(A)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$L(A, B)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

A filled circle $\bullet$ in line $X$ and column $Y$ indicates that $X \rightarrow Y$ follows from the given MVD $L(A) \rightarrow L(B)$, and a $\circ$ in line $X$ and column $Y$ indicates that $X \rightarrow Y$ follows from the given MVD $\lambda \rightarrow L(A)$. One can see that $\sigma \notin \Sigma_{\mathcal{R} - \{R\}}^+$, but $\sigma$ can be derived from $\Sigma$ by the pseudo-transitivity rule.

We obtain the following result.

**Theorem 4.31.** Reflexivity axiom, extension rule, transitivity rule, implication rule, $N$-axiom, pseudo-transitivity rule, mixed pseudo-transitivity rule, multi-valued join rule, and mixed meet rule form a minimal, sound and complete set of inference rules for the implication of FDs and MVDs in the presence of records and lists.
4.4 Implication Problem

The implication problem for FDs and MVDs is to decide whether for an arbitrary nested attribute \( N \), an arbitrary set \( \Sigma \) of FDs and MVDs on \( N \) and an arbitrary FD or MVD \( \sigma \) on \( N \), \( \Sigma \models \sigma \) holds. According to Corollary 4.14 finite and unrestricted implication problem coincide. We will now present a provably-correct algorithm for deciding the implication problem. It is shown that the algorithm works in polynomial time in the number of basis attributes of the underlying nested attribute and the number of FDs and MVDs given.

4.4.1 The Algorithm

Proposition 4.8 suggests a strategy for deciding the implication problem for the class of FDs and MVDs. An MVD \( X \rightarrow Y \) is implied by a set \( \Sigma \) of FDs and MVDs if and only if \( Y \) is the join of some elements of the dependency basis of \( X \) with respect to \( \Sigma \). Furthermore, an FD \( X \rightarrow Y \) logically follows from \( \Sigma \) if and only if \( Y \) is a subattribute of the nested attribute closure \( X^+ \) of \( X \) with respect to \( \Sigma \). The implication problem \( \Sigma \models \sigma \) where \( \sigma \) is an FD or MVD with left-hand side \( X \) reduces therefore to the problem of computing the dependency basis \( \text{DepB}(X) \) for any \( X \) and with respect to any set \( \Sigma \) in the sense of Definition 4.6. The following algorithm extends the well-known membership algorithm for relational databases proposed in [27].

The idea of this algorithm is to start with trivial values for nested attribute closure \( X^+ \) (in the algorithm \( X_{\text{new}} \)) and \( X^M \) (in the algorithm \( DB_{\text{new}} \)) in line (1) and (2). The algorithm then tries to further extend \( X^+ \) and decompose \( X^M \) as long as there are any changes to one of them after considering all FDs and MVDs in \( \Sigma \) (REPEAT loop from line (3) to line (26)). As it will turn out in the correctness proof later it is sufficient to consider all the FDs and MVDs in \( \Sigma \). That is, any dependencies in \( \Sigma^+ - \Sigma \) do not need to be considered. This leads ultimately to a polynomial-time algorithm. If \( X \rightarrow \bar{V} \in \Sigma^+ \) at some stage, then \( X^+ \) is extended by \( \bar{V} \) in line (11). Furthermore, every maximal basis attribute of \( N \) that is a subattribute of \( \bar{V} \) becomes a new singleton in \( X^M \), and all previous \( W \in X^M \) are reduced to \( (W \cap \bar{V})^cc \) in line (12). If \( X \rightarrow \bar{V} \in \Sigma^+ \) at some stage, then \( X^+ \) is extended by \( \bar{V} \cap \bar{V}^c \) in line (19) according to the mixed meet rule. Suppose there is some \( W \in X^M \) which shares at least some maximal basis attribute of \( N \) with \( \bar{V} \) \( ((\bar{V} \cap W)^cc \neq \lambda) \), but not all of the maximal basis attributes of \( N \) which are subattributes of \( W \) are also subattributes of \( \bar{V} \) \( ((\bar{V} \cap W)^cc \neq W) \). Such a \( W \) is then replaced by two new elements, \( (\bar{V} \cap W)^cc \) and \( (W \setminus \bar{V})^cc \) of \( X^M \) in line (22). That means a finer partition has been found according to pseudo-difference and multi-valued meet rule. More details of the algorithm can be found in the correctness proof.

Algorithm 4.4.1 (Nested Attribute Closure and Dependency Basis)

**Input:** \( N \in NA, X \in \text{Sub}(N) \), set \( \Sigma \) of FDs and MVDs on \( N \)

**Output:** \( X_{\text{alg}}^+ \) and \( \text{DepB}_{\text{alg}}(X) \)

**Method:**
4.4. IMPLICATION PROBLEM

Sebastian Link

\[
\text{VAR } DB_{\text{new}}, DB_{\text{old}} \subseteq \text{Sub}(N), X_{\text{new}}, X_{\text{old}}, U, V, W, U, \overline{U}, \overline{V}, U' \in \text{Sub}(N);
\]

(1) \[X_{\text{new}} := X;\]

(2) \[DB_{\text{new}} := \text{MaxB}(X^{cc}) \cup \{X^c\};\]

(3) \text{REPEAT}

(4) \[X_{\text{old}} := X_{\text{new}};\]

(5) \[DB_{\text{old}} := DB_{\text{new}};\]

(6) \text{FOR each } U \rightarrow V \in \Sigma \text{ DO}

(7) \[\overline{U} := \bigcup \{W \in DB_{\text{new}} \mid \exists U', U'' \text{ possessed by } W, U' \not\subseteq X_{\text{new}}, U'' \not\subseteq U\};\]

(8) \[\overline{V} := V - \overline{U};\]

(9) \text{IF } \overline{V} \neq \lambda \text{ THEN BEGIN}

(10) \[X_{\text{new}} := X_{\text{new}} \cup \overline{V};\]

(11) \[DB_{\text{new}} := \{(W \cap \overline{V})^{cc} \mid W \in DB_{\text{new}} \}, (W \cap \overline{V})^{cc} \neq \lambda \} \cup \text{MaxB}(\overline{V})^{cc};\]

(12) \text{END;}

(13) \text{ENDDO;}

(14) \text{FOR each } U \rightarrow V \in \Sigma \text{ DO}

(15) \[\overline{U} := \bigcup \{W \in DB_{\text{new}} \mid \exists U', U'' \text{ possessed by } W, U' \not\subseteq X_{\text{new}}, U'' \not\subseteq U\};\]

(16) \[\overline{V} := V - \overline{U};\]

(17) \text{IF } \overline{V} \neq \lambda \text{ THEN BEGIN}

(18) \[X_{\text{new}} := X_{\text{new}} \cup (\overline{V} \cap W)^{cc};\]

(19) \text{FOR each } W \in DB_{\text{new}} \text{ DO}

(20) \[\text{IF } (\overline{V} \cap W)^{cc} \neq \lambda \text{ AND } (\overline{V} \cap W)^{cc} \neq W \text{ THEN}

(21) \[DB_{\text{new}} := (DB_{\text{new}} - \{W\}) \cup ((\overline{V} \cap W)^{cc}; (W - \overline{V})^{cc});\]

(22) \text{ENDDO;}

(23) \text{END;}

(24) \text{ENDDO;}

(25) \text{UNTTIL } (X_{\text{new}} = X_{\text{old}}) \text{ AND } (DB_{\text{new}} = DB_{\text{old}});

(26) \[X^+_\text{alg} := X_{\text{new}}; \quad X^M_{\text{alg}} := DB_{\text{new}};\]

(27) \[\text{DepB}_{\text{alg}}(X) := \text{SubB}(X^+_\text{alg}) \cup X^M_{\text{alg}};\]

(28) \text{RETURN}(X^+_\text{alg}, \text{DepB}_{\text{alg}}(X));

\]

In order to become more familiar with Algorithm 4.4.1 we present an example.

EXAMPLE 4.9. Suppose the input for Algorithm 4.4.1 is as follows:

- \[N = L_1(L_2[L_5[L_7[\{A, B, C\}]], L_5[L_6(D, E)]], L_7(F, L_8[L_9(G, L_10[H])], I)),\]
- \[U_1 = L_1(L_5[\lambda], L_7(F, L_8[L_9(G)], I)), V_1 = L_1(L_2[L_3[L_4(C)]], L_5[L_6(E)]),\]
- \[U_2 = L_1(L_2[L_3[\lambda]], L_7(F)), V_2 = L_1(L_2[L_3[L_4(A)]], L_7(L_8[L_9(G)], I)),\]
- \[U_3 = L_1(L_2(F, L_5[L_9[L_10[\lambda]]])), V_3 = L_1(L_2[L_3[\lambda]], L_5[L_6(D)]),\]
- \[\Sigma = \{U_1 \rightarrow V_1, U_2 \rightarrow V_2, U_3 \rightarrow V_3\} \text{ and } X = L_1(L_7(F, L_8[L_9(L_10[H])]));\]

After initialisation we have
4.4. IMPLICATION PROBLEM

- $X_{\text{new}} = X$, and
- $DB_{\text{new}} = \{ L_1(L_2[L_3[L_4(A, B, C)]]), L_5[L_6(D, E)], L_7(L_8[L_9(G)], I)); L_1(L_7(F)); L_1(L_7(L_8[L_9(L_{10}[H])])). \}

The initial state is illustrated in Figure 4.3. Functionally determined basis attributes are marked with a circle, remaining maximal basis attributes appear in different boxes according to their membership.

Fig. 4.3. Initialisation for $\text{DepB}_{\text{alg}}(X)$.

The first pass through the REPEAT loop between line (3) and (26) yields the following intermediate results:

1. $U_2 \rightarrow V_2$:
   \[ U = L_1(L_2[L_3[L_4(A, B, C)]]), L_5[L_6(D, E)], L_7(L_8[L_9(G)], I)), \]
   \[ \bar{V} = \lambda \text{ and therefore no changes} \]

2. $U_1 \rightarrow V_1$:
   \[ U = L_1(L_2[L_3[L_4(A, B, C)]]), L_5[L_6(D, E)], L_7(L_8[L_9(G)], I)), \]
   \[ \bar{V} = \lambda \text{ and therefore no changes} \]

3. $U_3 \rightarrow V_3$:
   \[ U = \lambda, \bar{V} = V_3, \]
   \[ X_{\text{new}} = L_1(L_2[L_3[\lambda]], L_5[\lambda], L_7(F, L_8[L_9(L_{10}[H])])), \]
   \[ DB_{\text{new}} = \{ L_1(L_2[L_3[L_4(A, B, C)]]), L_5[L_6(E)], L_7(L_8[L_9(G)], I)); L_1(L_7(F)); L_1(L_7(L_8[L_9(L_{10}[H])])) \} \]
   \[ DB_{\text{new}} = \{ L_1(L_2[L_3[L_4(A, B, C)]]), L_5[L_6(E)], L_7(L_8[L_9(G)], I)); L_1(L_7(F)); L_1(L_7(L_8[L_9(L_{10}[H])])) \} \]

The second pass through the REPEAT loop yields the following intermediate results:

1. $U_2 \rightarrow V_2$:
   \[ U = \lambda, \bar{V} = V_2, \]
   \[ X_{\text{new}} = L_1(L_2[L_3[L_4(A)]]), L_5[\lambda], L_7(F, L_8[L_9(G, L_{10}[H])]), I)), \]
   \[ DB_{\text{new}} = \{ L_1(L_2[L_3[L_4(A)]]), L_5[L_6(E)], L_7(L_8[L_9(G)], I)); L_1(L_7(F)); L_1(L_7(L_8[L_9(L_{10}[H])])) \} \]

2. $U_1 \rightarrow V_1$:
   \[ U = \lambda, \bar{V} = V_1, \]
   \[ X_{\text{new}} = L_1(L_2[L_3[L_4(A)]]), L_5[\lambda], L_7(F, L_8[L_9(G, L_{10}[H])]), I)), \]
4.4. IMPLICATION PROBLEM

Fig. 4.4. DepB_{alg}(X) after its first Update.

Fig. 4.5. DepB_{alg}(X) after its second Update.

\[ DB_{\text{new}} = \{ L_1(L_2[L_3[L_4(A)]]) ; L_1(L_7(L_9(G))) ; L_1(L_7(I)) ; L_1(L_2[L_3[L_4(B)]]); L_1(L_2[L_3[L_4(C)]]), L_5(L_6(E)); L_1(L_7(F)); L_1(L_7(L_9(L_10[H]))) ; L_1(L_5[L_6(D)]) \} \]

3. \( U_3 \Rightarrow V_3; \quad \overline{U} = \lambda, \overline{V} = V_3 \) and therefore no changes.

The next pass through the REPEAT loop yields nothing new. We therefore have the output

- \( X^+_\text{alg} = L_1(L_2[L_3[L_4(A)]], L_5[\lambda], L_7(F, L_9(G, L_10[H]), I)) \) and
- \( \text{DepB}_{\text{alg}}(X) = \{ L_1(L_2[\lambda]); L_1(L_2[L_3[\lambda]]) ; L_1(L_2[L_3[L_4(A)]]); L_1(L_5[\lambda]); L_1(L_7(F)); L_1(L_7(L_9[\lambda])); L_1(L_7(L_9(G))); L_1(L_7(L_9(L_10[\lambda]))); L_1(L_7(L_9(L_10[H]))); L_1(L_7(I)); L_1(L_5[L_6(D)]); L_1(L_2[L_3[L_4(B)]]); L_1(L_2[L_3[L_4(C)]], L_5[L_6(E)]) \} \).

Figure 4.6 illustrates \( \text{DepB}_{\text{alg}}(X) \).

4.4.2 Correctness

As mentioned beforehand one major objective of this section is to prove that Algorithm 4.4.1 is correct, i.e., \( X^+_\text{alg} = X^+ \) and \( \text{DepB}_{\text{alg}}(X) = \text{DepB}(X) \). Before doing so we show a technical lemma which is a result of Brouwerian algebras that is not specific to \( \text{Sub}(N) \).

Lemma 4.32. Let \( N \in NA \) and \( X, Y, Z \in \text{Sub}(N) \). Then \( X \equiv Y = (X \equiv (Y \cup Z)) \cup ((X \cap Z) \equiv Y) \).
4.4. IMPLICATION PROBLEM

Fig. 4.6. Final State for DepAlg(X) from Example 4.9.

Proof. From

\[
X \cup Y = (X \cup Y \cup Z) \cap (X \cup Y)
\]

\[
= (X \cup Y \cup Z) \cap (X \cup Y \cup (X \setminus (Y \cup Z)))
\]

\[
= (Y \cup Z \cup (X \setminus (Y \cup Z))) \cap (X \cup Y \cup (X \setminus (Y \cup Z)))
\]

\[
= ((Y \cup Z) \cap (X \cup Y)) \cup (X \setminus (Y \cup Z))
\]

\[
= Y \cup (X \cap Z) \cup (X \setminus (Y \cup Z))
\]

\[
= Y \cup ((X \cap Z) \setminus Y) \cup (X \setminus (Y \cup Z))
\]

follows \(X \leq Y \cap ((X \cap Z) \setminus Y) \cup (X \setminus (Y \cup Z)),\) i.e., \(X \setminus Y \leq ((X \cap Z) \setminus Y) \cup (X \setminus (Y \cup Z)).\)

It remains to show that \((X \cap Z) \setminus Y \cup (X \setminus (Y \cup Z)) \leq X \setminus Y\) holds. This follows from \(X \setminus (Y \cup Z) \leq X \setminus Y\) and \((X \cap Z) \setminus Y \leq X \setminus Y\).

The next result shows that Algorithm 4.4.1 does not compute anything wrong, i.e., every element of \(\text{DepAlg}(X)\) is indeed in \(\text{Dep}(X)\) and \(X^+\) is a subattribute of \(X^+\).

Lemma 4.33. Let \(N \in NA, X \in \text{Sub}(N), \Sigma\) a set of FDs and MVDs on \(N\) and \((X_{\text{alg}}^+, \text{DepAlg}(X))\) the output of Algorithm 4.4.1 with \(\text{DepAlg}(X) = \text{SubB}(X_{\text{alg}}^+) \cup X^M_{\text{alg}}\).

Then

- \(X \rightarrow W_j \in \Sigma^+\) for all \(W_j \in \text{DepAlg}(X)\) and
- \(X \rightarrow X_{\text{alg}}^+ \in \Sigma^+\) hold.

Proof. The proof is done by induction on the number of passes through the two FOR loops between line (7) and line (25) of Algorithm 4.4.1. Let \(X_i^+\) and \(X_i^M\) denote \(X_{\text{new}}\) and \(DB_{\text{new}},\) respectively, after the \(i\)th pass.

After initialisation we have \(X_0^+ = X\) on one hand and \(X \rightarrow X_0^+ \in \Sigma^+\) by the reflexivity rule. On the other hand \(X_0^M = \text{MaxB}(X^C) \cup \{X^C\},\) i.e., \(W_j \in \text{MaxB}(X^C)\) or \(W_j = X^C.\) In the first case we have \(X \rightarrow X \in \Sigma^+\) by reflexivity, which implies \(X \rightarrow W_j \in \Sigma^+\) by the subattribute rule for FDs since \(W_j \leq X\) and finally \(X \rightarrow W_j \in \Sigma^+\) by the implication rule. In the second case we obtain again \(X \rightarrow X \in \Sigma^+\) by reflexivity, then \(X \rightarrow X \in \Sigma^+\) by implication and finally \(X \rightarrow X^C \in \Sigma^+\) by the Brouwerian complement rule.
Let now $i > 0$ and $U \rightarrow V \in \Sigma$ the functional dependency selected in the next pass. Suppose that $X_{i+1}^* \neq X_i^*$ or $X_{i+1}^M \neq X_i^M$ since there is nothing to show otherwise. First we have $X \rightarrow X_i^* \in \Sigma^+$ by hypothesis. Using the implication rule we derive $X \rightarrow X_i^* \in \Sigma^+$. Moreover, $X \rightarrow \overline{U} \in \Sigma^+$ by the join rule for multi-valued dependencies and the hypothesis. Applying again the join rule for multi-valued dependencies gives us $X \rightarrow X_i^* \cup \overline{U} \in \Sigma^+$.

On the other hand we have $U \leq \overline{U} \cup X_i^+$, i.e., $X_i^* \cup \overline{U} \rightarrow U \in \Sigma^+$ by reflexivity. Since $U \rightarrow V \in \Sigma$ we can apply the transitivity rule to derive $X_i^* \cup \overline{U} \rightarrow V \in \Sigma^+$. An application of the mixed pseudo-transitivity rule to $X \rightarrow X_i^* \cup \overline{U}$, $X_i^* \cup \overline{U} \rightarrow V \in \Sigma^+$ leaves us with $X \rightarrow (\nu(X_i^* \cup \overline{U})) \in \Sigma^+$. The subattribute rule can be applied to $X \rightarrow X_i^+ \in \Sigma^+$ to infer $X \rightarrow (X_i^+ \cap V) \rightarrow \overline{U} \in \Sigma^+$. The join rule for functional dependencies is then applied to $X \rightarrow (V \rightarrow (X_i^+ \cup \overline{U}))$, $X \rightarrow (X_i^+ \cap V) \rightarrow \overline{U} \in \Sigma^+$, and using Lemma 4.32 we obtain $X \rightarrow V \sim \overline{U} \in \Sigma^+$. This is $X \rightarrow \overline{V} \in \Sigma^+$ by definition, and applying the join rule for functional dependencies to $X \rightarrow X_i^+ \in \Sigma^+$ tells us that $X \rightarrow X_i^+ \cup \overline{V} \in \Sigma^+$, i.e., $X \rightarrow X_{i+1}^+ \in \Sigma^+$ holds.

Let $W_j \in X_{i+1}^M = \{(W \sim \overline{V})^{cc} \mid W \in X_i^M, (W \sim \overline{V})^{cc} \neq \lambda \} \cup \text{MaxB}(\overline{V}^{cc})$. If $W_j \in X_i^M$, then there is nothing to show. Otherwise, if $W_j \leq \overline{V}^{cc} \leq \overline{V}$, then it follows $X \rightarrow W_j \in \Sigma^+$ by the subattribute rule from $X \rightarrow \overline{V} \in \Sigma^+$, and then $X \rightarrow W_j \in \Sigma^+$ by the implication rule. Let now be $W_j = (W \sim \overline{V})^{cc}$ for some $W \in X_i^M$. We obtain $X \rightarrow \overline{V} \in \Sigma^+$ by the implication rule. Furthermore, $X \rightarrow \overline{V} \in \Sigma^+$ by hypothesis which leads to $X \rightarrow W \sim \overline{V} \in \Sigma^+$ by application of the pseudo-difference rule. Applying the Brouwerian complement rule twice gives us $X \rightarrow W_j \in \Sigma^+$. This shows $X \rightarrow W_j \in \Sigma^+$ for all $W_j \in X_{i+1}^M$, and completes the proof for the first FOR loop between line (7) and (14) where functional dependencies are selected.

Consider now the second FOR loop between line (15) and (25) where multi-valued dependencies are selected. Suppose $U \rightarrow V \in \Sigma$ is used in the next pass. As before we derive $X \rightarrow \overline{U} \cup X_i^+ \in \Sigma^+$. From $U \rightarrow V \in \Sigma$, $U \leq \overline{U} \cup X_i^+$ it follows that $\overline{U} \cup X_i^+ \rightarrow V \in \Sigma^+$ by the augmentation rule. An application of the pseudo-transitivity rule leaves us with $X \rightarrow \overline{V} \sim (\overline{U} \cup X_i^+) \in \Sigma^+$. On the other hand we can derive $X \rightarrow (X_i^+ \cap V) \rightarrow \overline{U} \in \Sigma^+$, and $X \rightarrow (X_i^+ \cap V) \rightarrow \overline{U} \in \Sigma^+$ by the implication rule. Using now the join rule for multi-valued dependencies, and applying Lemma 4.32 gives us $X \rightarrow \overline{V} \sim \overline{U} \in \Sigma^+$ which is $X \rightarrow \overline{V} \in \Sigma^+$. It follows that $X \rightarrow \overline{V} \cap \overline{V} \in \Sigma^+$ by using the meet mix rule. Applying the join rule for functional dependencies to $X \rightarrow X_i^+ \in \Sigma^+$ leads to $X \rightarrow X_i^+ \cup (\overline{V} \cap \overline{V}) \in \Sigma^+$, i.e., $X \rightarrow X_{i+1}^+ \in \Sigma^+$.

Let now $W_j \in X_i^M$ and $\lambda \neq (\overline{V} \cap W_j)^{cc} \neq W_j$. Then follows $X \rightarrow W_j \in \Sigma^+$ by hypothesis. From $X \rightarrow \overline{V} \in \Sigma^+$ follows $X \rightarrow W_j \cap \overline{V} \in \Sigma^+$ by the multi-valued meet rule on one hand, and $X \rightarrow W_j \sim \overline{V} \in \Sigma^+$ by the pseudo-difference rule on the other hand. A double application of the Brouwerian complement rule leads to $X \rightarrow (W_j \cap \overline{V})^{cc} \in \Sigma^+$ and $X \rightarrow (W_j \sim \overline{V})^{cc} \in \Sigma^+$, respectively. This proves that $X \rightarrow W_j \in \Sigma^+$ for all $W_j \in X_{i+1}^M$, and completes the proof.

Consider the proper chain $\Sigma = \Sigma^0 \subset \Sigma^1 \subset \cdots \subset \Sigma^n = \Sigma^+$ where $\Sigma^i$ results from $\Sigma^{i-1}$ by adding exactly one functional or multi-valued dependency which is not in $\Sigma^{i-1}$ and can
be derived by applying one of the inference rules from Proposition 4.5 to dependencies in $\Sigma^{i-1}$. On the way to showing the correctness of Algorithm 4.4.1 we have to justify that it is sufficient to consider FDs and MVDs in $\Sigma$. That is, we need to show that dependencies in $\Sigma^+ - \Sigma$ do not alter the dependency basis. Suppose the algorithm does not only select $U \to V, U \to V \in \Sigma$ within line (7) and (15), respectively, but all FDs and MVDs from some fixed $\Sigma^i$ instead. Denoting the respective output by $(X^+_\text{alg}, \text{DepB}_{\text{alg}}(X))$, we define

$$(\Sigma^i)_\text{alg}^+ = \{ X \to Y \mid Y \leq X^+_\text{alg} \} \cup \{ X \to Y \mid Y = \bigcup Z \text{ for some } Z \subseteq \text{DepB}_{\text{alg}}(X) \}.$$ 

Then it is obvious that $\Sigma^+_\text{alg} = (\Sigma^0)_\text{alg}^+ \subseteq (\Sigma^1)_\text{alg}^+ \subseteq \cdots \subseteq (\Sigma^n)_\text{alg}^+$ holds. We are going to show that $\Sigma^i \subseteq (\Sigma^i)_\text{alg}^+$ for every $i = 0, \ldots, n$, and $\Sigma^+_\text{alg} = (\Sigma^1)_\text{alg}^+$. Therefore $\Sigma^+ \subseteq (\Sigma^1)_\text{alg}^+= \cdots = (\Sigma^1)_\text{alg}^+ = \Sigma^+_\text{alg}$ holds. Since also $\Sigma^+_\text{alg} \subseteq \Sigma^+$ by Lemma 4.33 and Proposition 4.8, we have indeed shown that $\Sigma^+_\text{alg} = \Sigma^+$.

**Lemma 4.34.** For every $i = 0, \ldots, n$ we have $\Sigma^i \subseteq (\Sigma^i)_\text{alg}^+$.

**Proof.** Let $X \to Y \in \Sigma^i$ be arbitrary. Then we choose to compute $X^+_\text{alg}$, and $\text{DepB}_{\text{alg}}(X)$ using Algorithm 4.4.1 where functional and multi-valued dependencies in line (7) and (15), respectively, are selected from $\Sigma^i$. Due to initialisation we have $X \leq X_{\text{new}}$ at any time during the computation. Since $X \to Y \in \Sigma^i$, $X \to Y$ will be selected at some point. In this case, $\overline{X} = \lambda$ since every $X'$ with $X' \leq X$ also satisfies $X' \leq X_{\text{new}}$. Consequently, $\overline{Y} = Y - \lambda = Y$ and, therefore, $X_{\text{new}} := X_{\text{new}} \cup Y$ which implies $Y \leq X^+_\text{alg}$. This, however, means that $X \to Y \in (\Sigma^i)_\text{alg}^+$.

Let $X \to Y \in \Sigma^i$ be arbitrary. Again, we choose to compute $X^+_\text{alg}$ and $\text{DepB}_{\text{alg}}(X) = \text{SubB}(X^+_\text{alg}, X) \cup X^+_\text{alg}$ using Algorithm 4.4.1 where functional and multi-valued dependencies in line (7) and (15), respectively, are selected from $\Sigma^i$. Due to initialisation we have $X \leq X_{\text{new}}$ at any time during the computation. Since $X \to Y \in \Sigma^i$, $X \to Y$ will be selected at some point. In this case, $\overline{X} = \lambda$ since every $X'$ with $X' \leq X$ also satisfies $X' \leq X_{\text{new}}$. Consequently, $\overline{Y} = Y - \lambda = Y$ and, therefore, $X_{\text{new}} := X_{\text{new}} \cup (Y \cap Y^c)$. This implies $Y \cap Y^c \leq X^+_\text{alg}$. Moreover, $Y^c = \bigcup \{ W \in DB_{\text{new}} \mid (Y \cap W)^c \neq \lambda \}$ after the inner FOR-loop between line (20) and (23). It follows that $Y^c = \bigcup \{ W \in X^+_\text{alg} \mid (Y \cap W)^c \neq \lambda \}$. Since $Y = Y^c \cup (Y \cap Y^c)$, we conclude that $Y = \bigcup Z$ for some $Z \subseteq \text{DepB}_{\text{alg}}(X)$ and, therefore, $X \to Y \in (\Sigma^i)_\text{alg}^+$. \hfill $\Box$

The following lemma is a reminder of some algebraic properties of Brouwerian algebras.

**Lemma 4.35.** Let $N \in NA$ and $X, Y, Z \in \text{Sub}(N)$. Then

1. $(X \to Y) \to Z = X \to (Y \cup Z)$,
2. $X \to Y \leq Y^c$,
3. $X^c \to Y \leq (X \to Y)^c$, and
4. $X^c \to Y = (X \cup Y)^c$.
4.4. IMPLICATION PROBLEM

Proof. Consider the first equation. As $X \leq X \cup Y \cup Z = (X \Rightarrow (Y \cup Z)) \cup Y \cup Z$ we have $X \Rightarrow Y \leq (X \Rightarrow (Y \cup Z)) \cup Z$ and this means $(X \Rightarrow Y) \cup Z \leq (X \Rightarrow (Y \cup Z))$. Vice versa, $X \leq X \cup Y \cup Z = Z \cup Y \Rightarrow (X \Rightarrow Y) = Z \cup Y \Rightarrow ((X \Rightarrow Y) \cup Z)$ and, consequently, $X \Rightarrow (Y \cup Z) \leq (X \Rightarrow Y) \cup Z$.

The second law follows immediately from $X \leq Y \cup Y^c = N$.

The third law follows from the fact that $X \leq X \cup Y \cup (X \Rightarrow Y)$ since $X \cup Y \cup (X \Rightarrow Y) \subseteq N$ holds. Moreover, $N = X \cup Y \cup X^c = X \cup Y \Rightarrow (X^c \Rightarrow Y)$, i.e., $(X \cup Y \Rightarrow X^c) \subseteq X \Rightarrow X^c$ as well. This shows the fourth law.

The next lemma shows that FDs and MVDs in $\Sigma^* - \Sigma$ do not have any impact on the dependency basis.

Lemma 4.36. $\Sigma_{alg}^+ = (\Sigma_{alg}^1)^+$

Proof. Let $N \in \mathbb{N}A$, $X \in Sub(N)$ and $\Sigma$ a set of FDs and MVDs on $N$. We show that the functional or multi-valued dependency in $\Sigma^1 - \Sigma$ does not affect the output $(X_{alg}^+, Dep_{alg}(X))$ of Algorithm 4.4.1. Therefore, we consider every inference rule from Theorem 4.28 in turn.

Suppose we have $\overline{U \rightarrow V} \leq U$, i.e., $\{U \rightarrow V\} = \Sigma^1 - \Sigma$. Note that $U \leq \overline{U \cup X_{alg}^+}$ since every subattribute of $U$ that is possessed by some $W_i \in X_{alg}^M$ is a subattribute of $X_{alg}^+$ or a subattribute of $\overline{U}$ and every subattribute of $U$ that is not possessed by any $W_i \in X_{alg}^M$ is a subattribute of $X_{alg}^+$. From $V \leq U \leq \overline{U \cup X_{alg}^+}$ follows $\overline{V} = V \Rightarrow U \leq X_{alg}^+$. Since every $W \in MaxB((X_{alg}^+)_{cc})$ satisfies $\{W\} \in X_{alg}^M$ we have $(W \Rightarrow \overline{V})_{cc} = \lambda$ or $(W \Rightarrow \overline{V})_{cc} = W_i$ for all $W_i \in X_{alg}^M$. That proves the lemma for this case.

Suppose $\overline{U \rightarrow U \cup V}$ with $\{U \rightarrow U \cup V\} = \Sigma^1 - \Sigma$. Since $U \rightarrow V \in \Sigma$ we know that $V \Rightarrow U \leq X_{alg}^+$. Furthermore, $U \leq \overline{U \cup X_{alg}^+}$ implies $U \Rightarrow U \leq X_{alg}^+$. Then we compute

$$\overline{U \cup V} = (U \cup V) \Rightarrow U = (U \Rightarrow U) \cup (V \Rightarrow U) \leq X_{alg}^+,$$

where the second equation follows from Theorem 2.3(10). As before, it follows that

$$\overline{(V \Rightarrow U \cup V)}_{cc} = \lambda \text{ or } (W_i \Rightarrow U \cup V)_{cc} = W_i$$

for all $W_i \in X_{alg}^M$.

Suppose $\overline{U \rightarrow W}$ with $\{U \rightarrow W\} = \Sigma^1 - \Sigma$. We know that $V \Rightarrow W, W \Rightarrow V \leq X_{alg}^+$, i.e., $V \leq \overline{U \cup X_{alg}^+}$ and $W \leq \overline{V \cup X_{alg}^+}$. We need to show that $W \Rightarrow U \leq X_{alg}^+$ or $W \leq \overline{U \cup X_{alg}^+}$ equivalently. We show $\overline{V} \leq U$ first. Let $W_i \in X_{alg}^M$ be a subattribute of $\overline{V}$. Then there is some $Z \in SubB(V)$ with $Z \leq X_{alg}^+$ and $Z$ is possessed by $W_i$. Since $V \leq \overline{U \cup X_{alg}^+}$ it follows that $Z \in SubB(U)$ and as $Z$ is possessed by $W_i$ it must be the case that $W_i \leq U$ holds as well. This shows $\overline{V} \leq U$. It is now obvious that $W \leq \overline{V \cup X_{alg}^+} \leq \overline{U \cup X_{alg}^+}$ holds. As before, it follows that

$$(W_i \Rightarrow \overline{V})_{cc} = \lambda \text{ or } (W_i \Rightarrow \overline{W})_{cc} = W_i$$

for all $W_i \in X_{alg}^M$. 
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Suppose \( U \rightarrow V \) with \( \{ U \rightarrow V \} = \Sigma^I - \Sigma \). First we know that \( V \rightarrow U \leq X^+_{alg} \) which already implies

\[(V \rightarrow U) \cap (V \rightarrow U)^c \leq V \rightarrow U \leq X^+_{alg} \]

Moreover, we also know that \( (W \rightarrow V)^c = \lambda \) or \( (W \rightarrow V)^c = W \) holds for all \( W \in X^M_{alg} \). This is equivalent to saying that \( ((V \rightarrow U) \cap W_i)^c = W \) or \( ((V \rightarrow U) \cap W_i)^c = \lambda \) holds for all \( W_i \in X^M_{alg} \).

Suppose \( U \rightarrow V \) with \( \{ U \rightarrow V \} = \Sigma^I - \Sigma \). First we show that \( (V \rightarrow U) \cap (V \rightarrow U)^c \leq x^+ \) follows from \( (V \rightarrow U) \cap (V \rightarrow U)^c \leq x^+ \). Note that \( U \) is the join of \( W_i \in X^M_{alg} \), i.e.,

\[ \overline{U} \cap \overline{U}^c \leq X^+ \] holds as well. In the following we use the facts that \( V \rightarrow U \leq (V \rightarrow U)^c \) and \( V \rightarrow U = (\overline{U} \cup V)^c \) hold. It follows

\[(V \rightarrow U) \cap (V \rightarrow U)^c = (V \rightarrow U) \cap (U \cup V)^c \]

\[= (V \rightarrow U) \cap (U \cup (V \rightarrow U)) \]

\[= ((V \rightarrow U) \cap U) \cup ((V \rightarrow U) \cap (V \rightarrow U)) \]

\[\leq (U^c \cap U) \cup ((V \rightarrow U)^c \cap (V \rightarrow U)) \]

\[\leq X^+_{alg} \]

We know that

\[ ((V \rightarrow U) \cap W_i)^c = W_i \quad \text{or} \quad ((V \rightarrow U) \cap W_i)^c = \lambda \]

holds for all \( W_i \in X^M_{alg} \). Suppose there is some \( W_i \in X^M_{alg} \) with \( \lambda \neq (W_i \cap (V \rightarrow U))^c \neq W_i \). Then there is some \( X \in MaxB(W_i) \) with \( X \in MaxB(V \rightarrow U) \). This implies \( X \in MaxB(V) \) and \( X \notin MaxB(U) \), and \( X \notin MaxB(V) \) implies \( X \notin MaxB(U) \) \( X \notin MaxB(V) \). Therefore, \( X \notin MaxB((V \rightarrow U)^c) \). Furthermore, there is some \( Y \in MaxB(W_i) \) with \( Y \notin MaxB(V \rightarrow U) \). This implies \( Y \notin MaxB(V) \) or \( Y \in MaxB(V)^c \) and \( Y \notin MaxB(U) \). As \( X \notin MaxB(U) \) and \( X \notin MaxB(W_i) \) we must also have \( Y \notin MaxB(U) \). This leaves us with \( Y \notin MaxB(V) \). We conclude \( Y \in MaxB(V)^c \) and \( Y \in MaxB((V \rightarrow U)^c) \). The fact that \( X, Y \in MaxB(W_i) \) with \( X \notin MaxB((V \rightarrow U)^c) \) and \( Y \in MaxB((V \rightarrow U)^c) \) is obviously a contradiction to (7). Hence, \( ((V \rightarrow U) \cap W_i)^c = W_i \) or \( ((V \rightarrow U) \cap W_i)^c = \lambda \) holds for all \( W_i \in X^M_{alg} \).

Suppose \( U \rightarrow V, V \rightarrow W \) with \( \{ U \rightarrow W \} = \Sigma^I - \Sigma \). We show first that

\[ ((W \rightarrow V) \cap (W \rightarrow V)^c) \leq X^+_{alg} \]. We know that \( (V \rightarrow U) \cap (V \rightarrow U)^c \leq X^+_{alg} \) and \( (W \rightarrow V) \cap (W \rightarrow V)^c \leq X^+_{alg} \). In what follows we prove that

\[ (W \rightarrow V) \cap U^c \cap (V \rightarrow U)^c \]

holds. For this purpose it is proven that \( V \leq U \cup U \) holds. Let \( Z \in MaxB(V \rightarrow U) \), i.e., \( Z \in MaxB(V) \) and \( Z \notin SubB(U) \) (note that \( Z \) is a maximal basis attribute of \( N \)).
According to the definition of $\overline{V}$ it follows that there is some $Y \leq V$ which is possessed by some $W_i \in X^M_{\text{alg}}$, $Z \leq W_i$, and $Y \leq X^+_\text{alg}$. Since $Z \notin \text{SubB}(U)$ and $Z \leq W_i$ we must have $W_i \not\leq U$, and $Y \notin \text{SubB}(U)$. Since $Y \leq V$ we derive $Y \in \text{SubB}(V \setminus \overline{U})$ and as $Y \leq X^+_\text{alg}$, but $(V \setminus \overline{U}) \cap (V \setminus \overline{U})^c \leq X^+_\text{alg}$, it follows that $Y \in \text{MaxB}((V \setminus \overline{U})^c)$. Consequently, $((V \setminus \overline{U}) \cap W_i)^c \neq \lambda$ which leaves us with $((V \setminus \overline{U}) \cap W_i)^c = W_i$. From $Z \leq W_i$ follows now $Z \leq ((V \setminus \overline{U}) \cap W_i)^c \leq (V \setminus \overline{U}) \cap W_i \leq V \setminus \overline{U} \leq V$. Hence, $\overline{V \setminus \overline{U}} \leq V$, or equivalently, $\overline{V} \leq V \cup \overline{U}$.

We now compute $(W \setminus V) \setminus \overline{U} = W \setminus (V \cup \overline{U}) \leq W \setminus \overline{V}$ where the first equality follows from Lemma 4.35 and the second relationship follows from $\overline{V} \leq V \cup \overline{U}$ and Theorem 2.3(3). Due to the same laws, $V \setminus \overline{U} \leq V \cup \overline{U}$ implies $W \setminus (V \cup \overline{U}) \leq W \setminus (V \setminus \overline{U})$ and therefore $(W \setminus V) \setminus \overline{U} = W \setminus (V \cup \overline{U}) \leq W \setminus (V \setminus \overline{U}) \leq (V \setminus \overline{U})^c$. Finally, $(W \setminus V) \setminus \overline{U} \leq \overline{U}^c$, and (8) follows.

Next, we compute $((W \setminus V) \setminus \overline{U})^c \leq \overline{U} \cup (W \setminus V)^c \leq \overline{U} \cup V \cup W^c = \overline{U} \cup (V \setminus \overline{U}) \cup (W \setminus V)^c \leq \overline{U} \cup (V \setminus \overline{U}) \cup (W \setminus V)^c$. This shows

$$((W \setminus V) \setminus \overline{U})^c \leq \overline{U} \cup (V \setminus \overline{U}) \cup (W \setminus V)^c.$$ (9)

According to (8) and (9) we obtain

$$((W \setminus V) \setminus \overline{U}) \cap ((W \setminus V) \setminus \overline{U})^c \leq (W \setminus V) \cap \overline{U}^c \cap (V \setminus \overline{U})^c \cap (\overline{U} \cup (V \setminus \overline{U}) \cup (W \setminus V)^c) \leq \overline{U} \cup \overline{U}^c \cup ((W \setminus V) \cap (V \setminus \overline{U})^c) \cup ((W \setminus V) \cap (W \setminus V)^c) \leq X^+_\text{alg}.$$ 

It remains to show that $(W \setminus V \cap W_i)^c = W_i$ or $(W \setminus V \cap W_i)^c \neq \lambda$ holds for all $W_i \in X^M_{\text{alg}}$. We know that

$$(((V \setminus \overline{U}) \cap W_i)^c = W_i$$ or $((V \setminus \overline{U}) \cap W_i)^c = \lambda$ and

$$(((W \setminus V) \cap W_i)^c = W_i$$ or $((W \setminus V) \cap W_i)^c = \lambda$) (10)

hold for all $W_i \in X^M_{\text{alg}}$. Assume there is some $W_i \in X^M_{\text{alg}}$ with $(W \setminus V \cap W_i)^c \neq W_i$ and $(W \setminus V \cap W_i)^c \neq \lambda$. From $(W \setminus V \cap W_i)^c \neq \lambda$ follows the existence of some $Y \in \text{MaxB}(W_i)$ with $Y \in \text{MaxB}((W \setminus V)^c)$. As $W \setminus V = W \setminus (\overline{U} \cup V)$ holds we infer that $Y \in \text{MaxB}(W^c)$ and $Y \notin \text{MaxB}((\overline{U} \cup V)^c)$. The fact that $\overline{V} \leq V \cup \overline{U}$ holds tells us that $Y \notin \text{MaxB}(\overline{V})$, i.e., $Y \in \text{MaxB}((W \setminus V)^c)$ and therefore $((W \setminus V) \cap W_i)^c \neq \lambda$. On the other hand $V \setminus \overline{U} \leq V \leq U \cup V$, i.e., $Y \notin \text{MaxB}((V \setminus \overline{U})^c)$ neither. This shows $((V \setminus \overline{U}) \cap W_i)^c \neq W_i$.

It follows from (10) that $((V \setminus \overline{U}) \cap W_i)^c = \lambda$ and $((W \setminus V) \cap W_i)^c = W_i$ must both hold. Our assumption that there is some $W_i \in X^M_{\text{alg}}$ with $(W \setminus V \cap W_i)^c \neq W_i$ and $(W \setminus V \cap W_i)^c \neq \lambda$ implies the existence of some $X \in \text{MaxB}(W_i)$ with $X \in \text{MaxB}((W \setminus V)^c)$ and $X \notin \text{MaxB}((V \setminus \overline{U})^c)$. Furthermore, there must be some $Y \in \text{MaxB}(W_i)$ with $Y \notin \text{MaxB}((W \setminus V)^c)$ and $Y \in \text{MaxB}((W \setminus V)^c)$. From $X \in \text{MaxB}((W \setminus V)^c)$ follows
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Sebastian Link

\[ X \not\in \text{MaxB}(U) \text{ as } \widehat{W \leftarrow V} = (W \leftarrow V) \leftarrow U, \text{ and consequently, } Y \not\in \text{MaxB}(U) \text{ neither. Recall that } \]

\[ \widehat{W \leftarrow V} = W \leftarrow (U \sqcup V) = ((V \cap W) \sqcup (W \leftarrow V)) \leftarrow (U \sqcup (V \leftarrow U)). \]

From \( Y \in \text{MaxB}((W \leftarrow V)^{cc}) \) and \( Y \not\in \text{MaxB}((W \leftarrow V)^{cc}) \) as well as \( Y \not\in \text{MaxB}(U) \) follows \( Y \in \text{MaxB}((V \leftarrow U)^{cc}) \). This contradicts \( ((V \leftarrow U) \cap W_i)^{cc} = \lambda \), and our assumption must have been wrong. Therefore, \( (W \leftarrow V \cap W_i)^{cc} = W_i \) or \( (W \leftarrow V \cap W_i)^{cc} = \lambda \) holds indeed for all \( W_i \in X_M^{alg} \).

Suppose \( U \rightarrow V, V \rightarrow W \) with \( \{ U \rightarrow W \sqcup V \} = \Sigma^I - \Sigma \). We need to show that \( (W \leftarrow V)^{-} U \leq X^+_alg \) or \( W \leq U \sqcup V \sqcup X^+_alg \). We know that \( W \leftarrow V \leq X^+_alg \), \( (V \leftarrow U) \cap (W \leftarrow U)^{cc} \leq X^+_alg \) and \( ((V \leftarrow U) \cap W_i)^{cc} = W_i \) or \( ((V \leftarrow U) \cap W_i)^{cc} = \lambda \) holds for all \( W_i \in X_M^{alg} \). As in the previous case one shows that \( \overline{V \leftarrow U} \sqcup \overline{W \leftarrow U} \) holds. The proof for this case follows: \( W \leq V \sqcup X^+_alg \leq U \sqcup V \sqcup X^+_alg \), which means \( (W \leftarrow V)^{cc} \leq X^+_alg \).

Suppose \( U \rightarrow V, U \rightarrow W \) with \( \{ U \rightarrow V \sqcup W \} = \Sigma^I - \Sigma \). We show first that \( ((V \cup W) \leftarrow U)^{cc} \leq X^+_alg \). Note that \( W \leftarrow U \leq (V \leftarrow U) \) and \( W \leftarrow U \leq (V \leftarrow U) \) imply that \( ((V \cup W) \leftarrow U)^{cc} \leq (V \leftarrow U)^{cc} \cap (W \leftarrow U)^{cc} \) holds (according to Theorem 2.3(3)). We then have \( ((V \cup W) \leftarrow U)^{cc} \leq (V \leftarrow U) \) and \( (V \leftarrow U) \) and \( (V \leftarrow U) \) imply that \( ((V \cup W) \leftarrow U)^{cc} \leq (V \leftarrow U)^{cc} \cap (W \leftarrow U)^{cc} \) holds by hypothesis. It remains to show that \( (V \cup W \cap W_i)^{cc} = W_i \) or \( (V \cup W \cap W_i)^{cc} = \lambda \) holds for all \( W_i \in X_M^{alg} \) where \( V \cup W = (V \cup W) \leftarrow U = (V \leftarrow U) \sqcup (W \leftarrow U) \). We know that

\[
\begin{align*}
((V \leftarrow U) \cap W_i)^{cc} &= W_i \text{ or } ((V \leftarrow U) \cap W_i)^{cc} = \lambda \\
((W \leftarrow U) \cap W_i)^{cc} &= W_i \text{ or } ((W \leftarrow U) \cap W_i)^{cc} = \lambda
\end{align*}
\]

(11)

hold for all \( W_i \in X_M^{alg} \). Assume there is some \( W_i \in X_M^{alg} \) with \( (V \cup W \cap W_i)^{cc} \neq \lambda \) and \( (V \cup W \cap W_i)^{cc} \neq W_i \). Then there is some \( X \in \text{MaxB}(W_i) \) with \( X \in \text{MaxB}((V \cup W)^{cc}) \), and there is some \( Y \in \text{MaxB}(W_i) \) with \( Y \in \text{MaxB}((V \cup W)^{cc}) \). The latter implies \( Y \not\in \text{MaxB}((V \leftarrow U)^{cc}) \) and \( Y \not\in \text{MaxB}((W \leftarrow U)^{cc}) \), and \( ((V \leftarrow U) \cap W_i)^{cc} \neq W_i \) and \( ((W \leftarrow U) \cap W_i)^{cc} \neq W_i \) follow, respectively. On the other hand \( X \in \text{MaxB}((V \cup W)^{cc}) \) implies \( X \in \text{MaxB}((V \leftarrow U)^{cc}) \) which contradicts \( ((V \leftarrow U) \cap W_i)^{cc} = \lambda \), or \( X \in \text{MaxB}((W \leftarrow U)^{cc}) \) which contradicts \( ((W \leftarrow U) \cap W_i)^{cc} = \lambda \). In any case, this contradicts (11) and our assumption must have been wrong.

Finally, suppose \( U \rightarrow V \) with \( \{ U \rightarrow V \cap V^c \} = \Sigma^I - \Sigma \). We need to show that \( (V \cap V^c)^{-} U \leq X^+_alg \) knowing that \( (V \leftarrow U) \cap (V \leftarrow U)^{cc} \leq X^+_alg \) holds. From \( V \leftarrow \) holds. From \( V \leftarrow U \leq (V \leftarrow U)^{cc} \) follows

\[ (V \cap V^c)^{-} U \leq (V \leftarrow U) \cap (V \leftarrow U)^{cc} \leq (V \leftarrow U) \cap (V \leftarrow U)^{cc} \leq X^+_alg \]

where the first relationship follows since \( (V \cap V^c)^{-} U \) is not only a subattribute of \( V \leftarrow U \), but also of \( V^c \leftarrow U \). This completes the proof. □
4.4. IMPLICATION PROBLEM

We obtain the following result by putting Lemma 4.33, 4.34, 4.36 and the comments after Lemma 4.33 together.

**Theorem 4.37.** Let \( N \in \mathcal{NA}, X \in \text{Sub}(N) \) and \( \Sigma \) a set of FDs and MVDs on \( N \). Then Algorithm 4.4.1 always terminates and computes nested attribute closure \( X^+ \) and dependency basis \( \text{DepB}(X) \) for \( X \) with respect to \( \Sigma \).

*Proof.* It remains to show that Algorithm 4.4.1 always terminates. After the initialisation and after each pass of the REPEAT loop between line (3) and (26) the set \( \text{MaxBasis} = \{ \text{MaxB}(Z) \mid Z \in \text{DB}_{\text{new}} \} \) is a partition of \( \text{MaxB}(N) \). Consequently, the number of sets in any such partition is at most \( |\text{MaxB}(N)| \), the number of maximal basis attributes of \( N \). However, after each pass through the REPEAT loop (except the last) the partition \( \text{MaxBasis} \) is refined, and the number of sets in it increases, or the number of elements in \( N\text{MaxB}(X_{\text{new}}) \) increases. It follows, that the REPEAT loop is executed at most \(|\text{SubB}(N)| = |\text{MaxB}(N)| + |N\text{MaxB}(N)| \) times, and therefore the algorithm terminates. \( \Box \)

**Example 4.10.** We continue the example of the halftoning application. Recall that the underlying nested attribute \( N \) is \( \text{Halftoning(Brightness,Input[Level],Output[Bit])} \) and the set \( \Sigma \) of FDs and MVDs is specified as in Example 4.3. We may now ask whether the MVD

\[
\text{Halftoning(Brightness,Output[\lambda])} \rightarrow \text{Halftoning(Output[Bit])}
\]

is a logical consequence of \( \Sigma \). We apply Algorithm 4.4.1 to the input \((N, X, \Sigma)\) where \( X = \text{Halftoning(Brightness,Output[\lambda])} \). The algorithm has output

\[
X^+_{\text{alg}} = \text{Halftoning(Brightness,Input[\lambda],Output[\lambda])}, \text{ and }
\text{DepB}_{\text{alg}}(X) = \{ \text{Halftoning(Brightness), Halftoning(Input[\lambda]), Halftoning(Output[\lambda])}, \\
\text{Halftoning(Input[Level]), Halftoning(Output[Bit])}\}.
\]

As \( \text{Halftoning(Output[Bit])} \) is an element of \( \text{DepB}_{\text{alg}}(X) \) and according to the correctness of Algorithm 4.4.1, the MVD above must indeed be a logical consequence of \( \Sigma \). \( \Box \)

### 4.4.3 Complexity

We will now show that implication of FDs and MVDs can be decided in polynomial time. Let \( N \in \mathcal{NA}, X \in \text{Sub}(N) \) and \( \Sigma \) a set of FDs and MVDs on \( N \) be the input for Algorithm 4.4.1. We use \( n \) to denote the size of \( N \), that is \( n = |\text{SubB}(N)| \) is the number of basis attributes of \( N \). Furthermore, let \( s \) denote the number of dependencies given by \( \Sigma \), i.e., \( s = |\Sigma| \). \( \text{SubB}(X) \) and \( \text{MaxB}(X) \) can be computed in time \( \mathcal{O}(n) \). Moreover, union and intersection of sets can be computed in time \( \mathcal{O}(n) \) as well. This follows from the fact that \( \text{SubB}(X \cup Y) = \text{SubB}(X) \cup \text{SubB}(Y) \) and \( \text{SubB}(X \cap Y) = \text{SubB}(X) \cap \text{SubB}(Y) \), i.e., join and meet operation are linear in \( n \), as well. The pseudo-difference, and therefore the Brouwerian complement operation as well, can be easily implemented in quadratic time:
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(1) \( SubB(X \rightarrow Y) := SubB(X); \)
(2) \( \text{FOR each } A \in SubB(X) \text{ DO} \)
(3) \( \quad \text{IF } A \in SubB(Y) \text{ THEN } SubB(X \rightarrow Y) := SubB(X \rightarrow Y) - \{A\}; \)
(4) \( \quad \text{ENDDO;} \)
(5) \( \text{FOR each } A \in SubB(X \rightarrow Y) \text{ DO} \)
(6) \( \quad SubB(X \rightarrow Y) := SubB(X \rightarrow Y) \cup SubB(A); \)
(7) \( \quad \text{ENDDO;} \)

i.e. in time \( O(n^2) \). This implementation reflects exactly the definition of the pseudo-difference operation \( -\vee \) in the Brouwerian algebra \( (C_N, \subseteq, \cup, \cap, -\vee, J_N) \). First, the set difference \( SubB(X) - SubB(Y) \) is applied as usual, followed by closing the result downwards with respect to \( \leq \).

Next we will write down an algorithm which computes \( \overline{U} := \bigcup \{ W \in DB_{\text{new}} \mid \exists U'.U' \text{ is possessed by } W, U' \not\subseteq X_{\text{new}}, U' \leq U \} \). Recall that, according to Lemma 4.10, the subattribute \( U' \) is possessed by some \( W \in DB_{\text{new}} \) if and only if \( U' \in SubB(W) \) and \( U' \not\subseteq SubB(W^c) \).

(1) \( \overline{U} := \lambda; \)
(2) \( \text{WHILE } (SubB(U) \neq \emptyset) \text{ AND } (DB_{\text{new}} \neq \emptyset) \text{ DO} \)
(3) \( \quad \text{SELECT } U' \in SubB(U); \)
(4) \( \quad SubB(U') := SubB(U) - \{U'\}; \)
(5) \( \quad \text{IF } U' \not\subseteq SubB(X_{\text{new}}) \text{ THEN} \)
(6) \( \quad \quad \text{FOR each } W \in DB_{\text{new}} \text{ DO} \)
(7) \( \quad \quad \quad \text{IF } (U' \in SubB(W)) \text{ AND } (U' \not\subseteq SubB(W^c)) \text{ THEN} \)
(8) \( \quad \quad \quad \quad \overline{U} := \overline{U} \cup W; \)
(9) \( \quad \quad \quad \quad DB_{\text{new}} := DB_{\text{new}} - \{W\}; \)
(10) \( \quad \quad \text{ENDIF;} \)
(11) \( \quad \text{ENDIF;} \)
(12) \( \text{ENDDO;} \)
(13) \( \text{ENDIF;} \)

This demonstrates that \( \overline{U} \) can be computed in time \( O(n^3) \). Let us now look at the time complexity to refine \( X_{\text{new}} \) and \( DB_{\text{new}} \), respectively. First consider the case where this refinement has been triggered by a functional dependency \( U \rightarrow V \in \Sigma \), i.e., line (7) to (14). If \( \tilde{V} \neq \lambda \) in line (10), then \( X_{\text{new}} := X_{\text{new}} \cup \tilde{V} \) in line (11) which takes time in \( O(n) \). In order to compute \( DB_{\text{new}} := \{(W - \tilde{V})^c \mid W \in DB_{\text{new}}, (W - \tilde{V})^c \neq \lambda \} \cup MaxB(\tilde{V}^c) \) in line (12) we need to compute \( (W - \tilde{V})^c \) in time \( O(n^2) \) for every \( W \in DB_{\text{new}} \). Since \( DB_{\text{new}} \) has at most \( |MaxB(N)| \) elements this takes time in \( O(n^3) \). Computing \( MaxB(\tilde{V}^c) \) and forming the union is in \( O(n^2) \). Consider now the case where the refinement is triggered by some multi-valued dependency \( U \rightarrow V \in \Sigma \), i.e., line (15) to (25). If \( \tilde{V} \neq \lambda \) in line (18), then \( X_{\text{new}} := X_{\text{new}} \cup (\tilde{V} \cap \tilde{V}^c) \) in line (19) which takes time in \( O(n^2) \). As the computation of \( (\tilde{V} \cap W)^c \) and \( (W - \tilde{V})^c \) takes time in \( O(n^2) \) the inner FOR loop between line (20) and (23) for the refinement of \( DB_{\text{new}} \) takes \( O(n^3) \) steps.
It follows that each pass through the REPEAT loop between line (3) and (26) takes time in \( \mathcal{O}(n^3 \cdot s) \). As we have seen before, the REPEAT loop is executed at most \( n \) times. Therefore, the time complexity of Algorithm 4.4.1 is \( \mathcal{O}(n^4 \cdot s) \).

**Theorem 4.38.** Let \( N \in NA \), \( \Sigma \) a set of FDs and MVDs on \( N \) and \( \sigma \) an FD or MVD on \( N \). The implication problem whether \( \Sigma \models \sigma \) holds can be decided in time \( \mathcal{O}(n^4 \cdot s) \).

**Proof.** Let \( \sigma \) be the FD \( X \rightarrow Y \). Algorithm 4.4.1 computes the attribute set closure \( X^+ \) in time \( \mathcal{O}(n^4 \cdot s) \). It follows that if \( \Sigma \models X \rightarrow Y \) then \( Y \subseteq X^+ \) according to Proposition 4.8. To decide whether \( Y \subseteq X^+ \) holds takes time in \( \mathcal{O}(n) \).

Let \( \sigma \) be the MVD \( X \leftarrow Y \). Algorithm 4.4.1 computes the dependency basis \( \text{DepB}(X) = \text{SubB}(X^+) \cup X^M \) in time \( \mathcal{O}(n^4 \cdot s) \). It follows that if \( \Sigma \models X \rightarrow Y \) then \( Y = \sqcup Z \) for some \( Z \subseteq \text{DepB}(X) \) according to Proposition 4.8. To decide whether \( Y \) is the join of some elements in \( \text{DepB}(X) \) takes time in \( \mathcal{O}(n^2) \). That is, \( Y' \) is the join of those \( W \in \text{DepB}(X) \) with \( W \subseteq Y \). If \( Y \subseteq Y' \) holds as well, then \( Y \) is indeed the join of some elements in \( \text{DepB}(X) \), otherwise it is not. This proves the theorem. \( \square \)

**4.4.4 Applications**

The algorithms in Section 3.2.5 can now be generalised to cover the more general class of FDs and MVDs. Algorithm 3.2.4 can be extended to compute non-redundant covers for sets \( \Sigma \) of FDs and MVDs.

**Algorithm 4.4.2 (Non-Redundant Covers)**

**Input:** \( N \in NA \), set \( \Sigma \) of FDs and MVDs on \( N \)

**Output:** a non-redundant cover \( \Theta \) of \( \Sigma \)

**Method:**

1. \( \Theta := \Sigma \);
2. FOR each \( \sigma \in \Sigma \) DO
3. \hspace{1em} IF \( \sigma \in (\Theta - \{\sigma\})^+ \) THEN \( \Theta := \Theta - \{\sigma\} \);
4. ENDDO;
5. RETURN(\( \Theta \));

**Theorem 4.39.** Algorithm 4.4.2 computes a non-redundant cover for a set \( \Sigma \) of FDs and MVDs on some nested attribute \( N \) in time \( \mathcal{O}(n^4 \cdot s^2) \). \( \square \)

In the same way, we can generalise Algorithm 3.2.5 to decide whether a given subattribute of \( N \) is a superkey for \( N \) with respect to a set of FDs and MVDs defined on \( N \). Recall that \( X \) is a superkey for \( N \) with respect to a set \( \Sigma \) of FDs and MVDs on \( N \) if and only if \( \Sigma \models X \rightarrow N \) holds. This, however, is equivalent to \( N \leq X^+_\text{alg} \).
Algorithm 4.4.3 (Superkey)

Input: \( N \in NA \), set \( \Sigma \) of FDs and MVDs on \( N \), \( X \in Sub(N) \)

Output: \( \{\text{yes}, \text{if } X \text{ is a superkey for } N \text{ with respect to } \Sigma \}
\{\text{no}, \text{else} \}

Method:

1. Compute \( X_{\text{alg}}^+ \) using Algorithm 4.4.1 with input \((N, \Sigma, X)\);
2. IF \( N \subseteq X_{\text{alg}}^+ \) THEN RETURN(\text{yes})
   ELSE RETURN(\text{No});

Theorem 4.40. Algorithm 4.4.3 decides in time \( O(n^4 \cdot s) \) whether \( X \in Sub(N) \) is a superkey for \( N \) with respect to a set \( \Sigma \) of FDs and MVDs defined on \( N \).

4.5 The Class of Multi-valued Dependencies

Although the more general class of FDs and MVDs has been the object of study in this chapter it is also interesting to investigate the class of MVDs itself. The proofs of previous sections can be used to obtain minimal axiomatisations and solve the implication problem efficiently for the class of MVDs.

4.5.1 Axiomatisation

A sound and complete set of inference rules for MVDs in the context of relational databases has been provided in [32]. In Section 4.2 we have seen that the mixed meet rule and implication rule, i.e.,

\[
X \rightarrow Y \\
X \rightarrow Y \cap Y^c
\]

and

\[
X \rightarrow Y \\
X \rightarrow Y^c
\]

imply the soundness of the auto-complement rule

\[
\frac{X \rightarrow Y}{X \rightarrow Z} \leq Y \cap Y^c.
\]

The non-triviality of its side condition \( Z \leq Y \cap Y^c \) gives the following axiomatisation again a distinctive Brouwerian touch.

Theorem 4.41. The following inference rules

\[
\frac{X \rightarrow Y}{Y \leq X} \quad \frac{X \rightarrow Y}{X \rightarrow Y \cap Y^c} \quad \frac{X \rightarrow Y, Y \rightarrow Z}{X \rightarrow (Z \cup Y)}
\]

(reflexivity) (Brouwerian complement) (pseudo-transitivity)

\[
\frac{W \cup X \rightarrow V}{V \leq W} \quad \frac{X \rightarrow Y}{X \rightarrow Z \leq Y \cap Y^c} \quad \frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow (Y \cup Z)}
\]

(augmentation) (auto-complement) (multi-valued join)
are sound and complete for the implication of MVDs in the presence of records and lists.

It is easy to see that all rules from Theorem 4.41 apart from the auto-complement rules are natural extensions of rules in the RDM (compare [220, p. 80, 81]). Interpreting the auto-complement rule in relational databases means that the trivial MVD $X \rightarrow \emptyset$ can be derived from the MVD $X \rightarrow Y$, and is therefore not needed.

The soundness of the inference rules in Theorem 4.41 has already been proven. In order to show the completeness of these rules one can proceed as in the proof of Theorem 4.13. The instance that is used in this proof is generated from two tuples that coincide exactly on the closure $x^+$ of $X$ with respect to the set $\Sigma$ of FDs and MVDs given. It remains to clarify what $x^+$ looks like when $\Sigma$ does not contain any FDs.

**Lemma 4.42.** Let $N$ be a nested attribute, $X \in \text{Sub}(N)$ and $\Sigma$ be a set of MVDs defined on $N$. It follows that $X^+ = X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$.

*Proof.* The functional closure $X^+$ of $X$ under all inference rules for FDs and MVDs is defined by $X^+ = \bigcup\{Y : X \rightarrow Y \in \Sigma^+\}$. It is rather easy to see that $X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\} \subseteq X^+$. First, $X \rightarrow X \in \Sigma^+$ by the reflexivity axiom, and then $X \rightarrow (Y \cap Y^C) \in \Sigma^+$ for every $X \rightarrow Y \in \Sigma^+$ by the mixed meet rule. It remains to show that $X^+ \subseteq X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$ holds as well. Consider the proper chain $\Sigma = \Sigma^0 \subset \Sigma^1 \subset \cdots \subset \Sigma^n = \Sigma^+$ where $\Sigma^i$ results from $\Sigma^{i-1}$ by adding exactly one functional or multi-valued dependency which is not in $\Sigma^{i-1}$ and can be derived by applying one of the inference rules from Theorem 4.13 to dependencies in $\Sigma^{i-1}$. We further define $X^+_i = \bigcup\{Y : X \rightarrow Y \in \Sigma^i\}$ and show $X^+_i \subseteq X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$ for all $i \geq 0$ by induction. The case $i = 0$ is trivial as $\Sigma^0 = \Sigma$ does not contain any FDs, i.e., $X^+_0 = \emptyset$. We exhibit now every inference rule in turn, considering only inference rules which have an FD in the conclusion.

1. **Reflexivity Rule:** Say $X \rightarrow Y \in (\Sigma^{i+1} - \Sigma^i)$ with $Y \subseteq X$. We conclude by hypothesis that $Y \subseteq X \subseteq X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$.

2. **Extension Rule:** Suppose now that $X \rightarrow Y \in (\Sigma^{i+1} - \Sigma^i)$ where $Y = X \cup Z$ and $X \rightarrow Z \in \Sigma^i$ holds. The hypothesis tells us that $Z \subseteq X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$ holds. This, however, implies also $Y = X \cup Z \subseteq X \cup \bigcup\{Y \cap Y^C : X \rightarrow Y \in \Sigma^+\}$.

3. **Transitivity Rule:** Assume that $X \rightarrow Y \in (\Sigma^{i+1} - \Sigma^i)$ where $X \rightarrow Z, Z \rightarrow Y \in \Sigma^i$ hold. We conclude by hypothesis that $Z \subseteq X \cup \bigcup\{V \cap V^C : X \rightarrow V \in \Sigma^+\}$ and $Y \subseteq Z \cup \bigcup\{W \cap W^C : Z \rightarrow W \in \Sigma^+\}$ hold. This implies $Y \subseteq X \cup \bigcup\{V \cap V^C : X \rightarrow V \in \Sigma^+\}$ and $Y \subseteq Z \cup \bigcup\{W \cap W^C : Z \rightarrow W \in \Sigma^+\}$. We show that $\bigcup\{W \cap W^C : Z \rightarrow W \in \Sigma^+\} \subseteq Z \cup \bigcup\{V \cap V^C : X \rightarrow V \in \Sigma^+\}$
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holds which implies $Y \leq X \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$. Let $Z \rightarrow W \in \Sigma^+$. From $X \rightarrow Z \in \Sigma^+$ follows $X \rightarrow Z \in \Sigma^+$ by the implication rule. From $X \rightarrow Z, Z \rightarrow W \in \Sigma^+$ follows $X \rightarrow (W \cap Z) \in \Sigma^+$ by means of the pseudo-transitivity rule. Recall that $W \leq W \cap Z = Z \cap (W \cap Z)$ and $W^c \leq (W \cap Z)^c \leq Z \cup (W \cap Z)^c$ hold. It is then easy to see that

$$W \cap W^c \leq (Z \cup (W \cap Z)) \cap (Z \cup (W \cap Z)^c) = Z \cup ((W \cap Z) \cap (W \cap Z)^c)$$

holds as well which completes this case.

**Mixed Pseudo-Transitivity Rule:** Suppose $X \rightarrow (Y \cap Z) \in (\Sigma^{i+1} - \Sigma^i)$ where $X \rightarrow Z, Z \rightarrow Y \in \Sigma^i$ hold. We conclude by hypothesis that

$$Y \leq Z \cup \bigcup \{W \cap W^c : Z \rightarrow W \in \Sigma^+\}$$

holds. We need to show that $Y \rightarrow Z \leq X \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$ holds which is equivalent to $Y \leq X \cup Z \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$. We show that $\bigcup \{W \cap W^c : Z \rightarrow W \in \Sigma^+\} \leq Z \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$. Let $Z \rightarrow W \in \Sigma^+$. From $X \rightarrow Z \in \Sigma^+$ follows $X \rightarrow (W \cap Z) \in \Sigma^+$ by the multi-valued pseudo-transitivity rule. As in the previous case follows then $W \cap W^c \leq Z \cup ((W \cap Z) \cap (W \cap Z)^c)$. We conclude

$$Y \leq Z \cup \bigcup \{W \cap W^c : Z \rightarrow W \in \Sigma^+\}$$

$$\leq Z \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$$

$$\leq X \cup Z \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$$

which we had to prove.

**Mixed Meet Rule:** It remains to consider the case where $X \rightarrow Y \cap Y^c \in (\Sigma^{i+1} - \Sigma^i)$ where $X \rightarrow Y \in \Sigma^i$ holds. It follows then immediately that $Y \cap Y^c \leq X \cup \bigcup \{V \cap V^c : X \rightarrow V \in \Sigma^+\}$ holds. This concludes the proof.

4.5.2 Minimality

The proofs in Section 4.2 show that the inference rules from Theorem 4.41 are not minimal. In particular, it follows from Lemmata 4.15, 4.16, 4.17 and 4.18 that pseudo-difference rule, meet rule and augmentation rule are logically implied by reflexivity axiom, Brouwerian complement rule, pseudo-transitivity rule, multi-valued join rule and auto-complement rule. The independence of these rules from one another follows directly from the proofs of Lemmata 4.19, 4.23, 4.24, 4.26 and 4.27.

**Theorem 4.43.** Reflexivity axiom, Brouwerian complement rule, pseudo-transitivity rule, multi-valued join rule and auto-complement rule form a minimal, sound and complete set of inference rules for the implication of MVDs in the presence of records and lists.

Theorem 4.43 reveals again a difference to relational databases. It has been proven in [204] that reflexivity axiom, complementation rule and pseudo-transitivity rule form a minimal, sound and complete set. The auto-complement rule is of course not needed in
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relational databases, but the join rule is logically implied by \{reflexivity axiom, complementation rule, pseudo-transitivity rule\}. However, the situation is different in the presence of lists.

As in the more general case of FDs and MVDs one can replace the Brouwerian complement rule in Theorem 4.43 by the \( N \)-axiom \( \lambda \rightarrow N \). The proofs of Section 4.3 show that Brouwerian complement rule and \( N \)-axiom are equivalent in the presence of reflexivity axiom and pseudo-transitivity rule. Moreover, the independence of reflexivity axiom, \( N \)-axiom, pseudo-transitivity rule, multi-valued join rule and auto-complement rule from one another follows from the comments and proofs in Section 4.3 as well.

**Theorem 4.44.** Reflexivity axiom, \( N \)-axiom, pseudo-transitivity rule, multi-valued join rule and auto-complement rule form a minimal, sound and complete set of inference rules for the implication of MVDs in the presence of records and lists.

**Remark.** Although the set of inference rules in Theorem 4.44 is minimal in the sense of Definition 3.7 the side condition \( Y \leq X \) in the reflexivity axiom \( X \rightarrow Y \leq X \) can be weakened to \( Y \leq X, Y \in \text{Sub}_B(N) \). Let us call

\[
X \rightarrow Y \leq X, Y \in \text{Sub}_B(N)
\]

the membership-axiom. We show that the reflexivity axiom follows from \{membership-axiom, \( N \)-axiom, pseudo-transitivity rule, join rule\}.

If \( N = \lambda \), then the only instance of the reflexivity axiom is \( \lambda \rightarrow \lambda \) which is in this case also an instance of the \( N \)-axiom. We can therefore assume that \( N \neq \lambda \). Suppose \( X \neq \lambda \), say \( A \in \{ Z \leq X \mid Z \in \text{Sub}_B(N) \} \). We proceed by induction on the number \( n \) of elements in \( \{ Z \leq Y \mid Z \in \text{Sub}_B(N) \} \). If \( n = 0 \), then the inference schema is

\[
\begin{array}{c}
X \rightarrow A \leq X, A \in \text{Sub}_B(N) \quad A \rightarrow A \leq A, A \in \text{Sub}_B(N) \\
\hline
X \rightarrow \lambda
\end{array}
\]

where the pseudo-transitivity rule is used in the last step. Suppose \( Y = \bigcup\{ A_1, \ldots, A_n, A_{n+1} \} \). Note that \( A_i \leq X \) for \( i = 1, \ldots, n+1 \) as \( Y \leq X \). We then have the following inference schema

\[
\begin{array}{c}
X \rightarrow \bigcup\{ A_1, \ldots, A_n \} \quad \bigcup\{ A_1, \ldots, A_n \} \leq X \quad X \rightarrow A_{n+1} \leq X, A_{n+1} \in \text{Sub}_B(N) \\
\hline
X \rightarrow Y
\end{array}
\]

where the join rule is applied in the last step. It remains to consider the case where \( X = \lambda \). Note that \( N \rightarrow N \leq N \) follows from the previous case as \( N \neq \lambda \).

\[
\begin{array}{c}
\lambda \rightarrow N \quad N \rightarrow N \leq N \\
\hline
\lambda \rightarrow \lambda
\end{array}
\]
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The pseudo-transitivity rule is again applied in the last step. This shows that the reflexivity axiom follows from \{membership-axiom, N-axiom, pseudo-transitivity rule, join rule\}.

Following a similar line of reasoning one can show that the auto-complement rule can be weakened to

\[
\frac{X \rightarrow Y}{\frac{X \rightarrow Z}{\frac{X \rightarrow Y}{Z \leq Y \cap Y^c, Z \in SubB(N)}}}.
\]

The following inference rules

\[
\frac{X \rightarrow Y}{\frac{X \rightarrow Y}{X \subseteq Y, Y \in SubB(N)}} \quad \frac{\lambda \rightarrow N}{X \rightarrow (Z \cap Y)}
\]

\[
\frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow (Y \cup Z)} \quad \frac{X \rightarrow Y}{X \rightarrow Z \leq Y \cap Y^c, Z \in SubB(N)}
\]

are minimal, sound and complete for the implication of MVDs in the presence of records and lists.

### 4.5.3 Implication Problem

Finally, Algorithm 4.4.1 can be used to compute the dependency basis of some attribute \(X \in Sub(N)\) with respect to a set \(\Sigma\) of MVDs given. However, lines (7) to (14) can be omitted as FDs do not need to be considered. This results in the following algorithm.

**Algorithm 4.5.1 (Dependency Basis)**

**Input:** \(N \subseteq NA, X \in Sub(N)\), set \(\Sigma\) of MVDs on \(N\)

**Output:** \(\text{DepB}_{\text{alg}}(X)\)

**Method:**

\[
\begin{align*}
\text{VAR } & DB_{new}, DB_{old} \subseteq Sub(N), X_{new}, X_{old}, U, V, W, \tilde{U}, \tilde{V}, U' \in Sub(N); \\
(1) & X_{new} := X; \\
(2) & DB_{new} := \text{MaxB}(X_{cc}) \cup \{X^c\}; \\
(3) & \text{REPEAT} \\
(4) & X_{old} := X_{new}; \\
(5) & DB_{old} := DB_{new}; \\
(6) & \text{FOR each } U \rightarrow V \in \Sigma \text{ DO} \\
(7) & \tilde{U} := \cup\{W \in DB_{new} \mid \exists U'.U' \text{ possessed by } W, U' \not\subseteq X_{new}, U' \leq U\}; \\
(8) & \tilde{V} := V \setminus \tilde{U}; \\
(9) & \text{IF } \tilde{V} \neq \lambda \text{ THEN BEGIN} \\
(10) & X_{new} := X_{new} \cup (\tilde{V} \cap \tilde{V}^c); \\
(11) & \text{FOR each } W \in DB_{new} \text{ DO} \\
(12) & \text{IF } (\tilde{V} \cap W)^{cc} \neq \lambda \text{ AND } (\tilde{V} \cap W)^{cc} \neq W \text{ THEN} \\
(13) & DB_{new} := (DB_{new} - \{W\}) \cup \{\tilde{V} \setminus (W \setminus \tilde{V})^{cc}\};
\end{align*}
\]
The correctness of Algorithm 4.5.1 follows immediately from Theorem 4.37.

**Theorem 4.45.** Let \( N \in \mathcal{N} \setminus A \), \( X \in \text{Sub}(N) \) and \( \Sigma \) a set of MVDs on \( N \). Then Algorithm 4.5.1 always terminates and computes the dependency basis \( \text{DepB}(X) \) for \( X \) with respect to \( \Sigma \).}

The complexity analysis of Algorithm 4.4.1 in Section 4.4.3 determines also the complexity of Algorithm 4.5.1. It follows that the complexity of the implication problem for the class of MVDs has essentially the same complexity as the class of FDs and MVDs, as expected.

**Theorem 4.46.** Let \( N \in \mathcal{N} \setminus A \), \( \Sigma \) a set of MVDs on \( N \) and \( \sigma \) an MVD on \( N \). The implication problem whether \( \Sigma \models \sigma \) holds can be decided in time \( O(n^4 \cdot s) \).

### 4.5.4 A different Perspective for MVDs

MVDs have been defined as expressions \( X \rightarrow Y \) where \( X, Y \in \text{Sub}(N) \). Alternatively, we can view MVDs as expressions \( X \rightarrow Y \) where \( X, Y \in \mathcal{C}_N \) and \((\mathcal{C}_N, \subseteq, \cup, \cap, \neg_{\mathcal{C}_N}, J_N)\) is the Brouwerian algebra of closed subsets of the PO-space on the join-irreducible elements \( J_N \) of \( \text{Sub}(N) \). A set \( r \subseteq \text{dom}(N) \) satisfies the MVD \( X \rightarrow Y \) on \( \mathcal{C}_N \), denoted by \( \models_r X \rightarrow Y \), if and only if there is a \( t \in r \) with \( \pi_N^B(t) = \pi_N^B(t_1) \) for all \( B \in X \cup Y \) and \( \pi_N^B(t) = \pi_N^B(t_2) \) for all \( C \in X \cup (J_N \setminus \mathcal{C}_N Y) \) whenever \( \pi_N^A(t_1) = \pi_N^A(t_2) \) for all \( A \in X \) holds for any \( t_1, t_2 \in r \). This view can again be justified in the following sense. Lemma 3.9 shows that for all \( r \subseteq \text{dom}(N) \) we have \( \models_r X \rightarrow Y \) for \( X, Y \in \mathcal{C}_N \) if and only if \( \models_r \bigcup X \rightarrow \bigcup Y \) in terms of Definition 4.1. The minimal axiomatisation from Theorem 4.44 reads then as follows. The following inference rules

\[
\begin{align*}
X \rightarrow Y, Y \subseteq X & \quad \emptyset \rightarrow J_N \\
X \rightarrow Y, X \rightarrow Z & \quad X \rightarrow Y, Y \rightarrow Z, X \rightarrow Z \setminus c_N Y \\
X \rightarrow Y \cup Z & \quad Z \in \mathcal{C}_N, Z \subseteq Y \cap (J_N \setminus c_N Y)
\end{align*}
\]

are minimal, sound and complete for the implication of MVDs in the presence of records and lists.
4.6 Related and Future Work

MVDs have been studied very well in relational databases. The next goal is the proposal of a nested list normal form for nested attributes with respect to the class of MVDs and the class of FDs and MVDs, to semantically justify this proposal and generalise the decomposition approach. Research papers that may be used as guidelines are [103, 133, 289, 290]. The proposal of such a normal form can be found in Section 6.2 of this thesis. It is desirable to improve the running time of Algorithm 4.4.1 for deciding the implication of FDs and MVDs. Substantial research on that subject has again been done for relational databases and the papers [98, 118, 135, 152, 173, 223, 239, 277] may give some more information. The paper [216] proposes algorithms how to obtain reduced MVDs and minimal covers of sets of MVDs for relational databases. The concept of a pure set of FDs and MVDs was introduced in [154]. An MVD \( X \rightarrow Y \) of a set \( \Sigma \) of FDs and MVDs on a relation schema \( R \) is called pure iff it is non-trivial and neither \( X \rightarrow Y \) nor \( X \rightarrow (R - Y) \) are in \( \Sigma^+ \). A related definition aimed at factoring out MVDs which cannot be derived from FDs appears in the concept of an envelope set due to [301, 302] in a work on desirable 4NF decompositions. So-called conflict-free MVDs are introduced in [247]. MVDs of this class have the property that they allow a unique 4NF dependency preserving database schema. Moreover it is stated that non conflict-free sets of dependencies are inadequately specified. It is interesting to study these different notions in the context of complex object types.

Multi-valued dependencies have been the subject of data mining. In [242] two algorithms for the discovery of multi-valued dependencies from relations are presented. The top-down algorithm enumerates the hypotheses from the most general to more specific hypotheses which are checked on the input relation. The bottom-up algorithm first computes the invalid multi-valued dependencies. Starting with the most general dependencies, the algorithm iteratively refines the set of dependencies to conform with each particular invalid dependency. The implementation of the algorithms is analysed and some empirical results are presented. A different approach is proposed in [300].

Recent papers that study multi-valued dependencies in the context of XML are [286, 287]. The work in [286] introduces MVDs in XML (XMVDs) and justifies the definition by showing that for a general class of mappings from relations to XML, a relation satisfies an MVD if and only if the corresponding XML document satisfies the corresponding XMVD. As this justification of XMVDs already suggests, XMVDs provide semantics for XML documents that are exported or imported from relational databases. Therefore, XMVDs do not cover multi-valued dependencies among complex objects such as lists. The definition of XMVDs is again based on the notion of a path. The work in [287] proposes an extension of the well-known fourth normal form (4NF) from relational databases to XML in order to syntactically describe semantically well-designed XML documents with respect to XMVDs as studied in [286].

A conceptual treatment of MVDs is introduced in [266]. It is proposed that entity-relationship modelling techniques enable a more natural and intuitive way of handling MVDs. Based on the concept of competing MVDs it is proven in which case a unique entity-relationship schema representation exists. If MVDs are competing, then either one
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of the competing schemata is chosen or an approximation which combines the competing schemata can be used.

For more comments on future work see Section 6.2. Let us finally look at a further example of MVDs among complex objects. Suppose we store nucleotide sequences together with certain genes that occur in it, i.e. sequences of amino acids, and together with a certain base and the sequence of positions in which that base appears in the original nucleotide sequence. We may use the nested attribute

\[
\text{Genes(Sequence[Nucleotide], Gene[Amino-Acid], Occurs(Base, Position[Number]))}.
\]

There might be several genes encoded within the nucleotide sequence, and there are different bases together with a certain sequence of positions in which they occur. The set of genes, however, is independent from the set of bases and the corresponding sequence of occurrences. We therefore have the following MVDs

\[
\text{Genes(Sequence[Nucleotide])} \rightarrow \text{Genes(Gene[Amino-Acid])} \quad \text{and}
\]
\[
\text{Genes(Sequence[Nucleotide])} \rightarrow \text{Genes(Occurs(Base, Position[Number]))}.
\]

Moreover there are the FDs

\[
\text{Genes(Sequence[Nucleotide], Occurs(Base))} \rightarrow \text{Genes(Occurs(Position[Number]))} \quad \text{and}
\]
\[
\text{Genes(Sequence[Nucleotide], Occurs(Position[Number]))} \rightarrow \text{Genes(Occurs(Base))}.
\]

It appears that the chance of MVDs occurring among complex objects is as good as the chance of MVDs occurring among flat data. The techniques provided in this chapter may therefore help to cover more application domains.
Chapter 5

Functional Dependencies in the Presence of Lists, Sets and Multisets

This chapter is devoted to the study of FDs in the presence of multiple type constructors. In fact, the objective is to investigate all combinations of types illustrated in Figure 1.2.

We have seen in Chapter 3 that the theory of FDs can be generalised from the relational data model to the presence of the list constructor. The semantic behavior of such functional dependencies can be captured by a natural extension of Armstrong’s axioms to null, flat, record- and list-valued attributes.

The goal of this chapter is to investigate the impact of set and multiset constructor on the theory of FDs. Both, sets and multisets do not impose an order on their elements. It turns out that the extension rule is no longer sound in general, which results in a more complex notion of an FD. A syntactical condition for pairs of subattributes is introduced that characterises those pairs $X$ and $Y$ for which the values of projections on $X$ and $Y$ uniquely determine the value of the projection on their join $X \cup Y$. This leads to a more sophisticated set of sound and complete inference rules. In order to prove the completeness result the standard technique of constructing a certain two-element instance is used whose elements coincide exactly on a set of subattributes which is closed under inference. The construction of such an instance, however, becomes difficult in the presence of sets and multisets. While in the case of sets a few combinatorial arguments are used, the case of multisets requires further studies of the algebraic structure of nested attributes. Having proven the completeness of the set of inference rules it is shown that they are all independent from one another. In this sense none of the rules can be omitted without losing completeness. The first main result of this chapter provides minimal axiomatisations for FDs in the presence of all combinations of record, list, set and multiset type in which at least the record type is present.

The second objective is to study the implication problem for FDs in all the different contexts of record, list, set and multiset type. A provably-correct algorithm for computing the nested attribute closure for a set of subattributes is proposed that works in polynomial time in the number of subattributes and the number of FDs given.

The axiomatisation of FDs can be found in [145], [139] contains the axiomatisation of
5.1. AXIOMATISATION

In this section axiomatisability of FDs is studied in the presence of null, flat, record-, list-, set- and multiset-valued attributes.

5.1.1 The Failure of the Extension Rule

We start with an example that reveals the difficulty of dealing with sets or multisets.

Example 5.1. Suppose we store sets of tennis matches using the nested attribute

\[ \text{Tennis\{Match(Winner, Loser)\}}. \]

Consider the following instance \( r \) over Tennis\{Match(Winner, Loser)\}:

\[
\{ \{(Becker, Agassi), (Stich, McEnroe)\}, \\
\{(Becker, McEnroe), (Stich, Agassi)\} \}.
\]

The second element of this set results from the first by simply switching opponents. We can see that \( \text{Fr Tennis\{Match(Winner)\}} \rightarrow \text{Tennis\{Match(Loser)\}} \) holds. In fact, the set of winners \( \{\text{Becker, Stich}\} \) is the same for both elements and so is the set of losers \( \{\text{Agassi, McEnroe}\} \).

However, \( \not\text{Fr Tennis\{Match(Winner)\}} \rightarrow \text{Tennis\{Match(Winner, Loser)\}} \) since the matches stored in both elements are different from one another. The instance \( r \) is therefore a prime example for the failure of the extension rule

\[
X \rightarrow Y \\
\overline{X} \rightarrow X \sqcup Y
\]

in the presence of sets. The same is true for multisets as a set is just a multiset in which every element occurs exactly once. \( \square \)

Example 5.1 shows, in particular, that the current notion of functional dependency is insufficient in the context of sets and multisets. In general, values on subattributes do not determine the value on the join of these subattributes. This implies that instead of considering single subattributes as left- and right-hand sides of functional dependencies it becomes necessary to consider sets of subattributes. This motivates the following definition.

Definition 5.1. Let \( N \in \mathcal{N}A \) be a nested attribute. A functional dependency on \( N \) is an expression of the form \( X \rightarrow Y \) where \( X, Y \subseteq \text{Sub}(N) \) are non-empty. A set \( r \subseteq \text{dom}(N) \) satisfies the functional dependency \( X \rightarrow Y \) on \( N \), denoted by \( \models_r X \rightarrow Y \), if and only if \( \pi_X^Y(t_1) = \pi_X^Y(t_2) \) holds for all \( Y \in \mathcal{Y} \) whenever \( \pi_X^N(t_1) = \pi_X^N(t_2) \) holds for all \( X \in \mathcal{X} \) and any \( t_1, t_2 \in r \). \( \square \)
Clearly, the new definition of FDs has increased the level of expressiveness. The FD \( \Delta \rightarrow \{ L\{K(A,B)\}\} \) implies for instance the FD \( \Delta \rightarrow \{ L\{K(A,\lambda)\}, L\{K(\lambda,B)\}\} \) but not vice versa. In the same way the FD \( \{ L\{K(A,B)\}\} \rightarrow \Delta \) is implied by the FD \( \{ L\{K(A,\lambda)\}, L\{K(\lambda,B)\}\} \rightarrow \Delta \) but not vice versa.

The condition that \( \Delta, \Delta \subseteq \text{Sub}(N) \) are both non-empty is simply a matter of convenience and does not reduce the expressiveness. In fact, any two tuples have the same projection on \( \lambda \). The FD \( \Delta \rightarrow \emptyset \) is satisfied by any instance, but so is \( \Delta \rightarrow \{ \lambda \} \). On the other hand the FD \( \emptyset \rightarrow \Delta \) is satisfied by some instance \( r \) if and only if \( r \) satisfies \( \{ \lambda \} \rightarrow \Delta \).

We are now able to formalise the constraints for the retailer example from Section 1.2.2.

**Example 5.2.** Let \( N \) denote the nested attribute of Example 2.5 which was used as a schema for the retailer database. The set \( \Sigma \) of FDs on \( N \), informally described in Section 1.2.2, can be formally specified as follows:

1. Sales(Day) \( \rightarrow \) \( N \),
2. Sales(List[Order(Cart(Article(Title)))]) \( \rightarrow \) Sales(Sold{Product(Item)}),
3. Sales(List[Order(Cart(Article(Price)))]) \( \rightarrow \) Sales(List[Order(SubTotal)]),
4. Sales(List[Order(SubTotal)]) \( \rightarrow \) Sales(Total),
5. Sales(List[Order(Customer(Name))]) \( \rightarrow \) Sales(Sold{Product(CustName)}),
6. Sales(List[Order(Cart(Title)),Customer(Name)]) \( \rightarrow \)
   Sales(Sold{Product(Item,CustName)}),
7. Sales(List[\lambda]) \( \rightarrow \) Sales(NOrd), and Sales(NOrd) \( \rightarrow \) Sales(List[\lambda]),
8. Sales(List[Order(Cart(\lambda))]) \( \rightarrow \) Sales(NProd),
9. Sales(List[Order(Cart(\lambda),Customer(Address))]) \( \rightarrow \) Sales(NShip). \( \Box \)

The notions of implication (\( \models \)) and derivability (\( \vdash_R \)) with respect to a set \( \mathcal{R} \) of inference rules can be defined as in Section 3.1.2 where \( \mathcal{C} \) is now the class of FDs in the presence of null, flat, record-, list-, set- and multiset-valued attributes. As before it follows that finite and unrestricted implication coincide for this class of FDs.

### 5.1.2 Reconcilable Attributes

Example 5.1 shows that Definition 5.1 of a functional dependency \( \Delta \rightarrow \Delta \) on some nested attribute \( N \) cannot be simplified to an expression of the form \( \Delta \rightarrow \Delta \) with \( \Delta, \Delta \subseteq \text{Sub}(N) \). That is, values of projections on subattributes \( \Delta \) and \( \Delta \) do not determine the value of the projection on \( \Delta \cup \Delta \) in general. The reason for this is the set constructor, and the same reasoning applies to the multiset constructor. Before we introduce some inference rules for FDs we will give a sufficient condition when projections on subattributes \( \Delta \) and \( \Delta \) do determine the projection on \( \Delta \cup \Delta \).

**Definition 5.2.** Let \( N \in \mathcal{N} \mathcal{A} \). The subattributes \( \Delta, \Delta \in \text{Sub}(N) \) are reconcilable if and only if one of the following conditions is satisfied

- \( \Delta \leq \Delta \) or \( \Delta \leq \Delta \),
- $N = L(N_1, \ldots, N_k), X = L(X_1, \ldots, X_k), Y = L(Y_1, \ldots, Y_k)$ where $X_i$ and $Y_i$ are reconcilable for all $i = 1, \ldots, k$,
- $N = L(N'), X = L(X'), Y = L(Y')$ where $X'$ and $Y'$ are reconcilable.

Given $X, Y \in \text{Sub}(N)$ that are reconcilable and some $t \in \text{dom}(N)$ the projections $\pi^N_X(t)$ and $\pi^N_Y(t)$ determine $\pi^N_{X \cup Y}(t)$.

**Lemma 5.3.** Let $N \in \mathcal{NA}$, $X, Y \in \text{Sub}(N)$ reconcilable and $t_1, t_2 \in \text{dom}(N)$. If $\pi^N_X(t_1) = \pi^N_X(t_2)$ and $\pi^N_Y(t_1) = \pi^N_Y(t_2)$, then $\pi^N_{X \cup Y}(t_1) = \pi^N_{X \cup Y}(t_2)$.

**Proof.** We proceed by induction on the structure of $N$. If $Y \leq X$, then $X \cup Y = X$ and the statement follows from the assumption that $\pi^N_X(t_1) = \pi^N_X(t_2)$. If $X \leq Y$, then $X \cup Y = Y$ and the statement follows from the assumption that $\pi^N_Y(t_1) = \pi^N_Y(t_2)$. Let $N = L(N_1, \ldots, N_k), X = L(X_1, \ldots, X_k)$ and $Y = L(Y_1, \ldots, Y_k)$. Consequently, $t_1, t_2 \in \text{dom}(N)$ have the form $t_1 = (t^1_1, \ldots, t^1_k)$ and $t_2 = (t^2_1, \ldots, t^2_k)$ with $t_i \in \text{dom}(N_j)$ for $j = 1, \ldots, k$ and $i = 1, 2$. From $\pi^N_X(t_1) = \pi^N_X(t_2)$ follows $\pi^N_{X_i}(t^1_i) = \pi^N_{X_i}(t^2_i)$ for $i = 1, \ldots, k$ by definition of the projection function. Similarly follows $\pi^N_Y(t_1) = \pi^N_Y(t_2)$ for $i = 1, \ldots, k$ from $\pi^N_Y(t_1) = \pi^N_Y(t_2)$. The assumption that $X$ and $Y$ are reconcilable implies that $X_i$ and $Y_i$ are reconcilable for all $i = 1, \ldots, k$. Consequently, we conclude $\pi^N_{X_i \cup Y_i}(t^1_i) = \pi^N_{X_i \cup Y_i}(t^2_i)$ for $i = 1, \ldots, k$. This shows that

$$
\pi^N_{X \cup Y}(t_1) = (\pi^N_{X \cup Y_1}(t^1_1), \ldots, \pi^N_{X \cup Y_k}(t^1_k)) = (\pi^N_{X \cup Y_1}(t^2_1), \ldots, \pi^N_{X \cup Y_k}(t^2_k)) = \pi^N_{X \cup Y}(t_2)
$$

which we had to prove. It remains to consider the case where $N = L[N'], X = L[X'], Y = L[Y']$. Consequently, $t_1, t_2 \in \text{dom}(N)$ have the form $t_1 = [t^1_1, \ldots, t^1_k]$ and $t_2 = [t^2_1, \ldots, t^2_k]$ with $t^i_j \in \text{dom}(N')$ for $i = 1, \ldots, k$ and $j = 1, \ldots, l$. From $\pi^N_X(t_1) = \pi^N_X(t_2)$ follows $k = l$ and $\pi^N_{X_i}(t^1_i) = \pi^N_{X_i}(t^2_i)$ for $i = 1, \ldots, k$ by definition of the projection function. Similarly follows $\pi^N_Y(t_1) = \pi^N_Y(t_2)$ for $i = 1, \ldots, k$ from $\pi^N_Y(t_1) = \pi^N_Y(t_2)$. The assumption that $X$ and $Y$ are reconcilable implies that $X'$ and $Y'$ are reconcilable. Consequently, we conclude $\pi^N_{X' \cup Y'}(t^1_i) = \pi^N_{X' \cup Y'}(t^2_i)$ for $i = 1, \ldots, k$. This shows that

$$
\pi^N_{X \cup Y}(t_1) = [\pi^N_{X' \cup Y'}(t^1_1), \ldots, \pi^N_{X' \cup Y'}(t^1_k)] = [\pi^N_{X' \cup Y'}(t^2_1), \ldots, \pi^N_{X' \cup Y'}(t^2_k)] = \pi^N_{X \cup Y}(t_2)
$$

which we had to prove. If $N$ is a set-valued or multiset-valued attribute, then $X \leq Y$ or $Y \leq X$ according to Definition 5.2 of reconcilable subattributes.

We will see later on that this condition is exact, i.e., if the projections on $X$ and $Y$ do determine the projection on $X \cup Y$, then $X$ and $Y$ are necessarily reconcilable. In [139], where only record and set type have been studied, the term semi-disjoint was used instead of the term reconcilable. In that setting reconcilability of two nested attributes $X, Y \in \text{Sub}(N)$ means that there are $X' \leq X, Y' \leq Y$ with $X' \cap Y' = \lambda_N$ and $X' \cup Y' = X \cup Y$. 

---
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5.1. AXIOMATISATION

Definition 5.4. The generalised Armstrong axioms for FDs are

\[ \{X\} \rightarrow \{Y\} \quad Y \subseteq X, \quad X \rightarrow X \cup Y, \]
\[ X \rightarrow Y \iff X \rightarrow Y. \]

i.e., reflexivity axiom, subattribute axiom, extension rule, restricted join axiom and transitivity rule.

5.1.3 Soundness and Some Useful Inference Rules

We show that all FDs that can be derived from a given set \( \Sigma \) of FDs using any of the rules from Definition 5.4 are also implied by \( \Sigma \). This shows in particular that reconcilability is indeed a sufficient condition under which the join axiom is sound.

Proposition 5.5. The generalised Armstrong axioms are sound for the implication of FDs in the presence of records, lists, sets and multisets.

Proof. Let \( N \in \mathcal{N} \) and \( r \subseteq \text{dom}(N) \). First consider the reflexivity axiom, and let \( t_1, t_2 \in r \) with \( \pi_X(t_1) = \pi_X(t_2) \) for all \( X \in X \). Since \( Y \subseteq X \) this implies that \( \pi_Y(t_1) = \pi_Y(t_2) \) holds also for all \( Y \in Y \).

For the subattribute axiom let again \( t_1, t_2 \in r \) with \( \pi_X(t_1) = \pi_X(t_2) \). For \( Y \subseteq X \) follows \( \pi_Y(t_1) = \pi_Y(t_2) \) where \( \circ \) denotes the composition of functions. Consequently, \( \pi_Y(t_1) = \pi_Y(\pi_X(t_1)) = \pi_Y(\pi_X(t_2)) = \pi_Y(t_2) \).

In order to prove the extension rule let \( t_1, t_2 \in r \) with \( \pi_X(t_1) = \pi_X(t_2) \) for all \( X \in X \). Since \( \models_r X \rightarrow Y \) holds, it follows that \( \pi_Y(t_1) = \pi_Y(t_2) \) holds for all \( Y \in Y \). Consequently, \( \pi_Y(t_1) = \pi_Y(t_2) \) is true for all \( Z \in Z \).

For the restricted join axiom let \( X \) and \( Y \) be reconcilable, and \( r \subseteq \text{dom}(N) \). Let \( t_1, t_2 \in r \) with \( \pi_X(t_1) = \pi_X(t_2) \) and \( \pi_Y(t_1) = \pi_Y(t_2) \). Lemma 5.3 shows that also \( \pi_{X \cup Y}(t_1) = \pi_{X \cup Y}(t_2) \) holds. The soundness of the restricted join axiom follows.

For the proof of the transitivity rule let \( t_1, t_2 \in r \) with \( \pi_X(t_1) = \pi_X(t_2) \) for all \( X \in X \). Since \( \models_r X \rightarrow Y \) holds, we infer \( \pi_Y(t_1) = \pi_Y(t_2) \) for all \( Y \in Y \). Moreover, \( \models_r Y \rightarrow Z \) which implies \( \pi_Z(t_1) = \pi_Z(t_2) \) for all \( Z \in Z \). This proves that \( \models_r X \rightarrow Z \) holds as well.

Recall that the famous Armstrong axioms for the implication of FDs in the RDM consist of the reflexivity axiom, the extension rule and the transitivity rule with \( X, Y \) and \( Z \) being sets of flat attribute names. Subattribute and restricted join axiom, however, are not needed in the RDM since flat attribute names are not comparable anyway, i.e., form an anti-chain. We derive a couple of sound inference rules from the generalised Armstrong axioms which will be needed in the completeness proof.

Lemma 5.6. The following inference rules are derivable from the generalised Armstrong axioms, and hence are sound:

\[ \frac{X \rightarrow \{\lambda\}}{X \rightarrow \{X\}} \quad \frac{X \rightarrow Y, X \rightarrow Z}{X \rightarrow Y \cup Z} \quad \frac{X \rightarrow \{Z\}}{X \rightarrow \{X\}} \quad \frac{Y \subseteq Z}{X \rightarrow Y \iff X \rightarrow Y} \quad \frac{X \rightarrow Z}{X \rightarrow Y \iff Y \subseteq Z} \]
They are called \( \lambda \)-axiom, union rule, subattribute rule and subset rule, respectively.

**Proof.** Applications of any of these rules can be replaced by inferences using the generalised Armstrong axioms only.

\( \lambda \)-axiom: Every instantiation of \( \mathcal{X} \rightarrow \{\lambda\} \) in any derivation tree is an FD according to Definition 5.1. We can therefore assume that there is some \( X \in \mathcal{X} \) where \( X \) is used as a parameter for an element of \( \mathcal{X} \).

\[
\frac{\mathcal{X} \rightarrow \{X\} \subseteq \mathcal{X} \quad \{X\} \rightarrow \{\lambda\} \subseteq \mathcal{X}}{\mathcal{X} \rightarrow \{\lambda\}}
\]

union rule:

\[
\frac{\mathcal{X} \cup \mathcal{Y} \rightarrow \mathcal{X} \subseteq \mathcal{X} \cup \mathcal{Y} \quad \mathcal{X} \rightarrow \mathcal{Z}}{\mathcal{X} \cup \mathcal{Y} \rightarrow \mathcal{Z}}
\]

\[
\frac{\mathcal{X} \rightarrow \mathcal{Y} \\ \mathcal{X} \rightarrow \mathcal{X} \cup \mathcal{Y} \rightarrow \mathcal{X} \cup \mathcal{Y} \rightarrow \mathcal{X} \cup \mathcal{Y} \cup \mathcal{Z}}{\mathcal{X} \rightarrow \mathcal{Y} \cup \mathcal{Z}}
\]

subattribute rule:

\[
\frac{\mathcal{X} \rightarrow \{Z\} \quad \{Z\} \rightarrow \{Y\} \subseteq \{Y\}}{\mathcal{X} \rightarrow \{Y\}}
\]

subset rule:

\[
\frac{\mathcal{X} \rightarrow \mathcal{Z} \\ \mathcal{Z} \rightarrow \mathcal{Y} \subseteq \mathcal{Y}}{\mathcal{X} \rightarrow \mathcal{Y}}
\]

If one chooses to permit empty sets \( \mathcal{X}, \mathcal{Y} \) in the definition of FDs \( \mathcal{X} \rightarrow \mathcal{Y} \), then the \( \lambda \)-axiom is not implied by the generalised Armstrong axioms from Definition 5.4. In this case, the \( \lambda \)-axiom needs to be included in this set to achieve completeness.

**5.1.4 Completeness**

The idea for the completeness proof follows again the original lines of reasoning: for every \( \mathcal{X} \rightarrow \mathcal{Y} \notin \Sigma^+ \) a two element instance \( r = \{t_1, t_2\} \) is constructed which satisfies all FDs in \( \Sigma \), but does not satisfy \( \mathcal{X} \rightarrow \mathcal{Y} \). In fact, the projections of \( t_1 \) and \( t_2 \) will coincide on exactly those subattributes \( W \) which are in the closure \( \mathcal{X}^+ \) of \( \mathcal{X} \) with respect to \( \Sigma \). In order to construct this instance \( r \) we need some further preparations.

**Definition 5.7.** Let \( N \in \mathcal{N}A \). The identifying term \( \tau_N(X) \) of \( X \in \text{Sub}(N) \) is inductively defined as follows:

- \( \tau_\lambda(\lambda) = \text{o.k.} \)
- \( \tau_A(\lambda) = a, \tau_A(A) = a' \) with \( a, a' \in \text{dom}(A) \) and \( a \neq a' \) for \( A \in \mathcal{U} \),
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- $\tau_{L(N_1,\ldots,N_k)}(L(M_1,\ldots,M_k)) = (\tau_{N_1}(M_1),\ldots,\tau_{N_k}(M_k))$,
- $\tau_{L(N)}(\{M\}) = \{\tau_{N}(M)\}$ and $\tau_{L(N)}(\lambda) = \emptyset$,
- $\tau_{L(N)}(L(M)) = (\tau_{N}(M))$ and $\tau_{L(N)}(\lambda) = (\lambda)$,
- $\tau_{L(N)}(L[M]) = [\tau_{N}(M)]$ and $\tau_{L(N)}(\lambda) = [\lambda]$.

Figure 5.1 shows the subattributes $X$ of $K\{L(A, M[N(B, C)])\}$ together with their identifying terms.

![Diagram showing identifying terms](image)

Fig. 5.1. Identifying Terms of the Algebra $K\{L(A, M[N(B, C)])\}$

The problem is now the construction of the two element instance where the difficult cases are set- and multiset-valued attributes. In order to deal with these cases some technical lemmata are proven first.

**Technical Lemmata.** We establish some results on the projection of identifying terms. If the projection of $Y$'s identifying term on $X$ is the same as the projection of $X$'s identifying term on $X$, then is $X$ necessarily a subattribute of $Y$:

**Lemma 5.8.** Let $N \in NA$ and $X, Y \in \text{Sub}(N)$. Then $\pi_X^N(\tau_N(Y)) = \pi_X^N(\tau_N(X))$ implies $X \leq Y$.

**Proof.** We will show the contraposition by induction on $N$. From $X \not\leq Y$ follows $X \neq \lambda$.

Let $N = A$ be flat attribute. For $X \not\leq Y$ it remains to consider the case where $X = A$ and $Y = \lambda$. Then $\pi_X^N(\tau_N(Y)) = \tau_A(\lambda) = a$ and $\pi_X^N(\tau_N(X)) = \tau_A(A) = a'$. This shows $\pi_X^N(\tau_N(Y)) \neq \pi_X^N(\tau_N(X))$.

Let $N = L(N_1,\ldots,N_k), X = L(X_1,\ldots,X_k)$ and $Y = L(Y_1,\ldots,Y_k)$. From $X \not\leq Y$ follows $X_i \not\leq Y_i$ for some $i$ with $1 \leq i \leq k$. We conclude that $\pi_{X_i}^{N_i}(\tau_{N_i}(Y_i)) \neq \pi_{X_i}^{N_i}(\tau_{N_i}(X_i))$ holds by hypothesis. However, since $\pi_X^N(\tau_N(Y)) = \pi_X^N(\tau_N(X))$ is equivalent to the fact that
\[\pi^N_{X_j}(\tau_N(Y_j)) = \pi^N_{X_j}(\tau_N(X_j))\] holds for all \(j = 1, \ldots, k\) the statement of the lemma follows for this case.

Let \(N = L\{N'\}\). Then we distinguish between two cases. First, let \(Y = \lambda\) and \(X = L\{X'\}\). Then we have

\[\begin{align*}
\pi^N_X(\tau_N(X)) &= \pi^{L(N')}_{L(X')}(<\pi^{L(N')}_{L(X')} \{\tau_{N'}(X')\}>) \\
&= \{\pi^{N'}_{X'}(\tau_{N'}(X'))\},
\end{align*}\]

but

\[\pi^N_X(\tau_N(Y)) = \pi^{L(N')}_{L(X')}(<\pi^{L(N')}_{L(X')} \{\tau_{N'}(\lambda)\}>) = \pi^{L(N')}_{L(X')}(\emptyset) = \emptyset.
\]

It remains the case where \(Y = L\{Y'\}\) and \(X = L\{X'\}\). From \(X' \subseteq Y'\) follows \(\pi^N_{X'}(\tau_{N'}(Y')) \neq \pi^N_{X'}(\tau_{N'}(X'))\) by hypothesis. It follows that

\[\begin{align*}
\pi^N_X(\tau_N(Y)) &= \{\pi^N_{X'}(\tau_{N'}(Y'))\} \\
&\neq \{\pi^N_{X'}(\tau_{N'}(X'))\} = \pi^N_X(\tau_N(X)).
\end{align*}\]

The proof for the remaining cases of multiset- and list-valued attributes are completely analogous to the case of set-valued attributes. \(\square\)

The projection of \(X\)'s identifying term on \(Y\) is the projection of \(X \cap Y\)'s identifying term on \(Y\):

**Lemma 5.9.** For \(N \in \mathcal{NA}, X, Y \in \text{Sub}(N)\) holds \(\pi^Y_N(\tau_N(X)) = \pi^N_Y(\tau_N(X \cap Y))\).

**Proof.** If \(Y = \lambda\), then there is nothing to show. If \(N = Y\), then \(X \cap Y = X \cap N = X\). If \(X \leq Y\), then \(X \cap Y = X\). In both cases the lemma is obviously true.

We proceed by induction on \(N\). The cases where \(N = \lambda\) or \(N\) is a flat attribute follow from the considerations above. Suppose \(N = L(N_1, \ldots, N_k), Y = L(Y_1, \ldots, Y_k)\) and \(X = L(X_1, \ldots, X_k)\). We compute

\[\begin{align*}
\pi^N_Y(\tau_N(X)) &= (\pi^{N_1}_{Y_1}(\tau_{N_1}(X_1)), \ldots, \pi^{N_k}_{Y_k}(\tau_{N_k}(X_k))) \\
&= (\pi^{N_1}_{Y_1}(\tau_{N_1}(X_1 \cap Y_1)), \ldots, \pi^{N_k}_{Y_k}(\tau_{N_k}(X_k \cap Y_k))) \\
&= \pi^N_Y(\tau_N(X \cap Y)).
\end{align*}\]

Let \(N = L\{N'\}, Y = L\{Y'\}\) and \(X = L\{X'\}\). It follows

\[\begin{align*}
\pi^N_Y(\tau_N(X \cap Y)) &= \pi^{L(N')}_{L(Y')}(\tau_{L(N')}(<\pi^{L(N')}_{L(X')} \{\tau_{N'}(X')\} >)) \\
&= \pi^{L(N')}_{L(Y')}(\tau_{L(N')}(<\pi^N_{Y'}(\tau_N(X')) >)) \\
&= \{\pi^N_{Y'}(\tau_N(X'))\} \\
&= \pi^N_{Y'}(\tau_N(X)).
\end{align*}\]

The proof for the remaining cases of multiset- and list-valued attributes are completely analogous to the case of set-valued attributes. \(\square\)
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The general construction of the desired two element instance is given in Lemma 5.14. While inductive arguments can be used for record- and list-valued attributes the elements for set- and multiset-valued attributes must be constructed directly. This is due to the notion of reconcilability.

The Case of Sets. The construction in the case of set-valued attributes \( L\{P\} \) is based on the following idea. Given some ideal \( \mathcal{Y} \) of subattributes of \( P \), one element contains exactly the identifying terms of subattributes in \( \mathcal{Y} \) while the other element contains the identifying terms of all subattributes of \( P \).

Lemma 5.10. Let \( N = L\{P\} \in \mathcal{N}A \), and \( \emptyset \neq \mathcal{X} \subseteq \text{Sub}(N) \) an ideal with respect to \( \subseteq \). Then there are \( t_N, t'_N \in \text{dom}(N) \) with \( \pi_N^N(t_N) = \pi_N^N(t'_N) \) if and only if \( W \in \mathcal{X} \).

Proof. Since \( \mathcal{X} \neq \emptyset \) is an ideal we have \( \lambda \in \mathcal{X} \). Let \( \mathcal{X} = \{L\{X\} : X \in \mathcal{Y}\} \cup \{\lambda\} \) for some \( \mathcal{Y} \subseteq \text{Sub}(P) \). Let \( t_N = \{\tau_P(X) : X \leq P\} \) and \( t'_N = \{\tau_P(X) : X \in \mathcal{Y}\} \). For \( W = \lambda \) we obviously have \( \pi_N^N(t_N) = \emptyset = \pi_N^N(t'_N) \). Let now be \( W = L\{V\} \). We need to show that

\[
\{\pi_V^P(\tau_P(X)) : X \leq P\} = \{\pi_V^p(\tau_P(X)) : X \in \mathcal{Y}\} \text{ if and only if } V \in \mathcal{Y}
\]

holds. It is always true that \( \{\pi_V^P(\tau_P(X)) : X \in \mathcal{Y}\} \subseteq \{\pi_V^p(\tau_P(X)) : X \leq P\} \) holds since \( \mathcal{Y} \subseteq \text{Sub}(P) \).

We show first that \( V \in \mathcal{Y} \) implies \( \{\pi_V^P(\tau_P(X)) : X \leq P\} \subseteq \{\pi_V^p(\tau_P(X)) : X \in \mathcal{Y}\} \). Let \( V \in \mathcal{Y} \). We show that for all \( X \leq P \) there is some \( Y \in \mathcal{Y} \) with \( \pi_V^P(\tau_P(X)) = \pi_V^p(\tau_P(Y)) \).

If \( X \in \mathcal{Y} \), then obviously take \( Y = X \). If \( X \notin \mathcal{Y} \), then take \( Y = X \cap V \). We conclude \( \pi_V^p(\tau_P(X)) = \pi_V^p(\tau_P(Y)) \) by Lemma 5.9. Certainly, \( Y \in \mathcal{Y} \) since \( \mathcal{Y} \) is an \( \subseteq \)-ideal.

It remains to show that \( \{\pi_V^P(\tau_P(X)) : X \in \mathcal{Y}\} \subseteq \{\pi_V^p(\tau_P(X)) : X \leq P\} \), if \( V \notin \mathcal{Y} \). Let \( V \notin \mathcal{Y} \). Since \( \mathcal{Y} \) is an ideal it follows that all \( X \leq P \) with \( V \leq X \) also satisfy \( X \notin \mathcal{Y} \). Hence, \( \tau_P(X) \notin t'_N \) for all \( X \) with \( V \leq X \leq P \). Suppose there was some \( X \in \mathcal{Y} \) with \( \pi_V^p(\tau_P(X)) = \pi_V^p(\tau_P(Y)) \). Using Lemma 5.8 we infer \( V \leq X \) and therefore \( \tau_P(X) \notin t'_N \). This is a contradiction since \( \tau_P(X) \in t'_N \) for all \( X \in \mathcal{Y} \) holds. Consequently, \( \pi_V^p(\tau_P(X)) \neq \pi_V^p(\tau_P(Y)) \) for all \( X \notin \mathcal{Y} \). We conclude that \( \pi_V^p(\tau_P(V)) \notin \{\pi_V^p(\tau_P(X)) : X \leq P\} \) and \( \pi_V^p(\tau_P(V)) \notin \{\pi_V^p(\tau_P(X)) : X \in \mathcal{Y}\} \). This concludes the proof.

Example 5.3. Consider the nested attribute \( N = K\{L(A, M [O(B, C)])\} \) together with the FDs \( K\{L(A)\} \rightarrow K\{L(M [O(B)])\} \) and \( K\{L(A)\} \rightarrow K\{L(M [O(C)])\} \). The closure \( \mathcal{X}^+ \) of \( \mathcal{X} = K\{L(A)\} \) with respect to these FDs is illustrated in Figure 5.2.

We generate two elements \( t_N, t'_N \) which coincide exactly on the elements of \( \mathcal{X}^+ \). Following the proof of Lemma 5.10, \( t_N = \{\tau_{L(A, M [O(B, C)])}(X) : X \leq L(A, M [O(B, C)])\} \) is

\[
\{(a', [(b', c')]); (a, [(b', c')]); (a', [(b, c')]); (a', [(b, c)]); (a, [(b, c)]); (a, [(b, c)]) \}
\]

and \( t'_N = \{\tau_{L(A, M [O(B, C)])}(Y) : Y \in \mathcal{Y}\} \) is

\[
\{(a, [(b', c')]); (a, [(b, c')]); (a, [(b, c)]); (a', []); (a, []) \}
\]

The projections \( \pi_N^N(t) \) and \( \pi_N^N(t') \) for \( W \in \text{Sub}(N) \) are:
Fig. 5.2. The closure $X^+$ of $X = K\{L(A)\}$

<table>
<thead>
<tr>
<th>$W$</th>
<th>$\pi_W^N(t_N)$</th>
<th>$\pi_W^N(t'_N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K{L(M(O(B)))}$</td>
<td>${(ok, [(b', ok)]); (ok, [(b, ok)]); (ok, [\ ])}$</td>
<td>${(a', ok); (a, ok)}$</td>
</tr>
<tr>
<td>$K{L(M(O(C)))}$</td>
<td>${(ok, [(ok, c')])(ok, [(ok, c')]); (ok, [\ ])}$</td>
<td>${(a, [(ok, ok)]); (a', [\ ]); (a', [\ ]); (a', [\ ])}$</td>
</tr>
<tr>
<td>$K{L(A)}$</td>
<td>${(ok, [(b, c')]); (ok, [(b', c')]); (ok, [(b', c')]); (ok, [(b, c')]); (ok, [(ok, ok)]); (ok, [(ok, ok)]); (ok, [(ok, ok)]); (ok, [(ok, ok)])}$</td>
<td>${(a, [(ok, ok)]); (a, [\ ]); (a', [\ ]); (a', [\ ]); (a', [\ ])}$</td>
</tr>
<tr>
<td>$K{L(M(O(B, C)))}$</td>
<td>${(ok, [(b, c')]); (ok, [(b', c')]); (ok, [(b', c')]); (ok, [(b, c')]); (ok, [(ok, ok)]); (ok, [(ok, ok)]); (ok, [(ok, ok)]); (ok, [(ok, ok)])}$</td>
<td>${(a, [(ok, ok)]); (a, [\ ]); (a', [\ ]); (a', [\ ]); (a', [\ ])}$</td>
</tr>
</tbody>
</table>

Indeed, $t_N$ and $t'_N$ coincide on all maximal elements of $X^+$, and therefore on all elements of $X^+$. Furthermore, $t_N$ and $t'_N$ deviate on all minimal attributes of $Sub(N)$ which are not in $X^+$.

The Case of Multisets. The strategy used for set-valued attributes does not work for multiset-valued attributes since multiple occurrences of projections do not vanish in a multiset. At this point it helps to look deeper into the structure of nested attributes. In fact, the relativised subalgebra $(Sub(X), \leq, \sqcup, \sqcap, \cdot, X)$ with respect to $X \sqcap X_1 \sqcap \cdots \sqcap X_k$ is Boolean where $X_1, \ldots, X_k$ are the $\leq$-maximal subattributes of $X \in Sub(N)$.

Let $X, Y \in Sub(N)$ with $X \leq Y$. Then $[X, Y] = \{Z \in Sub(N) : X \leq Z \leq Y\}$ is called an interval of $Sub(N)$, [9, 101].

**Lemma 5.11.** Let $N \in NA$ and $X \in Sub(N)$. Let $\{X_1, \ldots, X_k\}$ be the set of all $\leq$-maximal proper subattributes of $X$. Then $(0_X, X), \leq, \sqcup, \sqcap, (\cdot, 0_X, X)$ forms a Boolean algebra where $0_X = X \sqcap X_1 \sqcap \cdots \sqcap X_k$ and $\overline{Y} = (X \cdot Y) \sqcup 0_X$ for all $Y \in [0_X, X]$.

**Proof.** The order $\leq$, meet $\sqcap$ and join $\sqcup$ in $(0_X, X), \leq, \sqcap, \sqcup$ are the respective restrictions of order, meet and join from $(Sub(N), \leq, \sqcap, \sqcup)$ to $[0_X, X]$. $0_X, X$ is closed under meet $\sqcap$, 
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join $\sqcup$ and complement $\bar{\cdot}$. It remains to show that $Y = (X \dashv Y) \sqcup 0_X$ defines indeed the complement of $Y \in [0_X, X]$.

We show that $Y \cap (X \dashv Y) \leq 0_X$ holds for all $Y \in [0_X, X]$. If $Y = X$, then $Y \cap (X \dashv Y) = \lambda_Y \leq 0_X$. If $Y = 0_X$, then $Y \cap (X \dashv Y) = 0_X \leq 0_X$. For every other $Y \in [0_X, X]$ we have then $Y = X_{i_1} \sqcap \cdots \sqcap X_{i_n}$ where $\{1, \ldots, k\}$ is the disjoint union of the two non-empty sets $\{i_1, \ldots, i_n\}$ and $\{j_1, \ldots, j_m\}$. Since $(X_{i_1} \sqcap \cdots \sqcap X_{i_n}) \sqcap (X_{j_1} \sqcap \cdots \sqcap X_{j_m}) = (X_{i_1} \sqcup X_{j_1}) \sqcap \cdots \sqcap (X_{i_n} \sqcup X_{j_m}) = X$ holds (the join of two different maximal proper subattributes of $X$ is always $X$) we have $X \dashv Y \leq X_{j_1} \sqcap \cdots \sqcap X_{j_m}$. We conclude that $Y \cap (X \dashv Y) \leq X_{i_1} \sqcap \cdots \sqcap X_{i_n} \sqcap X_{j_1} \sqcap \cdots \sqcap X_{j_m} = X_1 \sqcap \cdots \sqcap X_k = X \sqcap X_1 \sqcap \cdots \sqcap X_k = 0_X$.

It follows then that $Y \sqcup Y = Y \sqcup (X \dashv Y) \sqcup 0_X = X \sqcup Y \sqcup 0_X = X$, and $Y \cap Y = Y \cap ((X \dashv Y) \sqcup 0_X) = (Y \cap (X \dashv Y)) \sqcup (Y \cap 0_X) \leq 0_X \sqcup 0_X = 0_X$. This completes the proof.$\square$

We are going to prove the existence of two elements which deviate in their projections on exactly all elements of a principal filter, i.e., on all elements in the shaded area of the left picture in Figure 5.3.

![Fig. 5.3. Illustration of Lemma 5.12](image)

The idea is to use a bijection between the intervals $[0_Y, Y \cap U]$ and $[Y \cap U, Y]$. The meet of $Y$ and some $\leq$-maximal subattribute $U$ of $Y$ that is not in the principal filter of $Y$, however, is always the complement of some atom. This is illustrated in the right-hand picture of Figure 5.3. One multiset contains the identifying terms of all attributes from the even levels of $([0_Y, Y], \leq)$, the other multiset contains the identifying terms of all attributes from the odd levels of $([0_Y, Y], \leq)$. The $k$th level of $([0_Y, Y], \leq)$ is defined as the set of all elements in $[0_Y, Y]$ that have distance $k$ to $0_Y$ in the Hasse diagram of $([0_Y, Y], \leq)$, see also [9, 101].

**Lemma 5.12.** Let $N = L(M) \in \mathcal{N}A$ and $\lambda \neq X = L(Y) \leq N$. Then there are $t_1, t_2 \in \text{dom}(N)$ with $\pi_W^N(t_1) \neq \pi_W^N(t_2)$ for $W \in \text{Sub}(N)$ if and only if $X \leq W$. 
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Proof. Let \( ([0_Y, Y], \leq, \cap, \cup, (\cdot), 0_Y, Y) \) be the Boolean algebra according to Lemma 5.11 where \([0_Y, Y]\) contains \(2^k\) elements. Let \(L_i\) denote the \(i\)th level of \(([0_Y, Y], \leq)\) for \(i = 0, \ldots, k\). Then we define \(t_1 = \langle \tau_M(Z) : Z \in L_i, i \text{ even} \rangle\) and \(t_2 = \langle \tau_M(Z) : Z \in L_i, i \text{ odd} \rangle\). Note that \(t_2 = \langle \rangle\), if \(k = 0\).

First, it follows that \(\pi^M_V(\tau_M(Y))\) is an element of either \(\pi^N_Y(t_1)\) or \(\pi^N_Y(t_2)\). If \(\pi^M_Y(\tau_M(Y)) = \pi^M_V(\tau_M(Z))\) holds for some \(Z \leq M\), then \(Y \leq Z\) by Lemma 5.8. The elements \(t_1\) and \(t_2\), however, have only identifying terms of subattributes \(Z \leq Y\) as members. We conclude that \(\pi^M_Y(\tau_M(Y)) \neq \pi^M_V(\tau_M(Z))\) for \(Z \neq Y\). This shows that \(\pi^N_Y(t_1) \neq \pi^N_Y(t_2)\), and therefore also \(\pi^N_W(t_1) \neq \pi^N_W(t_2)\) whenever \(X \leq W\).

It remains to show that \(\pi^N_W(t_1) = \pi^N_W(t_2)\) holds whenever \(X \not\leq W\) holds. It is sufficient to show that \(\pi^N_Y(t_1) = \pi^N_Y(t_2)\) holds for all \(\leq\)-maximal subattributes \(V \in \text{Sub}(N)\) with \(X \not\leq V\). This is obvious if \(V = \lambda\). Let therefore be \(V = L(U)\) where \(U\) is a \(\leq\)-maximal subattribute \(U \in \text{Sub}(M)\) with \(X \not\leq U\).

We show first that \(Y \cap U\) is always a \(\leq\)-maximal proper subattribute of \(Y\). Suppose there is some \(Z\) with \(Y \cap U < Z < Y\). If \(U = Z \cup U\), then

\[
U \cap Y = (Z \cup U) \cap Y = (Z \cap Y) \cup (U \cap Y) = Z \cup (U \cap Y) = \bar{Z}
\]

and this contradicts \(U \cap Y < Z\). This shows \(U < Z \cup U\). If \(Y < Z \cup U\), then \(Y < Z \leq U \cap Y < Z\). This means \(Y \leq Z\) which gives the contradiction \(Z < Y \leq Z\). We conclude that \(U < Z \cup U\) and \(Y \not\leq Z \cup U\). This contradicts the \(\leq\)-maximality of \(U\) with \(Y \not\leq U\) and shows that \(Z = Y \cap U\) or \(Z = Y\), i.e., \(Y \cap U\) is indeed a \(\leq\)-maximal proper subattribute of \(Y\). This implies that \(Y \cap U\) is always the complement of an atom of \(([0_Y, Y], \leq)\).

Let \([0_Y, Y \cap U], [Y \cap U, Y]\) denote the intervals between \(0_Y\) and \(Y \cap U\), and \(Y \cap U\) and \(Y\), respectively. The mapping \(Z \mapsto Z \cup Y \cap U\) from \([0_Y, Y \cap U]\) to \([Y \cap U, Y]\) is bijective with inverse \(Z \mapsto Z \cap (Y \cap U)\). Since \(Y \cap U\) is an atom we have \(\tau_M(Z \cup Y \cap U) \in t_2\) whenever \(\tau_M(Z) \in t_1\), and vice versa. The situation is illustrated in the right picture of Figure 5.3.

It is now sufficient to show that \(\pi^M_U(\tau_M(Z)) = \pi^M_U(\tau_M(Z \cup Y \cap U))\) for \(Z \in [0_Y, Y \cap U]\). We have

\[
\begin{align*}
\pi^M_U(\tau_M(Z)) &= \pi^M_U(\tau_M(Z \cup 0_Y)) \quad (Z = Z \cup 0_Y) \\
&= \pi^M_U(\tau_M((Z \cap U) \cup (Y \cap U \cap Y \cap U))) \quad (Z = Z \cap U, Y \cap U \cap Y \cap U = 0_Y) \\
&= \pi^M_U(\tau_M((Z \cap U) \cup (Y \cap U \cap U))) \\
&= \pi^M_U(\tau_M((Z \cap Y \cap U) \cap U)) \quad (Y \cap U \cap Y = Y \cap U) \\
&= \pi^M_U(\tau_M(Z \cup Y \cap U)) \quad \text{(Distributivity)}
\end{align*}
\]

where the last equation follows from Lemma 5.9. \(\Box\)

For the general construction we pick all \(\leq\)-minimal subattributes \(M_i\) that are not in the ideal \(\mathcal{X}\) and form the union over all multisets given by the previous lemma on all generated principal filters. This is illustrated by Figure 5.4.

Lemma 5.13. Let \(N = L(P) \in \mathcal{N}_A\) and \(\emptyset \neq \mathcal{X} \subseteq \text{Sub}(N)\) an ideal with respect to \(\leq\). Then there are \(t_N, t'_N \in \text{dom}(N)\) with \(\pi^N_W(t_N) = \pi^N_W(t'_N)\) if and only if \(W \in \mathcal{X}\).
5.1. AXIOMATISATION

Fig. 5.4. Illustration of Lemma 5.13

Proof. Let \( \{M_1, \ldots, M_n\} \subseteq Sub(N) \) be the set of all \( \leq \)-minimal subattributes of \( N \) with \( M_i \notin \mathcal{X} \). Since \( \lambda \in \mathcal{X} \) holds it follows that \( M_i \neq \lambda \) for all \( i = 1, \ldots, n \). According to Lemma 5.12, and for all \( i = 1, \ldots, n \), there are \( t_{M_i}, t'_{M_i} \in dom(N) \) with \( \pi^N(t_{M_i}) \neq \pi^N(t'_{M_i}) \) if and only if \( M_i \leq Z \). Define \( t_N = \bigcup_{i=1}^n t_{M_i} \) and \( t'_N = \bigcup_{i=1}^n t'_{M_i} \), where the union is taken over multisets. If \( W \in \mathcal{X} \) holds, then \( M_i \notin W \) for all \( i = 1, \ldots, n \) and, consequently \( \pi^N_W(t_{M_i}) = \pi^N_W(t'_{M_i}) \) holds for all \( i = 1, \ldots, n \) as well. This implies \( \pi^N_W(t_N) = \pi^N_W(t'_N) \). If \( W \notin \mathcal{X} \) holds, then there is some \( j \) with \( 1 \leq j \leq n \) such that \( M_j \leq W \) holds. The element \( \pi^N_W(t_N(M_j)) \), however, is member of exactly one of \( \pi^N_W(t_N), \pi^N_W(t'_N) \) by the construction. This implies \( \pi^N_W(t_N) \neq \pi^N_W(t'_N) \). Consequently, \( \pi^N_W(t_N) = \pi^N_W(t'_N) \) if and only if \( W \in \mathcal{X} \). \( \square \)

EXAMPLE 5.4. We will illustrate the construction for multisets. Consider the nested attribute \( N = L(M) \) with \( M = K(J[A], O\{P(B, Q\{A\})\}) \). The structure of \( (Sub(M), \leq) \) is illustrated in Figure 5.5 where labels have been omitted.

Let \( \mathcal{X} = \{L(X) : X \in \mathcal{Y}\} \) where \( \mathcal{Y} \) is the ideal that consists of all subattributes of \( M \) which are circled in Figure 5.5. The \( \leq \)-minimal subattributes \( V \in Sub(N) \) with \( V \notin \mathcal{X} \) are \( V_1 = L(K(J[\lambda], O\{P(B, Q\{\lambda\})\})) \) and \( V_2 = L(K(J[A], O\{P(\lambda, \lambda)\})) \). The structures of \( ([K(\lambda, O\{P(\lambda, \lambda)\})], K(J[\lambda], O\{P(B, Q\{\lambda\})\})), \leq) \) and \( ([K(J[\lambda, \lambda]), K(J[A], O\{P(\lambda, \lambda)\}))], \leq) \) are illustrated in Figure 5.6.

According to Lemma 5.12 the following elements are chosen:

\[
\begin{align*}
t'_1 &= \langle ([], \{(b', \emptyset)\}); ([], \{(b', \{c\}\}) \rangle; ([a], \{(b, \emptyset)\}); ([a], \{(b, \{c\})\}) \rangle \\
t'_2 &= \langle ([], \{(b', \emptyset)\}); ([], \{(b', \{c\}\}) \rangle; ([a], \{(b, \emptyset)\}); ([a], \{(b', \{c\})\}) \rangle \\
t''_1 &= \langle ([a], \emptyset); ([a'], \{(b, \emptyset)\}) \rangle \\
t''_2 &= \langle ([a], \{(b, \emptyset)\}); ([a'], \emptyset) \rangle.
\end{align*}
\]

Finally, and according to Lemma 5.13 one chooses

\[
\begin{align*}
t_N &= t'_1 \cup t''_1 = \langle ([], \{(b, \emptyset)\}); ([], \{(b', \{c\}\}) \rangle; ([a], \{(b', \emptyset)\}); ([a], \{(b, \{c\})\}) \rangle; \rangle \\
t'_N &= t'_2 \cup t''_2 = \langle ([], \{(b', \emptyset)\}); ([], \{(b, \{c\}\}) \rangle; ([a], \{(b, \emptyset)\}); ([a], \{(b', \{c\})\}) \rangle; \rangle \\
&\quad \cup ([a], \{(b, \emptyset)\}); ([a'], \emptyset) \rangle.
\end{align*}
\]

One can verify then that \( \pi^N_W(t_N) = \pi^N_N(t'_N) \) for all \( \leq \)-maximal \( W \in \mathcal{X} \), i.e., \( W \in \{L(K(\lambda, O\{P(B, Q\{C\})\})), L(K(J[\lambda], O\{P(B, \lambda)\})), L(K(J[\lambda], O\{P(\lambda, Q\{\lambda\})\})), L(K(J[A], \lambda))\} \). Furthermore, \( \pi^N_W(t_N) \neq \pi^N_N(t'_N) \) and \( \pi^N_N(t_N) \neq \pi^N_V_2(t'_N) \). \( \square \)
The Main Lemma. The main lemma is now a mix of the previous lemmata on set- and multiset-valued attributes as well as induction arguments for record- and list-valued attributes.

Lemma 5.14. Let \( N \in \mathcal{N}A \), and \( \emptyset \neq \mathcal{X} \subset \text{Sub}(N) \) an ideal with respect to \( \leq \) with the property that for reconcilable \( X, Y \in \mathcal{X} \) also \( X \sqcup Y \in \mathcal{X} \) holds. Then there are \( t_N, t'_N \in \text{dom}(N) \) with \( \pi^N_W(t_N) = \pi^N_W(t'_N) \) if and only if \( W \in \mathcal{X} \).

Proof. The proof is done by induction on \( N \). The case \( N = \lambda \) is trivial. If \( N = A \) is a flat attribute, then there are two cases \( \mathcal{X} = \{ \lambda \} \) and \( \mathcal{X} = \{ \lambda, A \} \) to consider. In the first case we choose \( t_A = a, t'_A = a' \) with \( a, a' \in \text{dom}(A) \) and \( a \neq a' \), in the second case \( t_A = a = t'_A \).
Consider now the case where \( N = L(N_1, \ldots, N_k) \). For every \( X \in \mathcal{X} \) we have \( X = (X \cap L(N_1)) \cup \cdots \cup (X \cap L(N_k)) \). Consequently, \( \mathcal{X}_i = \{ X \cap L(N_i) : X \in \mathcal{X} \} \) is a non-empty ideal in \( \text{Sub}(L(N_i)) \) for every \( i = 1, \ldots, k \). Let \( X_i, Y_i \in \mathcal{X}_i \) be reconcilable. Then \( X_i = X \cap L(N_i) \) and \( Y_i = Y \cap L(N_i) \) for some \( X, Y \in \mathcal{X} \). Since \( \mathcal{X} \) is an ideal it follows from \( X_i \leq X \) and \( Y_i \leq Y \) that \( X_i, Y_i \in \mathcal{X} \), too. We conclude that \( X_i \cup Y_i \in \mathcal{X} \) since \( \mathcal{X} \) is closed under the join of reconcilable elements. Since \( X_i \cup Y_i \in \mathcal{X} \) it follows that \( (X_i \cup Y_i) \cap L(N_i) = X_i \cup Y_i \in \mathcal{X}_i \) by definition of \( \mathcal{X}_i \). That is, \( \mathcal{X}_i \) is also closed under the join of reconcilable elements. We know by hypothesis that for all \( i = 1, \ldots, k \) there are \( t_{L(N_i)}, t'_{L(N_i)} \in \text{dom}(L(N_i)) \) with \( \pi_{L(W_i)}(t_{L(N_i)}) = \pi_{L(W_i)}(t'_{L(N_i)}) \) if and only if \( L(W_i) \in \mathcal{X}_i \) holds. Now we choose \( t_N = (t_{L(N_1)}, \ldots, t_{L(N_k)}) \) and \( t'_N = (t'_{L(N_1)}, \ldots, t'_{L(N_k)}) \) and have the equivalence of \( \pi^N_W(t_N) = \pi^N_W(t'_N) \) if and only if \( W \in \mathcal{X} \) with \( \pi_{L(W_i)}(t_{L(N_i)}) = \pi_{L(W_i)}(t'_{L(N_i)}) \) if and only if \( L(W_i) \in \mathcal{X}_i \) holds for \( i = 1, \ldots, k \).

Suppose \( N = L[N'] \). Then \( \mathcal{X} = \{ M[N'] : M \in \mathcal{Y} \} \cup \{ \lambda \} \) for an ideal \( \mathcal{Y} \subseteq \text{Sub}(N') \). If \( \mathcal{Y} = \emptyset \), then \( \mathcal{X} = \{ \lambda \} \). Define \( t_N = [], t'_N = [n'] \in \text{dom}(N) \) for some \( n' \in \text{dom}(N') \). For \( \lambda \neq W \in \text{Sub}(N) \), say \( W = L[N'] \), we have then \( \pi^N_W(t_N) = [] \neq [\pi^N_M(n')] = \pi^N_W(t'_N) \). This implies \( \pi^N_W(t_N) = \pi^N_W(t'_N) \) if and only if \( W = \lambda \). Suppose \( \mathcal{Y} \neq \emptyset \) and \( X', Y' \in \mathcal{Y} \) are reconcilable. It follows that \( L[X'], L[Y'] \in \mathcal{X} \) are also reconcilable. Consequently, \( L[X' \cup Y'] = L[X'] \cup L[Y'] \) is an ideal in \( \mathcal{X} \) by assumption, and \( X' \cup Y' \in \mathcal{Y} \). The hypothesis tells us that there are \( t_{N'}, t'_{N'} \in \text{dom}(N) \) with \( \pi^N_{W'}(t_{N'}) = \pi^N_{W'}(t'_{N'}) \) if and only if \( W' \in \mathcal{Y} \). We define \( t_N = [t_{N'}], t'_N = [t'_{N'}] \in \text{dom}(N) \). First, \( \pi^N_X(t_N) = \pi^N_X(t'_N) \) holds, and \( \lambda \in \mathcal{X} \). For \( \lambda \neq W \in \text{Sub}(N) \), say \( W = L[W'] \), we obtain

\[
\pi^N_W(t_N) = [\pi^N_W(t_{N'})] = [\pi^N_W(t'_{N'})] = \pi^N_W(t'_N) \quad \text{iff} \quad W' \in \mathcal{Y} \quad \text{iff} \quad W \in \mathcal{X}.
\]

The remaining cases of set- and multiset-valued attributes are covered by Lemma 5.10 and Lemma 5.13, respectively.

The Main Theorem. As before, the key idea is now to take any \( \mathcal{X} \rightarrow \mathcal{Y} \not\in \Sigma^+ \) and to construct an instance which satisfies all dependencies in \( E \), but does not satisfy \( \mathcal{X} \rightarrow \mathcal{Y} \). The proof is based on the same idea that was used in the case of the RDM, but makes also use of the fact that \( \mathcal{X}^+ \) (the closure of \( \mathcal{X} \) under derivation of FDs from \( \Sigma \)) is a non-empty ideal that is closed under the join of reconcilable attributes.

Theorem 5.15. The generalised Armstrong axioms are sound and complete for the implication of FDs in the presence of records, lists, sets and multisets.

Proof. Soundness has been established in Proposition 5.5. We show the completeness. Let \( N \in \mathcal{N} \) and \( \Sigma \) be a set of FDs on \( N \). Let \( \mathcal{X} \rightarrow \mathcal{Y} \) be an FD on \( N \) with \( \mathcal{X} \rightarrow \mathcal{Y} \not\in \Sigma^+ \). Define \( \mathcal{X}^+ = \{ Z : \mathcal{X} \rightarrow \{ Z \} \in \Sigma^+ \} \). Then \( \lambda \in \mathcal{X}^+ \) according to the \( \lambda \)-axiom. The derivability of the union rule implies that \( \mathcal{X} \rightarrow \mathcal{X}^+ \in \Sigma^+ \) holds. If \( \mathcal{Y} \) was a subset of \( \mathcal{X}^+ \), the subset rule would imply that \( \mathcal{X} \rightarrow \mathcal{Y} \in \Sigma^+ \), a contradiction to our assumption. Hence, \( \mathcal{Y} \not\subseteq \mathcal{X}^+ \), i.e., there is some \( Z \in \mathcal{Y} \) with \( Z \not\in \mathcal{X}^+ \). According to the subattribute rule \( \mathcal{X}^+ \) is an ideal with respect to \( \subseteq \). Moreover, if \( U, V \in \mathcal{X}^+ \) are reconcilable, then the
restricted join axiom implies that \( U \cup V \in X^+ \), too. Therefore, using Lemma 5.14 we define \( r = \{ t_1, t_2 \} \subseteq \text{dom}(N) \) by

\[
\pi_W^N(t_1) = \pi_W^N(t_2) \quad \text{if and only if} \quad W \in X^+ \tag{12}
\]

holds. It is immediate that \( \not\models_r X \to \{ Z \} \), and this implies \( \not\models_r X \to Y \) by definition. It remains to show that \( \models_r \Sigma \). Therefore, take any \( U \to V \in \Sigma \).

- If \( U \not\subseteq X^+ \), then \( \pi_W^N(t_1) \neq \pi_W^N(t_2) \) for some \( U \in U \) by (12). Obviously, \( \models_r U \to V \).

- If \( U \subseteq X^+ \), then \( \pi_W^N(t_1) = \pi_W^N(t_2) \) for all \( U \in U \) by (12). Since \( X \to X^+ \in \Sigma^+ \) it follows from the subset rule that also \( X \to U \in \Sigma^+ \) holds. Applying the transitivity rule again results in \( X \to V \in \Sigma^+ \). The subset rule guarantees that \( V \subseteq X^+ \). We conclude by (12) that \( \pi_W^N(t_1) = \pi_W^N(t_2) \) holds for all \( V \in V \). This shows \( \models_r U \to V \).

As \( \Sigma^* = \{ X \to Y \mid \Sigma \models X \to Y \} \), it follows that \( \models_r \Sigma^* \). Therefore, \( X \to Y \not\in \Sigma^* \). This proves the completeness. \( \square \)

5.1.5 A Note on Reconcilability

We demonstrate that reconcilability of \( X \) and \( Y \) is an exact condition for the soundness of the restricted join axiom \( \{ X, Y \} \to \{ X \cup Y \} \). This means that one cannot find a weaker sufficient condition for that rule to hold. Proposition 5.5 already implies that reconcilability is a sufficient condition. If \( X \) and \( Y \) are not reconcilable, then we show that there is some instance \( r \) with \( \not\models_r \{ X, Y \} \to \{ X \cup Y \} \). It is then sufficient to find an ideal \( Y \) satisfying the properties of Lemma 5.14 and where \( X, Y \in Y \), but \( X \cup Y \not\in Y \). This guarantees the existence of \( t_N, t'_N \) with \( \pi_W^N(t_N) = \pi_W^N(t'_N) \) if and only if \( W \in Y \). The desired \( r \) is then \( \{ t_N, t'_N \} \).

Lemma 5.16. Let \( N \in \mathcal{N}A \) and \( X, Y \in \text{Sub}(N) \). Then \( Y = \{ U \cup V : U \leq X, V \leq Y, U \text{ and } V \text{ are reconcilable} \} \) is a non-empty ideal with respect to \( \leq \) and for all \( S, T \in Y \) that are reconcilable follows \( S \cup T \in Y \).

Proof. \( Y \) is non-empty as \( \lambda \in Y \) holds. We show that \( Y \) is an ideal with respect to \( \leq \). Let \( S \in Y \), i.e., \( S = U \cup V \) with \( U \leq X, V \leq Y \) and \( U, V \) are reconcilable. Let \( T \leq S \). Then \( T = S \cap T = (U \cup V) \cap T = (U \cap T) \cup (V \cap T) \) where \( U \cap T \leq U \leq X \) and \( V \cap T \leq V \leq Y \) holds. We show that \( U \cap T, V \cap T \) are reconcilable, and conclude that \( T \in Y \). We proceed by induction on reconcilable nested attributes. If \( U \leq V \), then \( U \cap T \leq V \cap T \). Similarly, if \( V \leq U \), then \( V \cap T \leq U \cap T \). If \( T = \lambda \), then \( U \cap T = V \cap T \). Let \( N = L(N_1, \ldots, N_k), U = L(U_1, \ldots, U_k), V = L(V_1, \ldots, V_k) \) and \( T = L(T_1, \ldots, T_k) \). Since \( U, V \) are reconcilable it follows that \( U_i, V_i \) are reconcilable for all \( i = 1, \ldots, k \). Consequently, \( U_i \cap V_i \) and \( V_i \cap T_i \) are also reconcilable for \( i = 1, \ldots, k \). The reconcilability of \( U \cap T \) and \( V \cap T \) follows from the fact that \( U \cap T = L(U_1 \cap T_1, \ldots, U_k \cap T_k) \) and \( V \cap T = L(V_1 \cap T_1, \ldots, V_k \cap T_k) \). Let \( N = L[N'], U = L[U'], V = L[V'] \) and \( T = L[T'] \). Then \( U', V' \) are reconcilable by definition, and \( U' \cap T', V' \cap T' \) are reconcilable as well. Since \( U \cap T = L[U' \cap T'] \) and \( V \cap T = L[V' \cap T'] \) it is proven that \( U \cap T \) and \( V \cap T \) are indeed reconcilable.
It remains to show that $\mathcal{Y}$ is closed under the join of reconcilable elements. Let $S, T \in \mathcal{Y}$ be reconcilable. We proceed again by induction on the definition of reconcilable nested attributes in order to show that $S \cup T \in \mathcal{Y}$ holds as well. Note that this is true, if $X = \lambda$ or $Y = \lambda$. If $S \leq T$, then $S \cup T = T \in \mathcal{Y}$, and if $T \leq S$, then $S \cup T = S \in \mathcal{Y}$. Let $N = L(N_1, \ldots, N_k), X = L(X_1, \ldots, X_k), Y = L(Y_1, \ldots, Y_k)$. It follows that $\mathcal{Y} = \{L(M_1, \ldots, M_k) : M_i \in \mathcal{Y}_i\}$ where $\mathcal{Y}_i = \{U_i \cup V_i : U_i \leq X_i, V_i \leq Y_i \text{ and } U_i, V_i \text{ are reconcilable}\}$ is a non-empty ideal for every $i = 1, \ldots, k$. Let $S, T \in \mathcal{Y}$ be reconcilable. Then $S = L(S_1, \ldots, S_k), T = L(T_1, \ldots, T_k)$ with $S_i, T_i \in \mathcal{Y}_i$ for $i = 1, \ldots, k$. Furthermore, $S_i, T_i$ are reconcilable. We know that $S_i \sqcup T_i \in \mathcal{Y}_i$ holds for every $i = 1, \ldots, k$, and therefore $S \cup T = L(S_1, \ldots, S_k) \cup L(T_1, \ldots, T_k) = L(S_1 \sqcup T_1, \ldots, S_k \sqcup T_k) \in \mathcal{Y}$ which proves this case.

Let $N = L[N'], X = L[X'], Y = L[Y']$. It follows that $\mathcal{Y} = \{L[M] : M \in \mathcal{Y}'\} \cup \{\lambda\}$ where $\mathcal{Y}' = \{U' \cup V' : U' \leq X', V' \leq Y' \text{ and } U', V' \text{ are reconcilable}\}$ is a non-empty ideal. If $\mathcal{Y}' = \emptyset$, then $\mathcal{Y} = \{\lambda\}$ and $S \cup T = \lambda \in \mathcal{Y}$. Let $S, T \in \mathcal{Y}$ be reconcilable, say $S \sqcup T \in \mathcal{Y}_i$ for every $i = 1, \ldots, k$. Consequently, $S', T' \in \mathcal{Y}_i$, and the reconcilability of $S', T'$ follows from the reconcilability of $S, T$. We know that $S' \sqcup T' \in \mathcal{Y}_i$ which means that $S \cup T = L[S'] \cup L[T'] = L[S' \sqcup T'] \in \mathcal{Y}$ holds. □

5.2 Minimality

We will investigate whether the generalised Armstrong axioms form a minimal, sound and complete set of inference rules for the implication of FDs in the sense of Definition 3.7.

Lemma 5.17. The reflexivity axiom is independent from $\mathcal{R} = \{\text{subattribute axiom, extension rule, restricted join axiom, transitivity rule}\}$.

Proof. Let $N = L[A], \Sigma = \emptyset$ and $\sigma = \{\lambda, L[\lambda], L[A]\} \rightarrow \{\lambda\}$. We present $\Sigma^+_\mathcal{R}$ by the following table where the row names denote the left-hand side $X$, and the column names denote the right-hand side $Y$ of an FD $X \rightarrow Y$. An FD $X \rightarrow Y$ belongs to $\Sigma^+_\mathcal{R}$ if and only if the entry at row $X$ and column $Y$ is a cross $\times$.

<table>
<thead>
<tr>
<th>{\lambda}</th>
<th>{L[\lambda]}</th>
<th>{L[A]}</th>
<th>{\lambda, L[\lambda]}</th>
<th>{\lambda, L[A]}</th>
<th>{L[\lambda], L[A]}</th>
<th>{\lambda, L[\lambda], L[A]}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\lambda}</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{L[\lambda]}</td>
<td></td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{L[A]}</td>
<td></td>
<td></td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{\lambda, L[\lambda]}</td>
<td></td>
<td></td>
<td></td>
<td>$\times$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{\lambda, L[A]}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>{L[\lambda], L[A]}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\times$</td>
</tr>
<tr>
<td>{\lambda, L[\lambda], L[A]}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We can see that $\sigma \notin \Sigma^+_\mathcal{R}$. However, as $\{\lambda\} \subseteq \{\lambda, L[\lambda], L[A]\}$ we conclude that $\sigma$ can be inferred from $\Sigma$ using the reflexivity axiom. □

Lemma 5.18. The subattribute axiom is independent from $\mathcal{R} = \{\text{reflexivity axiom, extension rule, restricted join axiom, transitivity rule}\}$.
5.2. MINIMALITY

Proof. Let \( N = L(A), \Sigma = \emptyset \) and \( \sigma = \{L(A)\} \rightarrow \{\lambda\} \). The following table represents \( \Sigma^+_\mathcal{R} \).

<table>
<thead>
<tr>
<th></th>
<th>{\lambda}</th>
<th>{L(A)}</th>
<th>{\lambda, L(A)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\lambda}</td>
<td>\times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{L(A)}</td>
<td>\times</td>
<td>\times</td>
<td></td>
</tr>
<tr>
<td>{\lambda, L(A)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
</tbody>
</table>

We can see that \( \sigma \notin \Sigma^+_\mathcal{R} \). However, as \( \lambda \leq L(A) \) we conclude that \( \sigma \) can be inferred from \( \Sigma \) using the subattribute axiom.

Lemma 5.19. The extension rule is independent from \( \mathcal{R} = \{\text{reflexivity axiom, subattribute axiom, restricted join axiom, transitivity rule}\} \).

Proof. Let \( N = L(A), \Sigma = \emptyset \) and \( \sigma = \{L(A)\} \rightarrow \{\lambda, L(A)\} \). The following table represents \( \Sigma^+_\mathcal{R} \).

<table>
<thead>
<tr>
<th></th>
<th>{\lambda}</th>
<th>{L(A)}</th>
<th>{\lambda, L(A)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\lambda}</td>
<td>\times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{L(A)}</td>
<td>\times</td>
<td>\times</td>
<td></td>
</tr>
<tr>
<td>{\lambda, L(A)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
</tbody>
</table>

We can see that \( \sigma \notin \Sigma^+_\mathcal{R} \). However, as \( \{L(A)\} \rightarrow \{\lambda\} \in \Sigma^+_\mathcal{R} \) we conclude that \( \sigma \) can be inferred from \( \Sigma \) using the extension rule and \( \mathcal{R} \). \( \square \)

Lemma 5.20. The restricted join axiom is independent from \( \mathcal{R} = \{\text{reflexivity axiom, subattribute axiom, extension rule, transitivity rule}\} \).

Proof. Let \( N = L(A, B), \Sigma = \emptyset \) and \( \sigma = \{L(A), L(B)\} \rightarrow \{L(A, B)\} \). We compute \( \Sigma^+_\mathcal{R} \) by the tables

<table>
<thead>
<tr>
<th></th>
<th>{\lambda}</th>
<th>{L(A)}</th>
<th>{L(B)}</th>
<th>{L(A, B)}</th>
<th>{\lambda, L(A)}</th>
<th>{\lambda, L(B)}</th>
<th>{\lambda, L(A, B)}</th>
<th>{L(A), L(B)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\lambda}</td>
<td>\times</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{L(A)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(A)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(A), L(B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(A), L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(B), L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(A), L(B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(A), L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{L(A), L(B), L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
<tr>
<td>{\lambda, L(L(A), L(B), L(A, B)}</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
<td>\times</td>
</tr>
</tbody>
</table>
and

\[
\begin{array}{|c|c|c|c|}
\hline
\{\lambda\} & \{L(A), L(A, B)\} & \{L(B), L(A, B)\} & \{\lambda, L(A), L(B)\} \\
\hline
\{L(A)\} & \times & \times & \times \\
\{L(B)\} & \times & \times & \times \\
\{L(A, B)\} & \times & \times & \times \\
\{\lambda, L(A)\} & \times & \times & \times \\
\{\lambda, L(B)\} & \times & \times & \times \\
\{\lambda, L(A, B)\} & \times & \times & \times \\
\{L(A), L(B)\} & \times & \times & \times \\
\{L(A), L(A, B)\} & \times & \times & \times \\
\{L(B), L(A, B)\} & \times & \times & \times \\
\{\lambda, L(A), L(A, B)\} & \times & \times & \times \\
\{\lambda, L(A), L(B)\} & \times & \times & \times \\
\{\lambda, L(A), L(A, B), L(A, B)\} & \times & \times & \times \\
\hline
\end{array}
\]

We can see that \(\sigma \notin \Sigma^+_{\mathcal{R}}\). However, as \(L(A)\) and \(L(B)\) are reconcilable, we conclude that \(\sigma\) can be inferred from \(\Sigma\) using the restricted join axiom.

\[\square\]

**Lemma 5.21.** The transitivity rule is independent from \(\mathcal{R} = \{\text{reflexivity axiom, subattribute axiom, extension rule, restricted join axiom}\}\).

**Proof.** Let \(N = L\{A\}, \Sigma = \emptyset\) and \(\sigma = \{L\{\lambda\}, L\{A\}\} \rightarrow \{\lambda\}\). The following table represents \(\Sigma^+_{\mathcal{R}}\).
We can see that $\sigma \notin \Sigma_{\mathcal{R}}^+$. However, $\{L(\lambda), L(A)\} \rightarrow \{\lambda\}$ can be inferred from $\{L(\lambda), L(\lambda)\} \rightarrow \{L(\lambda)\}, \{L(\lambda)\} \rightarrow \{\lambda\} \in \Sigma_{\mathcal{R}}^+$ by the transitivity rule. We conclude that $\sigma$ can be inferred from $\Sigma$ using the transitivity rule and $\mathcal{R}$.

It is interesting to note that in every of the previous lemmata trivial FDs have been identified as witnesses for the independence of the respective inference rule, i.e., FDs that follow from the empty set of FDs specified.

The previous lemmata prove the following main result. It shows that there is no proper subset of the generalised Armstrong axioms which forms also a complete set of inference rules for the implication of FDs.

**Theorem 5.22.** The generalised Armstrong axioms form a minimal, sound and complete set of inference rules for the implication of FDs in the presence of records, lists, sets and multisets.

### 5.3 Minimal Axiomatizations for all Combinations

Theorem 5.22 captures the implication of FDs in the presence of all types considered in this section. It is now interesting to ask what the minimal axiomatisations for all subsets of the set of all four types are. The extended abstract [139] presented an axiomatisation of FDs in the presence of records and sets. The generalised Armstrong axioms from Definition 5.4 are in fact already all needed to capture implication in the presence of these two types. The proofs in Section 5.2 show now that this axiomatisation is also minimal.

Multisets behave similar to sets in the sense that elements of a multiset are not ordered. Values on the join of two subattributes are therefore not determined by the values on the individual subattributes. An axiomatisation of FDs in the presence of records and multisets is again given by the generalised Armstrong axioms. Moreover, the proofs in Section 5.2 are completely analogous, if set-valued attributes are replaced by multiset-valued attributes. Therefore, the axiomatisation is even minimal.

The situation becomes easier if only records and lists are considered. Here the join axiom is valid in unrestricted form due to the fact that elements of a list are totally ordered. This means that it is sufficient to consider FDs of the form $X \rightarrow Y$ where $X$ and $Y$ are subattributes of some nested attribute $N$. Sets of subattributes are no longer required as all elements of the set can be joined without changing the semantics. As shown

<table>
<thead>
<tr>
<th>${\lambda}$</th>
<th>${L(\lambda)}$</th>
<th>${L(A)}$</th>
<th>${\lambda, L(\lambda)}$</th>
<th>${\lambda, L(A)}$</th>
<th>${L(\lambda), L(A)}$</th>
<th>${\lambda, L(\lambda), L(A)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We can see that $\sigma \notin \Sigma_{\mathcal{R}}^+$. However, $\{L(\lambda), L(A)\} \rightarrow \{\lambda\}$ can be inferred from $\{L(\lambda), L(\lambda)\} \rightarrow \{L(\lambda)\}, \{L(\lambda)\} \rightarrow \{\lambda\} \in \Sigma_{\mathcal{R}}^+$ by the transitivity rule. We conclude that $\sigma$ can be inferred from $\Sigma$ using the transitivity rule and $\mathcal{R}$. 

It is interesting to note that in every of the previous lemmata trivial FDs have been identified as witnesses for the independence of the respective inference rule, i.e., FDs that follow from the empty set of FDs specified.

The previous lemmata prove the following main result. It shows that there is no proper subset of the generalised Armstrong axioms which forms also a complete set of inference rules for the implication of FDs.

**Theorem 5.22.** The generalised Armstrong axioms form a minimal, sound and complete set of inference rules for the implication of FDs in the presence of records, lists, sets and multisets.

### 5.3 Minimal Axiomatizations for all Combinations

Theorem 5.22 captures the implication of FDs in the presence of all types considered in this section. It is now interesting to ask what the minimal axiomatisations for all subsets of the set of all four types are. The extended abstract [139] presented an axiomatisation of FDs in the presence of records and sets. The generalised Armstrong axioms from Definition 5.4 are in fact already all needed to capture implication in the presence of these two types. The proofs in Section 5.2 show now that this axiomatisation is also minimal.

Multisets behave similar to sets in the sense that elements of a multiset are not ordered. Values on the join of two subattributes are therefore not determined by the values on the individual subattributes. An axiomatisation of FDs in the presence of records and multisets is again given by the generalised Armstrong axioms. Moreover, the proofs in Section 5.2 are completely analogous, if set-valued attributes are replaced by multiset-valued attributes. Therefore, the axiomatisation is even minimal.

The situation becomes easier if only records and lists are considered. Here the join axiom is valid in unrestricted form due to the fact that elements of a list are totally ordered. This means that it is sufficient to consider FDs of the form $X \rightarrow Y$ where $X$ and $Y$ are subattributes of some nested attribute $N$. Sets of subattributes are no longer required as all elements of the set can be joined without changing the semantics. As shown
in Chapter 3 the implication of FDs can be captured by a generalisation of Armstrong’s original axioms. We can therefore summarise the results on the axiomatisability of FDs in the presence of various type constructors in the following theorem.

**Theorem 5.23.** The Armstrong axioms, i.e.,

\[
\begin{align*}
X \rightarrow Y & \leq X, \\
X \rightarrow Y & \leq X \cup_N Y, \\
X \rightarrow Y, Y \rightarrow Z & \leq X \rightarrow Z
\end{align*}
\]

form a minimal, sound and complete set of inference rules for the implication of FDs in the presence of records, and in the presence of records and lists.

Let \( \mathcal{T} \) be any non-empty subset of \{lists, sets, multisets\} apart from \{lists\}. The generalised Armstrong axioms, i.e.,

\[
\begin{align*}
X \rightarrow Y & \leq X, \\
\{X\} \rightarrow \{Y\} & \leq X, \\
X \rightarrow X \cup \{Y\} & \leq X, \\
\{X, Y\} \rightarrow \{X \cup_N Y\} & \leq X, \\
Y \text{ reconcilable,} & \\
X \rightarrow Y, Y \rightarrow Z & \leq X \rightarrow Z
\end{align*}
\]

form a minimal, sound and complete set of inference rules for the implication of FDs in the presence of records and \( \mathcal{T} \).

In terms of Figure 1.1, Theorem 5.23 extends the knowledge on the class of FDs and the problem of axiomatisability along the data type dimension covering all combinations of record-, list-, set- and multiset-valued attributes. We would like to do the same extension for the implication problem of FDs.

### 5.4 Implication Problem

In view of Theorem 5.15, \( \Sigma \models X \rightarrow Y \) holds if and only if \( \Sigma \vdash_{\mathcal{R}} X \rightarrow Y \) holds where \( \mathcal{R} \) are the generalised Armstrong axioms from Definition 5.4. Given some set \( \Sigma \) one can enumerate all FDs derivable from it. However, the enumeration algorithm is time consuming and therefore impractical. We will now present a provably-correct membership algorithm and prove that it works efficiently, i.e., in polynomial time in the number of subattributes of the underlying nested attribute and the number of FDs given.

#### 5.4.1 The Closure

Similar to the RDM [29] and similar to the case of list-valued attributes in Chapter 3 we introduce the notion of a closure for a set of nested attributes with respect to a given set of FDs. Please note that this notion already played an important role in proving Theorem 5.15. The closure is defined with respect to the set \( \mathcal{R} \) of the generalised Armstrong axioms from Definition 5.4.
5.4. IMPLICATION PROBLEM

Definition 5.24. Let $N \in NA$, $X \subseteq Sub(N)$ a set of subattributes of $N$, and $\Sigma$ a set of FDs on $N$. The closure $\mathcal{X}^+ \subseteq Sub(N)$ of $X$ with respect to $\Sigma$ is $\mathcal{X}^+ = \{Z : X \rightarrow \{Z\} \in \Sigma^+\}$.

According to Theorem 5.15 the closure $\mathcal{X}^+$ of $X$ is therefore the set of all nested attributes which are functionally determined by $X$ with respect to a given set $\Sigma$ of FDs. The computation of $\mathcal{X}^+$ is sufficient for deciding whether $\Sigma \models X \rightarrow Y$ holds.

Lemma 5.25. Let $N \in NA$, and $\Sigma$ a set of FDs on $N$. Then

$$X \rightarrow Y \in \Sigma^+ \text{ if and only if } Y \subseteq \mathcal{X}^+.$$  

Proof. If $X \rightarrow Y \in \Sigma^+$, then $X \rightarrow \{Y\} \in \Sigma^+$ for all $Y \in Y$ by the subset rule. This means all $Y \in Y$ are elements of $\mathcal{X}^+$, i.e., $Y \subseteq \mathcal{X}^+$.

Assuming that every $Y \in Y$ also satisfies $Y \in \mathcal{X}^+$ implies that $X \rightarrow \{Y\} \in \Sigma^+$ for all $Y \in Y$. We infer that $X \rightarrow Y \in \Sigma^+$ by the derivability of the union rule. □

Let $X, Y \subseteq Sub(N)$. We call $X$ a generalised subset of $Y$, denoted by $X \subseteq_{gen} Y$, if and only if for every $X \in X$ there is some $Y \in Y$ with $X \leq Y$ (Hoare-ordering). Note that $\subseteq_{gen}$ is a pre-order (reflexive, transitive) on the powerset $\mathcal{P}(Sub(N))$ of $Sub(N)$. The distinct sets $X = \{L[A], L[A]\}$ and $Y = \{L[A]\}$ are generalised subsets of one another, i.e., $\subseteq_{gen}$ is not symmetric.

The projection of any tuple on a superattribute always determines the projection of this tuple on each of its subattributes. It is therefore sufficient to consider only maximal subattributes with respect to $\leq$. The set of all maximal elements of some $\leq$-ideal $X \subseteq Sub(N)$ is formally defined as $\mathcal{X}_{max} = \{X \in X : \forall Z \in X. X \leq Z \text{ implies } X = Z\}$. It is an immediate consequence of Lemma 5.26 that $Y \subseteq \mathcal{X}^+$ if and only if $Y \subseteq_{gen} \mathcal{X}_{max}$.

Lemma 5.26. Let $N \in NA$, and $X \subseteq Sub(N)$ an ideal with respect to $\leq$. For all $Y \subseteq Sub(N)$ we have

$$Y \subseteq X \text{ if and only if } Y \subseteq_{gen} \mathcal{X}_{max}.$$  

Proof. We show the only if part first. Let $Y \in Y$ be arbitrary. From $Y \subseteq X$ follows $Y \in X$. Consequently there is some $Z \in \mathcal{X}_{max}$ with $Y \leq Z$. This shows that $Y \subseteq_{gen} \mathcal{X}_{max}$.

It remains to consider the if part. Let $Y \in Y$ be arbitrary again. Since $Y \subseteq_{gen} \mathcal{X}_{max}$, there is some $Z \in \mathcal{X}_{max}$ with $Y \leq Z$. Since $\mathcal{X}_{max} \subseteq X$ we have $Z \in X$. However, $X$ is an ideal with respect to $\leq$, i.e., $Y \in X$ holds as well. This shows $Y \subseteq X.$ □

5.4.2 Units of Nested Attributes

In order to solve the implication problem for FDs on some nested attribute $N$ we will split $N$ into mutually reconcilable subattributes $N_i$ and solve the projected implication problems on the $N_i$ simultaneously. The idea is to choose the units $N_i$ of $N$ such that for all subattributes $U, V \in Sub(N)$ we have that $U$ and $V$ are reconcilable if and only if for all units $N_i$ of $N$ the subattributes $U \cap N_i$ and $V \cap N_i$ are comparable with respect to $\leq$. This motivates the following definition.
5.4. IMPLICATION PROBLEM

**Definition 5.27.** Let \( N \in \mathcal{N}A \). A nested attribute \( N_i \in \mathcal{N}A \) is a unit of \( N \) if and only if

1. \( N_i \leq N \),
2. \( \forall X, Y \leq N_i \), if \( X \) and \( Y \) are reconcilable, then \( X \leq Y \) or \( Y \leq X \),
3. \( N_i \) is \( \leq \)-maximal with properties 1. and 2.

The set of all units of \( N \) is denoted by \( \mathcal{U}(N) \).

The property that two subattributes \( U, V \in \text{Sub}(N) \) are reconcilable is not transitive: if \( N = L(K\{M(A, B)\}, C) \) and \( U = L(K\{M(A)\}, \lambda) \), \( W = L(\lambda, C) \) and \( V = L(K\{M(\lambda, B)\}, \lambda) \), then \( U \) and \( W \) are reconcilable, \( W \) and \( V \) are reconcilable, but \( U \) and \( V \) are not reconcilable. In fact, \( U, V \in \text{Sub}(L(K\{M(A, B)\}, \lambda)) \), but they are incomparable with respect to \( \leq \).

**Example 5.5.** Let \( N = L_1(L_2(L_3(A, B)), L_4[L_5(C, L_6(D))], L_7(E, L_8\{L_9(F, G, H)\})) \). The units of \( N \) are

- \( L_1(L_2(L_3(A, B)), \lambda, L_7(\lambda, \lambda)) \),
- \( L_1(\lambda, L_4[L_5(C, \lambda)], L_7(\lambda, \lambda)) \),
- \( L_1(\lambda, L_4[L_5(\lambda, L_6(D))], L_7(\lambda, \lambda)) \),
- \( L_1(\lambda, \lambda, L_7(E, \lambda)) \) and
- \( L_1(\lambda, \lambda, L_7(\lambda, L_8\{L_9(F, G, H)\})) \).

Clearly \( L_1(\lambda, \lambda, L_7(\lambda, L_8\{L_9(\lambda, G, H)\})) \) also has properties 1. and 2. of Definition 5.27, but is not maximal with respect to \( \leq \).

Next we give an inductive characterisation of units.

**Lemma 5.28.** Let \( N \in \mathcal{N}A \). Then \( \mathcal{U}(N) = \bigcup_{i=1}^{k} \{L(\lambda_{N_1}, \ldots, M, \ldots, \lambda_{N_k}) : M \in \mathcal{U}(N_i) \text{ and } N_i \neq \lambda_{N_i}\} \), if \( N = L(N_1, \ldots, N_k) \) and \( N \neq \lambda_N \), \( \mathcal{U}(N) = \{L[M'] : M' \in \mathcal{U}(M)\} \), if \( N = L[M] \) holds and \( \mathcal{U}(N) = \{N\} \) in any other case.

**Proof.** We prove the equivalence of this definition and Definition 5.27 by induction on the structure of the nested attribute \( N \).

If \( N = \lambda \) or \( N = A \) is a flat attribute, then \( X \leq Y \) or \( Y \leq X \) for all \( X, Y \in \text{Sub}(N) \), i.e., \( N \) is its only unit.

If \( N = L(M) \) or \( N = L\{M\} \), then \( X \leq Y \) or \( Y \leq X \) for all reconcilable \( X, Y \in \text{Sub}(N) \). This follows directly from the definition of reconcilable attributes. Consequently, \( N \) is again its only unit.

Let \( N = L[M] \). We show that \( L[M'] \in \mathcal{U}(N) \), if \( M' \in \mathcal{U}(M) \). Clearly, \( L[M'] \leq N \) as \( M' \leq M \). Let \( X, Y \leq L[M'] \). If \( X = \lambda \) or \( Y = \lambda \), then \( X \leq Y \) or \( Y \leq X \). If \( X = L[X'] \) and \( Y = L[Y'] \) are reconcilable, then \( X' \) and \( Y' \) are reconcilable as well. Consequently, \( X' \leq Y' \) or \( Y' \leq X' \), and therefore also \( X \leq Y \) or \( Y \leq X \). The maximality of \( L[M'] \) follows from the maximality of \( M' \). If \( N = L(N_1, \ldots, N_k) \) and \( N_i = \lambda_{N_i} \) for every \( i = 1, \ldots, k \), then \( \mathcal{U}(N) = \{N\} \) as well.
5.4. IMPLICATION PROBLEM

It remains to consider the case where \( N = L(N_1, \ldots, N_k) \) and \( N \neq \lambda_N \). We show that \( L(M) \in U(N) \), if \( M \in U(N_i) \) and \( N_i \neq \lambda_N \). We know that \( M \neq \lambda_N \) since \( N \neq \lambda_N \). First \( L(M) \leq L(N_i) \leq N \) since \( M \leq N_i \) holds. Suppose now there are reconcilable \( X, Y \leq L(M) \). Then \( X = L(X'), Y = L(Y') \) with reconcilable \( X', Y' \leq M \). It follows that \( X' \leq Y' \) or \( Y' \leq X' \) holds. Consequently, \( X \leq Y \) or \( Y \leq X \) holds as well. It remains to show the maximality of \( L(M) \). \( M \) itself is maximal, i.e., all \( L(M') \) with \( M \leq M' \leq N_i \) and \( M \neq M' \) do not satisfy the second property in Definition 5.27. Suppose some \( L(M, K) \leq N \) with \( K \neq \lambda_N \) and \( K \leq N_j \) for \( i \neq j \). Clearly, \( L(M), L(K) \leq L(M, K) \) are reconcilable, but they are \( \leq \)-incomparable as \( L(M) \neq \lambda_N \) and \( L(K) \neq \lambda_N \). It follows that \( L(M) \) is indeed \( \leq \)-maximal with the first two properties. \( \Box \)

Every nested attribute is the join of its mutually reconcilable units.

**Lemma 5.29.** Let \( N \in NA. \) Then \( N = \bigcup \{ M \mid M \in U(N) \} \) and for \( N_1, N_2 \in U(N) \) with \( N_1 \neq N_2 \) and \( U \leq N_1, V \leq N_2 \) follows that \( U \) and \( V \) are reconcilable.

**Proof.** The proof is done in both cases by induction on \( N \) using Lemma 5.28. We show first that \( N = \bigcup \{ M \mid M \in U(N) \} \). In the cases where \( N = \lambda, N = A \) is a flat attribute, \( N = L(M) \), \( N = L(M) \) and \( N = L(N_1, \ldots, N_k) \) with \( N_i = \lambda_{N_i} \) for \( i = 1, \ldots, k \), we have that \( U(N) \) is a singleton containing \( N \). Therefore the statement is obvious. Let \( N = L(N_1, \ldots, N_k) \) where \( N_i \neq \lambda_{N_i} \) for some \( i \) holds. The hypothesis is that \( N_i = \bigcup \{ M \mid M \in U(N_i) \} \) holds for all \( i = 1, \ldots, k \). This implies

\[
N = L(N_1, \ldots, N_k) = \bigcup_{i=1}^{k} L(N_1, \ldots, N_i, \ldots, N_k) \\
= \bigcup_{i=1}^{k} L(N_1, \ldots, N_i) \bigcup \{ M \mid M \in U(N_i) \}, \ldots, N_k) \\
= \bigcup_{i=1}^{k} \bigcup \{ L(N_1, \ldots, N_i, M_1, \ldots, N_k) \mid M \in U(N_i) \} \\
= \bigcup \{ L(N_1, \ldots, M_i, \ldots, N_k) \mid M \in U(N_i) \} \subseteq U(N).
\]

If \( N = L[M] \), then \( M = \bigcup \{ M' \mid M' \in U(M) \} \) and therefore

\[
N = L[M]\bigcup \{ M' \mid M' \in U(M) \} = \bigcup \{ L[M'] \mid M' \in U(M) \} = \bigcup \{ L[M'] \mid L[M'] \in U(N) \}
\]

and this concludes the proof for the first statement.

For the second statement there is nothing to show when \( N = \lambda, N = A \) is a flat attribute, \( N = L(M) \), \( N = L(M) \) or \( N = L(N_1, \ldots, N_k) \) with \( N_i = \lambda_{N_i} \) for \( i = 1, \ldots, k \). The statement is trivial if \( U = \lambda \) or \( V = \lambda \). Let \( N = L[M], N_1 = L[N_1], N_2 = L[N_2] \) with \( N_1, N_2 \in U(N) \) and \( N_1 \neq N_2 \). For \( U = L[U'] \) and \( V = L[V'] \) with \( U' \leq N_1 \) and \( V' \leq N_2 \) the reconcilability of \( U' \) and \( V' \) follows. Consequently, \( U \) and \( V \) are reconcilable too. Let \( N = L(N_1, \ldots, N_k) \) with \( N_i \neq \lambda_{N_i} \) for some \( i \). Let \( M_1 = L(M), M_2 = L(M') \in U(N) \) be distinct with \( M \in U(N_i) \) and \( M' \in U(N_j) \). Moreover, let \( U = L(U'), V = L(V') \) with \( U' \leq N_i \) and \( V' \leq N_j \). If \( i \neq j \), then \( U \) and \( V \) are reconcilable since \( M_1 \) and \( M_2 \) are reconcilable. If \( i = j \), then \( M \neq M' \) since \( M_1 \neq M_2 \), and \( M, M' \in U(N_i) \). This implies the reconcilability of \( U' \) and \( V' \), and therefore also the reconcilability of \( U \) and \( V \). This shows the second statement. \( \Box \)

It follows that two subattributes \( U \) and \( V \) of \( N \) are reconcilable precisely if for all units \( N_i \) of \( N \) the subattributes \( U \cap N_i \) and \( V \cap N_i \) are comparable with respect to \( \leq \).
5.4.3 Computing the Closure

We are finally prepared to present the algorithm. Lemma 5.25 and Lemma 5.26 reduced the
implication problem $\Sigma \models \mathcal{X} \rightarrow \mathcal{Y}$ to the problem of computing $\mathbf{X}_{\text{max}}^\ast$, the set of maximal
subattributes which are functionally determined by $\mathcal{X}$. Given some set $\mathcal{X} \subseteq \text{Sub}(N)$ of
nested attributes, the function $\text{max}(\mathcal{X})$ returns all maximal elements of $\mathcal{X}$ with respect to
$\subseteq$. Moreover, if $\mathcal{U}(N) = \{N_1, \ldots, N_k\}$, then $\mathcal{X}_i = \{X \cap N_i : X \in \mathcal{X}\}$ for $i = 1, \ldots, k$.

Algorithm 5.4.1 (Nested Attribute Closure)

Input: $N \in \text{NA}, \mathcal{X} \subseteq \text{Sub}(N)$, set $\Sigma$ of FDs on $N$
Output: $\mathbf{X}_{\text{max}}^\ast$

Method:

VAR $\mathbf{X}_{\text{new}}^\ast, \mathbf{X}_{\text{old}}^\ast \subseteq \text{Sub}(N)$ for $i = 1, \ldots, k$, $N_1, \ldots, N_k \in \text{Sub}(N)$;

$\text{(1)}$ Compute $\mathcal{U}(N) = \{N_1, \ldots, N_k\}$;
$\text{(2)}$ FOR $i = 1$ TO $k$ DO $\mathbf{X}_{\text{new}}^\ast := \text{max}(\{X \cap N_i : X \in \mathcal{X}\})$;
$\text{(3)}$ REPEAT
$\text{(4)}$ FOR $i = 1$ TO $k$ DO $\mathbf{X}_{\text{old}}^\ast := \mathbf{X}_{\text{new}}^\ast$;
$\text{(5)}$ FOR each $\mathcal{U} \rightarrow \mathcal{V} \in \Sigma$ DO
\quad IF $\mathcal{U}_i \subseteq \text{gen} \mathbf{X}_{\text{new}}^\ast$ for $i = 1, \ldots, k$ THEN
\quad FOR $i = 1$ TO $k$ DO $\mathbf{X}_{\text{new}}^\ast := \text{max}(\mathbf{X}_{\text{new}}^\ast \cup \mathcal{V}_i)$;
\quad ENDIF;
$\text{(8)}$ ENDIF;
$\text{(9)}$ UNTIL $\mathbf{X}_{\text{new}}^\ast = \mathbf{X}_{\text{old}}^\ast$ for $i = 1, \ldots, k$;
$\text{(10)}$ RETURN($\mathbf{X}_{\text{max}}^\ast$);

In order to illustrate Algorithm 5.4.1 we turn now to an example.

Example 5.6. Suppose we are given the following input instance for Algorithm 5.4.1:

$- N = L_1(L_2(L_3(A,B)), L_4[L_5(C,L_6(D))], L_7(E, L_8\{L_9(F,G,H)\}))$ with the units from
Example 5.5,
$- \Sigma$ is given by
\begin{itemize}
  \item $FD_1: \{L_1(L_2(L_3(A))), L_1(L_2(L_3(B)), L_7(L_8\{L_9(F,H)\})) \rightarrow \{L_1(L_7(L_8\{L_9(F,G)\}))\}$,
  \item $FD_2: \{L_1(L_2(L_3(B)), L_4[L_5(C)], L_7(E)) \rightarrow \{L_1(L_4[L_5(L_6(\lambda))], L_7(L_8\{L_9(F,H)\}))\}$,
  \item $FD_3: \{\lambda \rightarrow \{L_1(L_2(L_3(B)))\}$
\end{itemize}
and $\mathcal{X} = \{L_1(L_2(L_3(A)), L_4[L_5(C)], L_7(E))\}$.

For the sets $\mathbf{X}_{\text{new}}$ we compute $\mathbf{X}_{1}^\ast = \{L_1(L_2(L_3(A)))\}$, $\mathbf{X}_{2}^\ast = \{L_1(L_4[L_5(C)])\}$, and
$\mathbf{X}_{3}^\ast = \{L_1(L_7(E))\}$ and $\mathbf{X}_{3}^\ast = \mathbf{X}_{3}^\ast = \{\lambda_N\}$.

Consider the first run through the REPEAT loop (line (3) to line (10)) of Algorithm 5.4.1. For $FD_1$ and $FD_2$ there are no changes. Due to $FD_3$ we obtain

$$\mathbf{X}_{1}^\ast = \{L_1(L_2(L_3(A))), L_1(L_2(L_3(B)))\}.$$
In the second run through the loop $FD_2$ gives
\[
\mathcal{X}_3^{\text{new}} = \{L_1(L_4[L_5(L_6(\lambda))])\} \text{ and } \mathcal{X}_5^{\text{new}} = \{L_1(L_7[L_8[L_9(F,H)])]\}.
\]
In the third run, $FD_1$ causes the update
\[
\mathcal{X}_5^{\text{new}} = \{L_1(L_7[L_8[L_9(F,G)])], L_1(L_7[L_8[L_9(F,H)])]\}.
\]
There are no further changes in the fourth run through the loop, i.e., the final values are
\[
\mathcal{X}_1^{\text{new}} = \{L_1(L_2(L_3(A))), L_1(L_2(L_3(B)))\}, \quad \mathcal{X}_2^{\text{new}} = \{L_1(L_4[L_5(C)])\},
\mathcal{X}_3^{\text{new}} = \{L_1(L_4[L_5(L_6(\lambda))])\}, \quad \mathcal{X}_4^{\text{new}} = \{L_1(L_7(E))\},
\mathcal{X}_5^{\text{new}} = \{L_1(L_7[L_8[L_9(F,G)])], L_1(L_7[L_8[L_9(F,H)])]\}.
\]
It remains to compute $\mathcal{X}_\text{alg}^{\text{max}}$:
\[
\begin{align*}
L_1(L_2(L_3(A, \lambda)), L_4[L_5(C, L_6(\lambda))], L_7(E, L_8[L_9(F,G,\lambda)])), \\
L_1(L_2(L_3(A, \lambda)), L_4[L_5(C, L_6(\lambda))], L_7(E, L_8[L_9(F,G,\lambda)])), \\
L_1(L_2(L_3(A, \lambda)), L_4[L_5(C, L_6(\lambda))], L_7(E, L_8[L_9(F,H)])), \\
L_1(L_2(L_3(A, B)), L_4[L_5(C, L_6(\lambda))], L_7(E, L_8[L_9(F,H)])), \\
L_1(L_2(L_3(A, B)), L_4[L_5(C, L_6(\lambda))], L_7(E, L_8[L_9(F,H)])).
\end{align*}
\]
which is the output of Algorithm 5.4.1.

\section*{5.4.4 Correctness}

We will now prove the correctness of Algorithm 5.4.1, i.e., $\mathcal{X}_\text{max}^{\text{alg}} = \mathcal{X}_\text{max}^+$. Recall that a set $\mathcal{X} \subseteq Sub(N)$ is called an anti-chain with respect to $\leq$ if and only if every two different elements of $\mathcal{X}$ are incomparable, i.e., for all $X, Y \in \mathcal{X}$ with $X \neq Y$ follows $X \not\leq Y$ and $Y \not\leq X$.

\begin{lemma}
$\mathcal{X}_\text{max}^+$ and $\mathcal{X}_\text{alg}^{\text{max}}$ are both anti-chains with respect to $\leq$.
\end{lemma}

\begin{proof}
It is obvious that the set $\mathcal{X}_\text{max}$ of all $\leq$-maximal elements of any $\mathcal{X} \subseteq Sub(N)$ is an anti-chain with respect to $\leq$. It follows that $\mathcal{X}_\text{max}^+$ is an anti-chain with respect to $\leq$, and it remains to show that $\mathcal{X}_\text{alg}^{\text{max}}$ is an anti-chain, too. We proceed by induction on the number $j$ of runs through the REPEAT loop of Algorithm 5.4.1 to show that $\mathcal{X}_i^{\text{new}}$ is an anti-chain for every $i = 1, \ldots, k$. If $j = 0$, then $\mathcal{X}_i^{\text{new}} = \text{max}(\mathcal{X}_i)$ contains only the maximal elements of $\mathcal{X}_i$ and is therefore an anti-chain. Suppose that $\mathcal{X}_i^{\text{new}}$ is an anti-chain after the $j$th run through the REPEAT loop. Whenever the value of $\mathcal{X}_i^{\text{new}}$ is changed within the $j + 1$-st run, then it is changed to $\text{max}(\mathcal{X}_i^{\text{new}} \cup Y_i)$ consisting again of $\leq$-maximal elements only. Therefore, after the REPEAT loop has been aborted (before executing line (11) that is) $\mathcal{X}_i^{\text{new}}$ is an anti-chain for every $i$. It follows that $\mathcal{X}_\text{alg}^{\text{max}} = \{X_1 \cup \ldots \cup X_k : X_i \in \mathcal{X}_i^{\text{new}}\}$ also forms an anti-chain.
\end{proof}

Moreover, if $\mathcal{X}, \mathcal{Y} \subseteq Sub(N)$ are two anti-chains, $\mathcal{X} \subseteq_{\text{gen}} \mathcal{Y}$ and $\mathcal{Y} \subseteq_{\text{gen}} \mathcal{X}$, then $\mathcal{X} = \mathcal{Y}$.

\begin{lemma}
Let $N \in \mathcal{N}A$ and $\mathcal{X}, \mathcal{Y} \subseteq Sub(N)$ be two anti-chains with respect to $\leq$. If $\mathcal{X} \subseteq_{\text{gen}} \mathcal{Y}$ and $\mathcal{Y} \subseteq_{\text{gen}} \mathcal{X}$, then $\mathcal{X} = \mathcal{Y}$.
\end{lemma}
5.4. IMPLICATION PROBLEM

Sebastian Link

Proof. Let \( Y \in \mathcal{Y} \). We show that \( Y \in \mathcal{X} \) holds. Since \( \mathcal{Y} \subseteq \text{gen} \mathcal{X} \), there is some \( X \in \mathcal{X} \) with \( Y \subseteq X \). Since \( \mathcal{X} \subseteq \text{gen} \mathcal{Y} \) holds as well, we find some \( Y' \in \mathcal{Y} \) with \( X \subseteq Y' \). We conclude by transitivity of \( \subseteq \text{gen} \) that \( Y \subseteq Y' \) for \( Y, Y' \in \mathcal{Y} \). As \( \mathcal{Y} \) is an anti-chain with respect to \( \subseteq \) we have to conclude that \( Y = Y' \) and therefore also \( Y = X \). It follows that \( Y \in \mathcal{X} \) and, therefore, \( \mathcal{Y} \subseteq \mathcal{X} \) holds. The inclusion \( \mathcal{X} \subseteq \mathcal{Y} \) follows similar using that \( \mathcal{X} \) is a \( \subseteq \)-anti-chain. It follows that \( \mathcal{X} = \mathcal{Y} \). \( \square \)

Theorem 5.32. Algorithm 5.4.1 is correct, i.e., \( \mathcal{X}_{\text{max}}^\text{alg} = \mathcal{X}_{\text{max}}^+ \).

Proof. According to Lemma 5.30 and Lemma 5.31 it is sufficient to show \( \mathcal{X}_{\text{max}}^\text{alg} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) and \( \mathcal{X}_{\text{max}}^+ \subseteq \text{gen} \mathcal{X}_{\text{max}}^\text{alg} \). We will first show that \( \mathcal{X}_{\text{max}}^\text{alg} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \). We infer from the soundness of the reflexivity rule that \( \mathcal{X} \subseteq \mathcal{X} \subseteq \mathcal{X} \) holds. Consequently, \( \mathcal{X} \subseteq \text{gen} \mathcal{X} \) by Lemma 5.26. Since \( \mathcal{X}' \in \mathcal{X} \) implies \( \mathcal{X}' = \mathcal{X} \cap N_i \) for some \( \mathcal{X} \in \mathcal{X} \) we have \( \mathcal{X}' \subseteq \mathcal{X} \). This implies \( \mathcal{X} \subseteq \text{gen} \mathcal{X} \). We conclude \( \mathcal{X} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) by transitivity of \( \subseteq \text{gen} \). In particular, \( \max(\mathcal{X}) \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \). This implies \( \mathcal{X}_{\text{new}} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) for all \( \mathcal{X} \) after line (2) of Algorithm 5.4 has been executed.

Suppose now that \( \mathcal{X}_{\text{new}} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) holds for all \( \mathcal{X} \) within some \( j \)-th run. Furthermore suppose that \( U \rightarrow V \in \Sigma \) and \( U_i \subseteq \text{gen} \mathcal{X}_{\text{new}} \) for all \( i \) (otherwise nothing changes). It follows that \( U_i \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) for all \( i \), and therefore \( \mathcal{X} \rightarrow U_i \in \Sigma^+ \) for all \( i \) by Lemma 5.25 and Lemma 5.26. Lemma 5.29 shows that \( U \in U_i \) and \( U' \in U_j \) with \( i \neq j \) are reconcilable. The following inference schema is therefore sound:

\[
\begin{align*}
\mathcal{X} \rightarrow U_i & \rightarrow \{U\} & \mathcal{X} \rightarrow U_j & \rightarrow \{U'\} \\
\mathcal{X} \rightarrow \{U, U'\} & \rightarrow \{U \cup U'\} & U, U' & \text{are reconcilable}
\end{align*}
\]

and we obtain \( \mathcal{X} \rightarrow \overline{U} \in \Sigma^+ \) where \( \overline{U} = \{U_1 \cup \ldots \cup U_k : U_i \in U_i\} \). We know further that \( U \subseteq \overline{U} \) holds as \( U \in \mathcal{U} \) can be represented as \( U = U \cap N = U \cap (N_1 \cup \ldots \cup N_k) = U_1 \cup \ldots \cup U_k \) with \( U_i \in U_i \) using Lemma 5.29. The soundness of the subset rule implies therefore \( \mathcal{X} \rightarrow U \in \Sigma^+ \). We assumed further that \( U \rightarrow V \in \Sigma \) which leads to \( \mathcal{X} \rightarrow V \in \Sigma^+ \) applying the transitivity rule. Moreover, \( V_i \subseteq \text{gen} \mathcal{V} \) and we infer by the soundness of the following schema

\[
\begin{align*}
\mathcal{X} \rightarrow \{X\} & \subseteq \{X\} \rightarrow \{Y\} & Y & \subseteq X \\
\mathcal{X} & \rightarrow \{Y\}
\end{align*}
\]

and the soundness of the union rule that \( \mathcal{X} \rightarrow V_i \in \Sigma^+ \) holds for all \( i \). Using Lemma 5.25 and Lemma 5.26 results in \( V_i \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \). Since also \( \mathcal{X}_{\text{new}} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) holds, we have \( \mathcal{X}_{\text{new}} \cup V_i \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) and, in particular, \( \max(\mathcal{X}_{\text{new}} \cup V_i) \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \). This induction shows that \( \mathcal{X}_{\text{new}} \subseteq \text{gen} \mathcal{X}_{\text{max}}^+ \) holds for \( i = 1, \ldots, k \) before executing line (11). Again, applying Lemma 5.25 and Lemma 5.26 gives \( \mathcal{X} \rightarrow \mathcal{X}_{\text{new}}^i \in \Sigma^+ \) for \( i = 1, \ldots, k \). As before, \( X \in \mathcal{X}_{\text{new}}^i \) and \( Y \in \mathcal{X}_{\text{new}}^j \) are reconcilable. Repeatedly applying the inference schema

\[
\begin{align*}
\mathcal{X} \rightarrow X_i^\text{new} & \rightarrow \{X\} & \mathcal{X} \rightarrow X_j^\text{new} & \rightarrow \{Y\} \\
\mathcal{X} \rightarrow \{X, Y\} & \rightarrow \{X \cup Y\} & X, Y & \text{are reconcilable}
\end{align*}
\]
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results in \( \mathcal{X} \rightarrow \mathcal{X}^{\text{alg}}_{\max} \in \Sigma^+ \) with \( \mathcal{X}^{\text{alg}}_{\max} = \{ X_1 \cup \ldots \cup X_k : X_i \in \mathcal{X}^{\text{new}}_i \} \). Lemmata 5.25 and 5.26 give \( \mathcal{X}^{\text{alg}}_{\max} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \).

We will now show that \( \mathcal{X}^{\text{alg}}_{\max} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) holds as well. The definition of \( \mathcal{X}^{\text{alg}}_{\max} \) depends on \( \Sigma \). Consider therefore the chain

\[ \Sigma = \Sigma_0 \subset \Sigma_1 \subset \ldots \subset \Sigma_s = \Sigma^+ \]

where \( \Sigma_{j+1} \) results from \( \Sigma_j \) by application of exactly one of the inference rules among the generalised Armstrong axioms from Theorem 5.15. We will use induction on \( j \) to show the following:

\[ \text{if } \mathcal{Y} \rightarrow \mathcal{Z} \in \Sigma_j \text{ and } \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max}, \text{ then } \mathcal{Z} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max}. \quad (13) \]

We can then conclude for \( j = s \) that \( \mathcal{Z} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) follows from \( \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) and \( \mathcal{Y} \rightarrow \mathcal{Z} \in \Sigma^+ \). Using \( \mathcal{Y} = \mathcal{X} \) and \( \mathcal{Z} = \mathcal{X}^{\text{alg}}_{\max} \) gives then \( \mathcal{X}^{\text{alg}}_{\max} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) because \( \mathcal{X} \rightarrow \mathcal{X}^{\text{alg}}_{\max} \in \Sigma^+ \) and \( \mathcal{X} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) hold.

It remains to show (13). Let \( j = 0, \mathcal{Y} \rightarrow \mathcal{Z} \in \Sigma \) and \( \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \). This implies that \( \mathcal{Y}_i \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) for all \( i \), due to line (7) of Algorithm 5.4.1. Since \( \mathcal{Y} \rightarrow \mathcal{Z} \in \Sigma \) and \( \mathcal{Y}_i \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \), we have \( \mathcal{Y}_i \subseteq \text{gen} \mathcal{X}^{\text{new}}_i \) for all \( i \) due to line (7) of Algorithm 5.4.1. This implies \( \mathcal{Z} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \).

Let now be \( j > 0 \). Then \( \Sigma_j - \Sigma_{j-1} \) contains exactly one \( \mathcal{Y} \rightarrow \mathcal{Z} \) which has been inferred by using one of the generalised Armstrong axioms from Theorem 5.15. We distinguish therefore between five different cases.

- \( \mathcal{Y} \rightarrow \mathcal{Z} \) has been inferred using the reflexivity axiom. Then \( \mathcal{Z} \subseteq \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) holds.
- \( \mathcal{Y} \rightarrow \mathcal{Z} \) has been inferred using the subattribute axiom. This leaves us with \( \mathcal{Y} = \{ Y \}, \mathcal{Z} = \{ Z \} \) and \( \mathcal{Z} \subseteq \mathcal{Y} \). It follows again that \( \mathcal{Z} \subseteq \text{gen} \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) holds.
- \( \mathcal{Y} \rightarrow \mathcal{Z} \) has been inferred using the extension rule. In this case \( \mathcal{Z} = \mathcal{Y} \cup \mathcal{W} \) with \( \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) follows \( \mathcal{W} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) by hypothesis and therefore \( \mathcal{Z} = \mathcal{Y} \cup \mathcal{W} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \).
- \( \mathcal{Y} \rightarrow \mathcal{Z} \) has been inferred using the transitivity rule. Then there are \( \mathcal{Y} \rightarrow \mathcal{W}, \mathcal{W} \rightarrow \mathcal{Z} \in \Sigma_{j-1} \). From \( \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) follows \( \mathcal{W} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) by hypothesis (\( \mathcal{Y} \rightarrow \mathcal{W} \in \Sigma_{j-1} \)) and subsequently \( \mathcal{Z} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) by hypothesis again (\( \mathcal{W} \rightarrow \mathcal{Z} \in \Sigma_{j-1} \)).
- \( \mathcal{Y} \rightarrow \mathcal{Z} \) has been inferred using the restricted join axiom. This leaves us with \( \mathcal{Y} = \{ Y, W \}, \mathcal{Z} = \{ Y \cup W \} \) where \( Y \) and \( W \) are reconcilable. From \( \mathcal{Y} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \) follows \( Y \cap N_i \leq Z_i \) and \( W \cap N_i \leq Z'_i \) for some \( Z_i, Z'_i \in \mathcal{X}^{\text{new}}_i \) for \( i = 1, \ldots, k \). Since \( Y \) and \( W \) are reconcilable it follows that \( Y \cap N_i \) and \( W \cap N_i \) are reconcilable for \( i = 1, \ldots, k \). Consequently, \( Y \cap N_i \leq W \cap N_i \) or \( W \cap N_i \leq Y \cap N_i \). Moreover, \( (Y \cup W) \cap N_i = W \cap N_i \cap Z'_i \) or \( (Y \cap W) \cap N_i = Y \cap N_i \cap Z_i \) for \( i = 1, \ldots, k \). Using Lemma 5.29 we have

\[
Y \cup W = (Y \cup W) \cap N
= \bigcup_{i} (Y \cup W) \cap N_i
\leq X_1 \cup \ldots \cup X_k \in \mathcal{X}^{\text{alg}}_{\max}
\]

for some \( X_i \in \mathcal{X}^{\text{new}}_i \). This means \( Y \cup W \subseteq X \) for some \( X \in \mathcal{X}^{\text{alg}}_{\max} = \{ X_1 \cup \ldots \cup X_k : X_i \in \mathcal{X}^{\text{new}}_i \} \). We conclude that \( \mathcal{Z} \subseteq \text{gen} \mathcal{X}^{\text{alg}}_{\max} \).
This concludes the proof. \hfill \Box

**Example 5.7.** We continue Example 5.6. According to Theorem 5.32 we know that

- \( \Sigma \not\models \mathcal{X} \rightarrow \{Z = L_1(L_2(L_3(A, \lambda)), \lambda, L_7(\lambda, L_8(L_9(F, G, H))))\} \) since \( Z \) does not have any superattribute in \( \mathcal{X}_{\text{max}} \), but
- \( \Sigma \models \mathcal{X} \rightarrow \{L_1(L_2(L_3(A, \lambda)), \lambda, L_7(\lambda, L_8(L_9(F, G, \lambda))))\}; L_1(L_2(L_3(A, \lambda)), \lambda, L_7(\lambda, L_8(L_9(F, \lambda, H))))\}. \hfill \Box

**Example 5.8.** We continue Example 5.2 of the retailer. Suppose \( N \) and \( \Sigma \) are given as in Example 5.2 and we want to find the closure of the subattribute \( \text{Sales(List[Order(Cart(Article(Price))])]} \) with respect to \( \Sigma \). Using Algorithm 5.4.1 we obtain the following units of \( N \):

- \( N_1 = \text{Sales(Day)} \),
- \( N_2 = \text{Sales(List[Order(Cart(Article(Title, Description, Price))])]} \),
- \( N_3 = \text{Sales(List[Order(Customer(Name))])} \),
- \( N_4 = \text{Sales(List[Order(Customer(Address))])} \),
- \( N_5 = \text{Sales(List[Order(Customer(Payment))])} \),
- \( N_6 = \text{Sales(List[Order(SubTotal)])} \),
- \( N_7 = \text{Sales(Sold\{Product(Item,CustName)\})} \),
- \( N_8 = \text{Sales(Total)} \),
- \( N_9 = \text{Sales(NOrd)} \),
- \( N_{10} = \text{Sales(NProd)} \),
- \( N_{11} = \text{Sales(NShip)} \).

In this example all \( \mathcal{X}_i^{\text{new}} \) are singletons and therefore written as subattributes. Initially we have \( \mathcal{X}_2^{\text{new}} = \text{Sales(List[Order(Cart(Article(Price))])]} \) and \( \mathcal{X}_1^{\text{new}} = \mathcal{X}_3^{\text{new}} = \cdots = \mathcal{X}_{11}^{\text{new}} = \lambda \).

The first run through the REPEAT loop has the following sequence of updates (considering that the FDs in \( \Sigma \) are selected in the order they were presented in Example 5.2):

\[
\mathcal{X}_6^{\text{new}} = N_6, \mathcal{X}_8^{\text{new}} = N_8, \mathcal{X}_9^{\text{new}} = N_9, \text{and } \mathcal{X}_{10}^{\text{new}} = N_{10}.
\]

The join of these subattributes and \( \mathcal{X}_2^{\text{new}} \) is

\( \text{Sales(List[Order(Cart(Article(Price)),SubTotal)],Total,NOrd,NProd]). \)

This shows that given the list of multisets of individual prices, one can determine the list of total values of the orders, the total value of sales, the total number of orders and the total number of products ordered. \hfill \Box

### 5.4.5 Complexity

We will now study the complexity of Algorithm 5.4.1 in terms of the size of the input. The input consists of some nested attribute \( N \), some set \( \Sigma \) of FDs on \( N \) and a set \( \mathcal{X} \) of subattributes of \( N \). We define the size \( n \) of \( N \) as the number of subattributes of \( N \), i.e., \( n = |\text{Sub}(N)| \). This is a reasonable measure since we consider sets of subattributes in

---
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The size $s$ of $\Sigma$ is simply defined as the number of its elements, i.e., $s = |\Sigma|$. The size of $\mathcal{X}$ is defined as $|\mathcal{X}|$. Note that we have $|\mathcal{X}| \leq n$ for all $\mathcal{X} \subseteq \text{Sub}(N)$. Lemma 5.28 suggests a strategy to compute the maximal units of $N$. This can obviously be done in time $O(n)$. Algebraic operations such as meet, join and union on sets of subattributes of $N$ can all be performed in time $O(n)$ as well. The same holds for checking the subattribute relationship between two nested attributes.

**Theorem 5.33.** In the presence of record-, list-, set- and multiset-valued attributes, the implication problem $\Sigma \models \mathcal{X} \rightarrow \mathcal{Y}$ for FDs on a nested attribute $N$ can be solved in time $O(n^4 \cdot s \cdot \min\{s, n\})$ where $n = |\text{Sub}(N)|$ and $s = |\Sigma|$.

**Proof.** The termination of Algorithm 5.4.1 follows from the complexity analysis of the REPEAT loop below. As already noted, $\mathcal{U}(N) = \{N_1, \ldots, N_k\}$ is computed in time $O(n)$. Let $n_i = |\text{Sub}(N_i)|$ for $i = 1, \ldots, k$. The sets $\mathcal{X}_i = \{X \cap N_i : X \in \mathcal{X}\}$ can be computed in time $O(|\mathcal{X}| \cdot n_i)$ for every $i = 1, \ldots, k$. Since $\sum_{i=1}^k n_i \leq k \cdot \max_{i=1}^k n_i \leq k \cdot n \leq n^2$ and $|\mathcal{X}| \leq n$ it takes $O(n^3)$ operations for this. In order to compute the maximal elements in every set $\mathcal{X}_i$, we need to check whether $X \subseteq Y$ holds for every pair $X, Y \in \mathcal{X}_i$. Doing this for every $i = 1, \ldots, k$ takes

$$\sum_{i=1}^k n_i^3 \leq k \cdot \left( \max_{i=1}^k n_i \right)^3 \leq k \cdot n^3 \leq n^4$$

steps. The initialisation (line (1) and (2)) takes therefore $O(n^4)$ operations.

Since every dependency in $\Sigma$ can contribute to a change of any $\mathcal{X}_i$ at most once, there are at most $s + 1$ runs through the REPEAT loop (line (3) to (10)). Every $\mathcal{X}_i$ can contain at most as many elements as a maximal anti-chain of $(\text{Sub}(N_i), \subseteq)$. If $w_{N_i}$ denotes the cardinality of a maximal anti-chain of $(\text{Sub}(N_i), \subseteq)$, then $|\mathcal{X}_i| \leq w_{N_i}$. For all $i = 1, \ldots, k$ one can find maximal anti-chains $\mathcal{A}_{N_i}$ of $(\text{Sub}(N_i), \subseteq)$ which are pairwise disjoint, i.e., $\mathcal{A}_{N_i} \cap \mathcal{A}_{N_j} = \emptyset$ whenever $i \neq j$. Therefore, the sum over all $w_{N_i}$ is at most $w_N$. Thus, there are also at most

$$\sum_{i=1}^k |\mathcal{X}_i^\text{new}| + 1 \leq \sum_{i=1}^k w_{N_i} + 1 \leq w_N + 1 \leq n + 1$$

runs through the REPEAT loop. We conclude that there are at most $\min\{s, n\} + 1$ passes through the loop. Inside the inner FOR loop (line (6)), the condition $\mathcal{U}_i \subseteq \text{gen } \mathcal{X}_i^\text{new}$ has to be tested. It is satisfied if and only if for every element $U$ in $\mathcal{U}_i$ there is some element $X$ in $\mathcal{X}_i^\text{new}$ with $U \subseteq X$. This takes therefore at most $|\mathcal{U}_i| \cdot |\mathcal{X}_i^\text{new}| \cdot n_i$ steps for every $i$. The constraint $\mathcal{U}_i \subseteq \text{gen } \mathcal{X}_i^\text{new}$ for all $i = 1, \ldots, k$ is therefore verified in at most

$$\sum_{i=1}^k (|\mathcal{U}_i| \cdot |\mathcal{X}_i^\text{new}| \cdot n_i) \leq \max_{i=1}^k |\mathcal{U}_i| \cdot \max_{i=1}^k |\mathcal{X}_i^\text{new}| \cdot \sum_{i=1}^k n_i \leq n^2 \cdot k \cdot \max_{i=1}^k n_i \leq n^4$$
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steps, i.e., in time $O(n^4)$. With arguments we have used before it is easy to see that the
FOR loop in line (7) takes at most $O(n^4)$ operations. Every run through the REPEAT
loop takes therefore time in $O(n^4 \cdot s)$ which leaves us with $O(n^4 \cdot s \cdot \min\{s, n\})$ steps for
the entire loop.

Computing all elements $X_1 \cup \ldots \cup X_k$ of $X_{\text{max}}^{\text{alg}}$, where $X_i \in X_{\text{new}}^i$ for every $i = 1, \ldots, k,$
needs at most $\prod_{i=1}^k |X_{\text{new}}^i|$ operations (line (11)). As every $X_{\text{new}}^i$ contains at most $w_{N_i}$
elements the definition of a unit implies that $\prod_{i=1}^k |X_{\text{new}}^i| \leq \prod_{i=1}^k w_{N_i} \leq n$ holds. The time
complexity of Algorithm 5.4.1 is therefore indeed $O(n^4 \cdot s \cdot \min\{s, n\})$.

In order to decide whether $\Sigma \models \mathcal{X} \rightarrow \mathcal{Y}$ holds it is sufficient to decide whether $\mathcal{Y} \subseteq_{\text{gen}}
X_{\text{max}}^{\text{alg}}$ (Lemma 5.25, Lemma 5.26 and Theorem 5.15). It takes $O(n^4 \cdot s \cdot \min\{s, n\})$ steps to
compute $X_{\text{max}}^{\text{alg}}$. Subsequently, $\mathcal{Y} \subseteq_{\text{gen}} X_{\text{max}}^{\text{alg}}$ can be verified in time $O(n^3)$. \hfill \Box

Corollary 5.34. In any case of the following type combinations: \{records, sets\}, \{records,
multisets\}, \{records, sets, multisets\}, the implication problem $\Sigma \models \mathcal{X} \rightarrow \mathcal{Y}$ for FDs on a
nested attribute $N$ can be solved in time $O(n^3 \cdot s \cdot \min\{s, n\})$ where $n = |\text{Sub}(N)|$ and $s = |\Sigma|$.

Proof. In any of those cases we have $\prod_{i=1}^k n_i = n$, i.e., the number of subattributes of $N$
is equal to the product of the number of subattributes of its units $N_i$. In that case, the
meet of any two different units is $\lambda_N$. This results in smaller upper bounds in the proof of
Theorem 5.33. \hfill \Box

5.4.6 Some Applications

Algorithm 5.4.1 can again be applied to compute non-redundant covers and decide whether
an arbitrary set of subattributes is a superkey with respect to a set of FDs.

Theorem 5.35. In the presence of record-, list-, set- and multiset-valued attributes, non-
redundant covers for a set $\Sigma$ of FDs on some nested attribute $N$ can be computed in time
$O(n^4 \cdot s^2 \cdot \min\{n, s\})$ where $n = |\text{Sub}(N)|$ and $s = |\Sigma|$.

A set $X \subseteq \text{Sub}(N)$ of subattributes of some nested attribute $N$ is called a superkey for
$N$ with respect to a given set $\Sigma$ of FDs on $N$ if and only if $\Sigma \models X \rightarrow N$ holds. This means
that $X$ is a superkey for $N$ if and only if $N \in X^+$. 

Algorithm 5.4.2 (Superkey)

Input: $N \in NA$, set $\Sigma$ of FDs on $N$, $X \subseteq \text{Sub}(N)$

Output: \{yes, if $X$ is a superkey for $N$ with respect to $\Sigma$
\{no, else

Method:
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(1) Compute $X^{\text{alg}}_{\text{max}}$ using Algorithm 5.4.1 with input $(N, \Sigma, \mathcal{X})$;
(2) IF $N \in X^{\text{alg}}_{\text{max}}$ THEN RETURN(yes)
(3) ELSE RETURN(No);

Theorem 5.36. In the presence of record-, list-, set- and multiset-valued attributes, Algorithm 5.4.2 decides in time $O(n^4 \cdot s \cdot \min\{n, s\})$ whether $\mathcal{X} \in \text{Sub}(N)$ is a superkey for $N$ with respect to a set $\Sigma$ of FDs defined on $N$, where $n = |\text{Sub}(N)|$ and $s = |\Sigma|$.

5.5 The Implication Problem for all Combinations

Figure 5.7 shows upper complexity bounds for the implication problem of FDs in the presence of various types. If the input parameters are the nested attribute $N$ and $\Sigma$ a set of FDs defined on $N$, then $n = |\text{Sub}(B)(N)|$, $m = |\text{Sub}(N)|$ and $s = |\Sigma|$.

![Complexity Diagram](image)

Fig. 5.7. Upper Complexity Bounds for the Implication Problem in the Presence of various Types

5.6 Related Work

Dependency theory is a well-studied area of research in the context of the RDM. Excellent surveys are provided in [109, 264, 278]. The RDM is completely captured by the presence of record-valued attributes.

The nested relational data model [179] has also attracted research on dependency theory, especially on the issue of normalisation [207, 215]. The FDs studied in those papers
arise from a relational representation of the data assuming a complete unnesting. Take for instance the nested schema \( \text{\{Course, (Student-ID, Name)\}} \) in which for each course the set of participating students is stored, i.e., their student identification number together with their name. A typical FD would be

\[
\text{Student-ID} \rightarrow \text{Name},
\]

i.e., the student identification number uniquely determines the student’s name over all courses. FDs in which a set of objects is determined by some object or in which a set of objects determines an object are not considered. An example of such an FD would be

\[
\text{Course} \rightarrow (\text{Student-ID})^*.
\]

where the course determines the set of the identification numbers of its participants. This, however, can be done using record- and set-valued attributes. Consider the nested attribute \( \text{Enrolment(Course,Participant\{Student(ID,Name)\}}) \). The FD above is then specified by

\[
\text{Enrolment(Course) \rightarrow Enrolment(Participant\{Student(ID)\}}).
\]

On the other hand, FDs in which inside a set-valued attribute \( L\{N\} \) some subattributes of \( N \) determine another subattribute of \( N \) can be expressed by the previous approaches but are not yet covered by our approach. The previous example suggests for instance to consider the structure of embedded nested attributes such as \( \text{Student(ID,Name)} \). Then the FD

\[
\text{Student(ID)} \rightarrow \text{Student(Name)}
\]

does reflect the FD above. The nested relational data model is covered by the presence of record- and set-valued attributes.

Next we consider two approaches which have studied functional dependencies in the presence of finite sets. In [137] FDs are defined as well-defined path expressions in the presence of records and finite sets. An axiomatisation for the implication of those FDs is provided. However, the FDs do not allow arbitrary nesting, and most importantly, the right-hand side of every FD is always a single path. As the results in this thesis point out the case where the right-hand side is the union of paths is particularly interesting in the presence of sets (the join axiom is only valid in restricted form). FDs of the form

\[
\{S\{L(A)\}, S\{L(B)\}\} \rightarrow S\{L(A, B)\}
\]

cannot be expressed by the approach in [137] as this FD is different from the two trivial FDs

\[
\{S\{L(A)\}, S\{L(B)\}\} \rightarrow S\{L(A)\} \text{ and } \{S\{L(A)\}, S\{L(B)\}\} \rightarrow S\{L(B)\}.
\]

There are still differences even if we consider only single paths in the right-hand side. Consider for instance the nested attribute \( N(L\{K(A, B, C)\}, D) \) together with the FD

\[
N(L\{K(A, B)\}) \rightarrow N(D)
\]
where the set of value pairs on \( A, B \) determines the value on \( D \). FDs which are expressible by the approach in [137] are

\[
N : [L \rightarrow D] \quad \text{and} \quad N : [L : A, L : B \rightarrow D]
\]

assuming that the labels identify the (embedded) nested attributes. These, however, are both different from

\[
N(L\{K(A, B)\}) \rightarrow N(D).
\]

The first FD corresponds to

\[
N(L\{K(A, B, C)\}) \rightarrow N(D)
\]

and the second corresponds to

\[
\{N(L\{K(A)\}, N(L\{K(B)\})\} \rightarrow N(D),
\]

respectively. On the other hand, in order to express the FD \( N : L[A \rightarrow B] \) in our context, we need to consider the embedded nested attributes \( K(A, B, C) \) where the FD \( K(A) \rightarrow K(B) \) could be defined. Moreover, attributes in which \( \lambda \) occurs are not covered in [137]. In summary, the approach in [137] uses partly the expressiveness of the set constructor, but does not take care of the fact that the extension rule is not valid in the presence of sets.

A further approach to defining FDs in the context of the nested relational data model is provided in [180]. So-called null extended FDs are defined to admit null values and study the relationship between multi-valued dependencies \( X \rightarrow Y \) and FDs \( X \rightarrow Y^* \) (here \( Y \) refers to the complete unnesting of the relation-valued attribute \( Y^* \)), i.e., the interaction of different dependency classes in the context of nesting and unnesting. Null extended FDs are again defined on the basis of paths. FDs from the RDM cannot be expressed. Furthermore, relation-valued attributes can only occur on the right-hand side of null extended FDs. Consider the nested attribute \( N = L(A, K\{M(B, S\{C\})\}) \) which would be expressed as \( A(B(C)^*)^* \) in a slightly simplified nested relational data model. Examples for null extended FDs are

\[
A \rightarrow (B(C)^*)^* \quad \text{or} \quad AB \rightarrow (C)^*.
\]

The last of these is not covered yet by our data model. In order to express the last null extended FD in our context we need to consider combinations of embedded nested attributes, i.e., \( L(A, M(B, S\{C\})) \) in this case. Conversely, the FD \( L(A, K\{M(B)\}) \rightarrow L(K\{M(S\{C\})\}) \) is again not expressible as a null extended FD. The expressiveness of null extended FDs and FDs in the presence of null, flat, record- and set-valued attributes is different.

Most recently, the major research interest is on the model of semi-structured data and XML [1, 53]. Work on integrity constraints in the context of XML and object-oriented databases can be found in [14, 51, 58, 110, 111, 178, 262, 285, 286, 287, 295]. The approaches in [14, 51, 178, 262, 285, 295] are again based on a relational representation of the data, thus resulting again in a different expressiveness from our approach. FDs in [14] are not
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axiomatisable at all. In order to illustrate the difference to our data model a bit more we look at some examples.

Consider the XML data tree in Figure 5.8 containing data on courses organised by the dancing club of the local high school.

![XML data tree](image)

**Fig. 5.8.** An XML data tree carrying some functional dependency.

The XML document corresponding to this XML data tree is shown in Figure 5.9.

```
01<Root>
02 <Course Date="Feb 1"> 17 </Pair>
03 <Pair> 18 <Ranking>B-</Ranking>
04 <He>Tom</He> 19 </Course>
05 <She>Jane</She> 20 <Course Date="Feb 5">
06 </Pair> 21 <Pair>
07 <Ranking>A-</Ranking> 22 <He>Tom</He>
08 </Course> 23 <She>Jane</She>
09 <Course Date="Feb 2"> 24 </Pair>
10 <Pair> 25 <Pair>
11 <He>Tom</He> 26 <He>Jim</He>
12 <She>Jane</She> 27 <She>Tina</She>
13 </Pair> 28 </Pair>
14 <Pair> 29 <Ranking>B-</Ranking>
15 <He>Jim</He> 30 </Course>
16 <She>Tina</She> 31 </Root>
```

**Fig. 5.9.** An XML document corresponding to the XML data tree in Fig. 5.8.

It happens that neither gentlemen nor ladies change their dance partners. That is, for every pair in the XML data tree **He** determines **She**, and vice versa. Both observations are likely to be called functional dependencies.
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Now consider the XML data tree in Figure 5.10. It is obvious that the observed functional dependencies do no longer hold. Nevertheless the data stored in this tree is not independent from each other: whenever two courses coincide in all their pairs then they coincide in their rating, too. That is, in every course the set of Pairs determines the Rating. The reason for this might be straightforward. Suppose, during every course each pair is asked whether they enjoyed dancing with each other (and suppose that the answer will not change over time). Afterwards, the average rating is calculated for the course and stored within the XML document. This, in fact, leads to the functional dependency observed in Figure 5.10.

![Fig. 5.10. Another XML data tree still carrying some functional dependency.](image)

Surprisingly, [14, 178, 285] all introduced the first kind of functional dependencies for XML while the second kind has been neglected so far in the literature on XML. The reason for this is the path-based approach towards functional dependencies used in all three papers. The second kind, however, represents functional dependencies that can be captured using nested attributes. Suppose we have the nested attribute

```xml
Course(Date, Pair{Partner(He, She)}, Rating)
```

then the functional dependency above reads as

```xml
Course(Pair{Partner(He, She)}) → Course(Rating).
```

In order to capture the first kind of functional dependencies via nested attributes one needs to consider the embedded nested attribute Partner(He, She). In this case the FDs read as Partner(He) → Partner(She) and Partner(Shet) → Partner(He). For a graph-oriented approach towards functional dependencies in XML that is based on homomorphisms between subgraphs see [138] and [144].

In order to capture the full expressiveness of XML one will need to consider the union and reference type. Thus, a Kleene-star element definition `!ELEMENT X(Y) *` can be represented by the list-valued nested attribute X[Y], a sequence element definition
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by the record-valued attribute \(X(Y_1, \ldots, Y_n)\), and an alternative element definition \(\langle \! \langle \text{ELEMENT} \ X( Y_1 \mid \cdots \mid Y_n) \rangle \! \rangle\) by \(X(Y_1 \oplus \cdots \oplus Y_n)\). Furthermore, as the plus-operator in regular expressions can be expressed by the Kleene-star, an element definition \(\langle \! \langle \text{ELEMENT} \ X( Y)^+ \rangle \! \rangle\) can be represented by the record-valued attribute \(X(Y, X'[Y])\) with a new label \(X'\). Similarly, optional elements can be expressed by alternatives with empty elements, thus an element definition \(\langle \! \langle \text{ELEMENT} \ X( Y?) \rangle \! \rangle\) will be represented by the union-valued attribute \(L(X(Y) \oplus X'(\lambda))\). In order to capture the reference structures in XML documents we may need to consider rational tree attributes. See [76] for fundamental properties of infinite trees. In this case, the subattribute lattice may become infinite.

In summary, our approach based on explicit subattributes deviates significantly from previous approaches in the nested relational data model, object-oriented data models and XML, yielding a complementary expressiveness. In particular, the algebraic approach based on a Brouwerian algebra of subattributes is original. To the author’s best knowledge there is not any other work which deals specifically with lists and multisets in the context of FDs.
Chapter 6

Summary

This chapter shall summarise the main results and contributions of this thesis and comment on future research by listing some open problems.

6.1 Main Results

The major contribution of this thesis is the provision of a mathematically well-founded framework that allows the study of different classes of dependencies in the presence of various combinations of data types. Data models are classified according to the data types that they support. The approach is therefore independent of any specific data model. Although it is not claimed that this is the ultimate unifying framework to investigate problems of dependency theory in complex-value data models, the presence of specific types in any data model do motivate the study of those kinds of problems investigated in this thesis. The examples used throughout the thesis illustrate that dependencies naturally occur among complex objects. The extension of the relational theory of various dependency classes to the presence of complex data types allows to specify more real-world constraints and increases therefore the number of application domains. Moreover, a formal foundation for automated reasoning about these constraints is provided and the start to a complex-value database design theory made.

It has been demonstrated that the presence of such complex objects like records, lists, sets and multisets leads to the algebraic structure of a Brouwerian algebra. The relational data model is based on the Boolean powerset algebra \((\mathcal{P}(R), \subseteq, \cup, \cap, (\cdot)^c, \emptyset, R)\). From a purely algebraic point of view, the gain in expressiveness due to the introduction of complex objects results therefore in the loss of the involutional character of the complement operation. Throughout the thesis it is shown that Brouwerian algebras are sufficiently powerful to generalise and extend well-known results from relational databases.

In the presence of lists it is sufficient to consider the subattributes of a nested attribute in order to define functional and multi-valued dependencies while in the presence of sets or multisets, sets of subattributes need to be introduced. In that sense lists are simpler than sets and multisets. This is not really surprising as the list type possesses both features: the elements of a list are totally ordered and multiple occurrences of the same element are
allowed. Since multisets also allow the occurrence of duplicates, it must be the total order on the elements of a list that guarantees the soundness of the join axiom, i.e., that the values of the projections on subattributes determine the value of the projection on their join. While list and multiset type allow the reasoning about the number of their elements, the set type is only capable of distinguishing between empty and non-empty sets. The fact that elements of a list or multiset may occur more than once is decisive to that regard.

The dependency classes that have been studied add a complementary expressiveness to those that have previously been studied in the literature. MVDs have not been studied at all in the presence of lists. FDs have not been studied at all in the presence of lists and multisets.

Regarding the problem of axiomatising the class of FDs, Theorem 5.23 captures the main result. Once the framework of nested attributes is given, it is straightforward to obtain a generalisation of Armstrong’s axioms for the class of FDs in the presence of records and lists. The introduction of set- and multiset-valued attributes calls for a more sophisticated definition of FDs. Left- and right-hand side are now sets of subattributes instead of single subattributes. Besides Armstrong’s original axioms two more axioms are required to capture the class of FDs in the presence of sets or multisets. The completeness proof, which still remains constructive, uses rather deep arguments in case of set- and multiset-valued attributes. Theorem 5.23 provides minimal axiomatisations for the class of FDs in the presence of all combinations of records, lists, sets and multisets.

Figure 5.7 summarises the upper complexity bounds for the implication problem of FDs in the presence of all previous type combinations. In the context of records and lists, a provably-correct and linear-time algorithm is proposed for computing the closure of a nested attribute with respect to a given set of FDs. The size of the input is defined in the number of join-irreducible subattributes and the number of FDs given. The representation theorem for Brouwerian algebras suggests a different, topological view of FDs. This alternative perspective is even more similar to the framework of relational databases, in the sense that operations are performed on (closed) sets. In the presence of sets or multisets, provably-correct and polynomial-time algorithms are proposed for computing the closure of a set of nested attributes with respect to a given set of FDs. The size of the input, however, is now defined as the number of all subattributes and the number of FDs given. This is justified by the fact that a set of subattributes is semantically different from the join of these subattributes.

Theorem 4.3 shows that MVDs are still equivalent to binary join dependencies, even in the presence of records and lists. Theorem 4.13, Theorem 4.28 and Theorem 4.31 provide (minimal) axiomatisations for the class of FDs and MVDs, Theorem 4.43 and Theorem 4.44 propose minimal axiomatisations for the class of MVDs. An interesting fact is that the MVD $X \rightarrow^* Y$ implies the non-trivial FD $X \rightarrow Y \cap Y^c$ which gives the set of inference rules a distinctive Brouwerian flavour. Recall that MVDs do not imply any non-trivial FDs in the context of the RDM. Further differences to the RDM are given by the minimal sets of inference rules. This is due to the fact that non-maximal join-irreducible subattributes cannot be represented as the Brouwerian complement of any set of subattributes.
The provably-correct and polynomial-time Algorithm 4.4.1 computes dependency basis and nested attribute closure for a given subattribute and a given set of FDs and MVDs. It naturally generalises the well-known membership algorithm for FDs and MVDs in relational databases. This shows that the implication problem for FDs and MVDs is efficiently decidable in the presence of records and lists.

The applicability of efficiently solving the various implication problems is demonstrated by proposing efficient algorithms for computing non-redundant covers of sets of dependencies and deciding whether a (set of) nested attribute(s) is a superkey with respect to a given set of dependencies.

Database design theory in terms of FDs is extended to the presence of records and lists. Formal definitions of design criteria such as the absence of redundancies and the absence of abnormal update behavior are generalised and adapted to this framework. The Nested List Normal Form (NLNF) is proposed as a normal form that syntactically describes well-designed nested attributes. NLNF is strictly weaker than a straightforward extension of Boyce-Codd Normal Form. The proposal is semantically justified by formally showing the equivalence to the absence of redundancy, strong insertion anomalies, and strong type-1 and strong type-2 replacement anomalies. Furthermore, strong type-3 replacement anomalies cannot occur for nested attributes in NLNF. In order to verify that an instance of a nested attribute in NLNF satisfies all FDs given, it is sufficient to verify that this instance satisfies all key dependencies and all inevitable FDs. Finally, a provably-correct algorithm is proposed which decomposes an arbitrary nested attribute with respect to a given set of FDs into subattributes that are all in NLNF with respect to the set of projected FDs. This decomposition is lossless in the sense that every instance, satisfying all the FDs given, is the generalised natural join of its projections on the decomposed subattributes. Some problems with the algorithm are pointed out. The algorithm may execute in time exponential in the size of the given nested attribute and set of FDs, the cardinality of the decomposition may be exponential in the size of the given nested attribute. Moreover, deciding whether an arbitrary subattribute is in NLNF with respect to the projected set of FDs is coNP-complete. Finally, some of the FDs that have been specified may be lost during the decomposition process. The results obtained for NLNF as well as the problems with the decomposition algorithm generalise well-known results from the RDM.

### 6.2 Open Problems

Figure 1.1 gives an indication of opportunities for future research. Although an axiomatisation for the class of FDs has been achieved in all combinations of records, lists, sets and multisets, the expressiveness for the class of FDs can be increased. We have seen examples which suggest to study the interaction of FDs defined on embedded nested attributes. Consider for instance the nested attribute $L[N(A, B, C)]$ together with its embedded attribute $N(A, B, C)$. Suppose the functional dependency $N(A) \rightarrow N(B)$ has been specified on $N(A, B, C)$ and $r \subseteq \text{dom}(N)$ satisfies this FD. If $r' \subseteq \{[t_1, \ldots, t_n] \mid t_i \in r\}$, then $r' \subseteq \text{dom}(L[N(A, B, C)])$. 

satisfies the FD $L[N(A)] \rightarrow L[N(B)]$. Considering embedded attributes of a nested attribute therefore leads to the soundness of further inference rules which need to be studied in order to achieve an axiomatisation for this new class of FDs. The expressiveness can be even more increased if not only embedded attributes, but also combinations of embedded attributes are studied. This was suggested by the example of null-extended FDs and the FDs previously studied in XML. In the same spirit, one may try to increase the expressiveness of MVDs by studying the interaction between MVDs on embedded attributes.

Another approach to increasing the expressiveness is to extend the number of subattributes for a fixed nested attribute. This can be done by relating the information content of different data types to one another. The list-valued attribute $L[A]$ for instance may have the subattribute $L(A)$ which itself has the subattribute $L\{A\}$. In the first step we drop the information on the order of the elements, in the second step we drop the possibility of multiple occurrences of the same element. It is then interesting to study to which extent this approach still results in a sufficiently powerful structure in which dependencies can be investigated.

A more general treatment of data dependencies in complex-value databases may have a successful turnout as in the RDM [109, 264, 278]. The problem is that of finding a suitable logic (if there is one) such that dependencies can be associated with formulae in that logic. The first-order theories of lists, sets and multisets established in [99] seem promising.

What changes if lists, sets or multisets are allowed to have an infinite number of elements?

It is desirable to improve the running time of Algorithm 4.4.1 for deciding the implication of FDs and MVDs. Substantial research on that subject has again been done for relational databases and the papers [98, 118, 135, 173, 239, 277] may give some more information.

It seems interesting to study multi-valued dependencies in the presence of the set and multiset constructor. For relational databases, the flat relation $r$ satisfies the MVD $A \rightarrow B$ if and only if the relation $r^*$, that results from a NEST operation over attribute $B$, satisfies the FD $A \rightarrow (B)^*$, see [113]. This observation will have a direct impact on the interaction of FDs and MVDs on different combinations of embedded attributes.

The minimality results in thesis have been achieved with respect to Definition 3.7. As mentioned before the notion of minimality can be improved. Strictly speaking, minimality would also refer to the fact that the constraints for every inference rule cannot be weakened without losing completeness. This stronger notion of minimality should be studied in the future. Moreover, it would be interesting to find other (all?) minimal sets of inference rules for the various axiomisations.

Although the context-dependent Brouwerian complement rule could be replaced by the much weaker context-dependent $N$-axiom, it is still interesting to ask how mixed meet rule and auto-complement rule, respectively, can be weakened.

Another interesting line of research is data mining. It would be interesting to develop algorithms that determine all FDs and MVDs on a nested attribute $N$ that are satisfied by a particular instance $r \subseteq \text{dom}(N)$. For relational databases, [167, 189, 198, 199] and [242, 300] have developed algorithms for FDs and MVDs, respectively.
There is a polynomial-time algorithm for obtaining a lossless BCNF decomposition for relation schemata [270]. The idea from that paper may give hints how to obtain a polynomial-time algorithm for achieving a lossless NLNF decomposition.

An open problem is to extend the NLNF proposal to the class of MVDs, and the class of FDs and MVDs, to semantically justify the proposal in terms of absence of redundancies and abnormal update behavior, and to generalise the decomposition approach. Relevant papers that address these problems in the context of relational databases are [280, 281, 283, 289, 290] and [133]. The key to solving these problems is an appropriate definition of inevitable MVDs. Let $N$ be a nested attribute and $\Sigma$ a set of FDs and MVDs on $N$. The conditions when an FD from $\Sigma^+$ is in $\Sigma_{inev}$ are exactly as before. An MVD $X \rightarrow Y \in \Sigma^+$ if and only if $Y \subseteq X$ or $Y \in NMaxB(N)$ or $X \cup Y = N$. The set $\Sigma_{inev}$ of inevitable FDs and MVDs on $N$ with respect to $\Sigma$ is then the closure of $\Sigma_{inev}$ under the complete set of inference rules for FDs and MVDs in the presence of lists from Theorem 4.28. It follows for an MVD $X \rightarrow Y \in \Sigma^+$ that $X \rightarrow Y \in \Sigma_{inev}$ if and only if $Y^{cc} \subseteq X$ or $Y^c \subseteq X$ holds. A nested attribute $N$ is said to be in Nested List Normal Form with respect to the set $\Sigma$ of FDs and MVDs on $N$ if and only if every $X \rightarrow Y \in \Sigma^*$ is inevitable on $N$ with respect to $\Sigma$ or $X$ is a superkey for $N$ with respect to $\Sigma$. It is conjectured that the results on the 4NF in relational databases from [280] carry over to the Nested List Normal Form. As it was the case with BCNF and NLNF, a simple extension of 4NF implies NLNF, but not vice versa. Along these investigations it might prove useful to generalise such notions as reduced MVDs and minimal covers of sets of MVDs [216], pure set of FDs and MVDs [154], envelope set [301, 302] and conflict-free MVDs [247] from relational databases to the context of complex object types.

A further desirable goal is to propose normal forms for nested attributes in the presence of more type constructors. The axiomatisations of FDs in the context of records, lists, sets and multisets suggest to continue along those lines. The decisive notion in a Complex-value Normal Form proposal may be that of a unit of a nested attribute, taking over the role of maximal basis attributes in the proposal of the NLNF.

Normalisation is nothing but an optimisation. Considering the example of the prime factorisation $\text{Factor} \left( \text{Integer}, \text{Prime[Number]}, \text{Exponent[Number]} \right)$, one may ask whether the list constructor is really appropriate here. Instead of storing the list of prime factors and the list of exponents, one may store the set of prime factor/exponent pairs. It would be interesting to see whether the specification of inevitable FDs such as

\[ \text{Factor}(\text{Prime}[\ell]) \rightarrow \text{Factor}(\text{Exponent}[\ell]) \text{ and } \text{Factor}(\text{Exponent}[\ell] \rightarrow \text{Factor}(\text{Prime}[\ell]) \]

suggest that the data type is inappropriate. A further observation is the following. Consider the list-valued attribute $L[M]$ and suppose the FD $\lambda \rightarrow L[\lambda]$ has been specified. It says informally that all tuples coincide on $L[\lambda]$, i.e., the length of the list $L[M]$ is constant, say $k$. In this case, it is certainly more appropriate to use the record-valued attribute $L(M_1, \ldots, M_k)$ with $dom(M_i) = dom(M)$ for $i = 1, \ldots, k$.

The notions of redundancy and update anomalies that were used in this thesis are not the only notions that appear in the literature. Vincent has introduced the concept of value-redundancy in [283]. Given a relation schema $R$, an attribute $A$ in $R$, a set $\Sigma$ of
FDs and MVDs on $R$, a relation $r$ over $R$ and a tuple $t$ in $r$, the data value occurrence $t[A]$ is redundant with respect to $\Sigma$ iff for every replacement of $t[A]$ by a value $a'$ such that $t[A] \neq a'$ and resulting in a new relation $r'$, then $\nexists_{r'} \Sigma$. $(R, \Sigma)$ is defined to be in redundancy free normal form if and only if there does not exist an $r$ over $R$ with $\models_r \Sigma$ which contains a data value occurrence that is redundant with respect to $\Sigma$. Vincent shows that $(R, \Sigma)$ is in redundancy free normal form if and only if $R$ is in 4NF with respect to $\Sigma$. Update anomalies, as defined in this thesis, are called key-based update anomalies in [280]. So-called fact-based update anomalies are also introduced in [280], and the relationship between their absence and BCNF and 4NF are examined. The extensions of these notions to the framework of nested attributes and their relationship to the Nested List Normal Form are further directions of future research. Arenas and Libkin [13] use techniques from information theory to define a measure of information content of elements in a database with respect to a set of constraints. This provides a set of tools for testing when a normal form proposal corresponds to a good design. The results give information-theoretic justifications for normal forms such as BCNF, 4NF, project-join normal form (PJ/NF), fifth normal form (5NF), domain-key normal form (DK/NF) and the XML normal form XNF proposed in [14], as well as information-theoretic criteria for justifying normalisation algorithms. It would be interesting to test the measure with respect to the Nested List Normal Form proposal, and later on the Complex-value Normal Form proposal.

Normalisation is a well-studied area in the context of relational databases. Besides BCNF and 4NF, there are many other normal form proposals. An extension of third normal form (3NF) [70, 304], PJ/NF [104], 5NF [282] and DK/NF [105] to nested attributes seem desirable.

The (disjoint) union type is well-worth investigating as it can be used to represent alternatives. It is very important for the higher-order entity-relationship model [265] and XML [53]. In order to give a small illustration of the difficulty of the union type we look at the following example. Figure 6.1 shows the structure of the union-valued attribute $L(A \oplus B)$.

![Fig. 6.1. Subattribute Lattice of a Union-valued Attribute](image-url)
Note that the subattribute $L(\lambda_A \oplus \lambda_B)$ indicates from which domain a value stems. If the projection on $L(\lambda_A \oplus \lambda_B)$ is $ok_A$, then the value comes from $dom(A)$, and if the projection is $ok_B$, then the value comes from $dom(B)$. Suppose that one needs to find two different elements $t_1, t_2 \in dom(L(A \oplus B))$ with $\pi_W^N(t_1) = \pi_W^N(t_2)$ iff $W \leq L(\lambda_A \oplus \lambda_B)$. Consequently, both of the values must be $ok_A$ or both of the values must be $ok_B$ on $L(\lambda_A \oplus \lambda_B)$. That means we have either $t_1, t_2 \in dom(A)$ or $t_1, t_2 \in dom(B)$. However, in this case we also have $\pi_{L(\lambda_A \oplus B)}^N(t_1) = \pi_{L(\lambda_A \oplus B)}^N(t_2)$ or $\pi_{L(\lambda_A \oplus B)}^N(t_1) = \pi_{L(\lambda_A \oplus B)}^N(t_2)$. That shows that one cannot find any two elements of $dom(L(A \oplus B))$ with this property, which indicates that there is an FD

$$L(\lambda_A \oplus \lambda_B) \rightarrow L(A \oplus \lambda_B) \text{ or } L(\lambda_A \oplus B)$$

where the right-hand side is a disjunction of subattributes. Such FDs are relevant, if an axiomatisation of FDs in the presence of unions is pursued.

Another challenge is the inclusion of the reference type into the types of interest. It is particularly important for object-oriented databases and XML. A possible approach to investigate the reference type is to represent nested attributes as labelled trees where the labels of a non-leaf node are used to define embedded attributes and leaf nodes are either null or flat attributes or referencing labels to other nodes. This leads to rational trees which are infinite, but in which the number of different subtrees is still finite.

More classes of relational dependencies will be the subject of future studies in the presence of various combinations of data types. The book [264] identifies more than 90 different constraint classes for relational databases. The class of join dependencies is more general than the class of MVDs. Interestingly, there does not exist a finite Hilbert-style axiomatisation for this class [229], however, a sound and complete set of Gentzen-style inference rules is proposed in [39]. A different and important class are inclusion dependencies which are not uni-relational, i.e., refer to more than one relation schema.

Finally, the proposed concepts and algorithms should be implemented. The research report [252] contains a C++ implementation for computing dependency basis and nested attribute closure of a given subattribute with respect to a given set of functional and multi-valued dependencies in the presence of records and lists.
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