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Abstract

Restricted Boltzmann Machine (RBM) is a two-layer neural network, popular for its efficient training methodology in many applications involving data recall, classification, and recognition. Traditionally RBM is designed with binary neurons in both layers. RBMs with Gaussian (continuous-valued) neurons in visible layer have been introduced for ease of integration with real data. However, the hidden layer still consists of binary neurons. Recently, theoretical studies in discrete RBM with discrete visible and hidden nodes have shown that increasing the number of hidden states improves reconstruction error. Motivated by this finding, the research in this thesis aims to develop an RBM with a Gaussian visible layer and a discrete multi-state hidden layer, called the Gaussian Discrete RBM (GDRBM). The equations governing this new model have been worked out and a contrastive divergence training algorithm has been developed based on these equations. Performance results using the MNIST and CBCL benchmark datasets show that the performance of a GDRBM with 4-state hidden neurons is approximately the same as that of other Gaussian RBMs with binary hidden neurons when the size of the hidden layer is doubled. This GDRBM has also been used to form one layer of a deep autoencoder. This is the first time an autoencoder has been designed with a multi-state discrete layer. Initial experimental results show that a GDRBM-based deep autoencoder is able to reconstruct the inputs reasonably well. However the pretraining is not very effective and the amount of initial reconstruction error need to be reduced to make it perform at the same level of a traditional deep autoencoder. Further research will be needed to understand how GDRBM could be used in a deep autoencoder.
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Chapter 1
Introduction

1.1 Background

Artificial Neural Network (ANN) is a branch of Artificial Intelligence (AI) that is inspired by the architecture of the human brain. An ANN typically consists of a large number of relatively simple processing nodes (or artificial neurons) that are organized in layers and are interconnected with each other in specific ways. Some nodes are visible to the outside world while others are “hidden” and are not accessible directly from the input or the output. Associated with each connection between two nodes is a synaptic weight. Training an ANN involves computing the weights to adequately model a set of training data.

Since the discovery of the learning capabilities of the multi-layer perceptron, many different ANNs have been proposed. They include Hopfield network, Recurrent Neural Network (RNN), Radial Basis Network (RBN), self-organizing networks, neural-fuzzy networks, etc. In 1985, a type of recurrent ANN known as the Boltzmann Machine (BM) was introduced. It consists of a visible and a hidden layer, with symmetric and bidirectional connection between nodes in the two layers and between the hidden nodes. In training, the values taken from the training dataset is set as input to the visible layer. When training is completed, the weights represent an internal model of the training data [1]. It turns out that the connections among nodes in the same layer make the network very difficult to train [2], [3]. Thus a variant of BM, known as the Restricted Boltzmann Machine (RBM), is introduced by removing the connection between neurons in the same layer. This simplifies the equations involved and consequently promotes faster training. Recently, RBM has been used as the building block for constructing multilevel architectures generally known as deep learning architectures [4],[5], with applications to feature extraction, classification, image and speech recognition [6],[7],[8], among others.

The nodes in the original BM and RBM are binary. That is, the inputs and outputs of each node are binary values. This presents two main limitations. First, these networks are only applicable to binary datasets. However many applications involve data that
cannot be represented accurately in binary values [9]. Second, binary hidden nodes limit the amount of information that can be represented. Although these problems can be partially solved by exponentially increasing the number of nodes, this solution is hampered by training algorithms that are inefficient and sometimes ineffective. While training methodologies have recently improved [1]-[10], the accuracy of continuous-valued inputs is still compromised.

This problem led researchers to develop a variant of RBM that accepts continuous-valued inputs. One such RBM is the Gaussian RBM (GRBM). It has been shown that GRBM provides better representation than binary RBM [6, 10-13]. GRBM has allowed the RBM to be applied to more areas. While some GRBM characteristics have been studied [10, 14], much remains to be discovered. It should be noted that the hidden nodes in a GRBM are still binary even though the visible nodes accept continuous inputs. The reason for this is Gaussian neuron provides linear transformation of inputs [6] which is highly undesirable for learning interesting features from input [15].

Another type of neuron known as softmax that gives discrete multistate space is studied by many neural networks [9], [11, 16, 17]. But it is less popularized, due to its computational complexity [18]. However, there is evidence that multistate neurons reproduce the input with minimal error [19]. This hypothesis improves representation power in RBM.

Normally, RBM models and its variants are trained with gradient methods. The states and weights are updated by following the direction that minimizes global energy. However, these types of algorithms tend to get stuck in local minima [20]. Furthermore, difficulties in determining the normalizing constant and other difficulties have been reported, [21], [3]. A better training algorithm, known as Contrastive Divergence (CD), that makes use of a single step of Gibbs sampling have been proposed [1]. Following this, other related efficient algorithms such as Persistent Contrastive Divergence (PCD) [22], Fast Contrastive Divergence [23], and Parallel Tempering (PT) [10] appeared in the literature. In RBM, training efficiency is determined by parameters such as learning rate, weight cost and weight decay [9]. GRBM has an additional Standard Deviation parameter. This parameter controls the amount of noise in the GRBM which affects the training efficiency. Most training
algorithms keep the standard deviation constant [8]. However, there is evidence that 
scaling the energy expression by the variance improves results [13].

1.2 Research Aims and Objectives

The main aim of this research is to further improve the representation power of GRBM. 
Recently, theoretical study in discrete RBM with discrete visible and hidden nodes has 
shown that increasing the number of hidden states improves reconstruction error [19]. 
The hypothesis is that this is also true for RBM with a Gaussian visible layer. The main 
objective of this work is therefore to test the validity of this hypothesis. In order to do 
this, the binary hidden nodes in GRBM are replaced by discrete multi-state ones. This 
modified network will be called Gaussian Discrete RBM (GDRBM).

Since GDRBM is different from GRBM, the set of equations governing the model and a 
corresponding training algorithm will need to be developed. The second objective is 
therefore to formulate a training algorithm that is effective in training GDRBMs. The 
algorithm will be based on the CD algorithm due to its simplicity and effectiveness.

The final objective is to evaluate the performance of GDRBM by applying it to a 
number of benchmark problems and compare with those produced by RBM and 
GRBM. The applications include handwritten image and face recognition using the 
MNIST [24] and CBCL [25] datasets respectively. Its application to deep learning 
arichitectures will also be explored.

1.3 Contributions

First, a new RBM known as the GDRBM has been developed. It has a Gaussian visible 
layer and a non-binary discrete output layer. The conditional probabilities of the hidden 
layer as well as the CD-1 training algorithm are modified for this particular network. 
The performance of GDRBM has been compared through simulation experiments using 
the MNIST and CBCL datasets.

Secondly, a deep autoencoder is constructed with GDRBM as one of the layers and the 
results are analyzed. This is the first attempt in using a non-binary RBM layer for a 
deep autoencoder. Some initial experimental results are obtained and analyzed.
1.4 Thesis Organization

This thesis is divided into five chapters.

Chapter 2 reviews details of the RBM and its training methodology. Two types of discrete neurons – Binary and Softmax units and three variants of continuous RBMss-Hinton RBM, GBRBM, and IGBRBM are discussed. In particular, this chapter discusses modification of the energy function of GRBM from the one used for binary RBM.

The new GDRBM is described in detail in Chapter 3. The training algorithm is developed by CD1 algorithm. Its characteristics are explored through various experiments in MNIST and CBCL face datasets.

Chapter 4 applies the GDRBM to a deep learning network. In particular, a deep autoencoder is constructed with a GDRBM layer. The performance of this new deep autoencoder is compared with the traditional deep autoencoder.

Finally chapter 5 concludes this thesis with suggestions for future works.
Chapter 2

Restricted Boltzmann Machines

This chapter reviews the RBM and some of its variants which are suitable for discrete-valued data and continuous valued data. The efficient training methodologies also described.

2.1 Boltzmann Machine

Boltzmann Machine (BM) is an ANN constructed by two state neurons connected through symmetric weights [2]. Neurons are either visible or hidden from the outside world. Those that have connections to external inputs/outputs form the visible layer while the rest form the hidden layer. The state of each neuron is determined stochastically by calculating the energy of that particular neuron compared with the energy of whole network. Every neuron in this network is connected to all other neurons [26]. This network architecture makes it very difficult to perform statistical sampling during the learning phase and it takes a long time to reach stationary distribution [1], [5], [27]. In general, training a BM is time consuming [28], [29].

2.2 Restricted Boltzmann Machine

In order to overcome the problems in training the BM, connections between neurons in the same layer is removed, creating what is known as a Restricted Boltzmann Machine [1],[4]. The two-layer structure of an RBM is shown in Figure 2.1. The visible layer has neurons labelled as $v_i$ and hidden layers neurons are labelled $h_j$. Connections between the two layers are symmetric with weight $w_{ij}$ between $v_i$ and $h_j$. In addition, each layer has its own external bias, denoted by $a_i$ and $b_j$ for the visible and the hidden layers respectively.

The energy of the network is defined by

$$E(v, h) = -a_i v_i - b_j h_j - v_i h_j w_{ij}$$  \hspace{1cm} (2.1)
Since there are no connections between neurons in the same layer, neurons in each layer is conditionally independent given the other [12]. Hence, the state of each neuron can be obtained by the following conditional probabilities:

\[
p(h_j | v_i) = \frac{e^{h_j(b_j + w_{ji}v_i)}}{\sum_h e^{h_j(b_j + w_{ji}v_i)}} \tag{2.2}
\]

\[
p(v_i | h_j) = \frac{e^{v_i(a_i + w_{ij}h_j)}}{\sum_v e^{v_i(a_i + w_{ij}h_j)}} \tag{2.3}
\]

where \( h_j \) represents the state of the \( j \)-th hidden neuron and \( v_i \) denotes the state of the \( i \)-th visible neuron. Detailed derivations of conditional distributions can be found in Appendix 1.

**Figure 2.1 Architecture of Restricted Boltzmann Machine**

### 2.2.1 Training Algorithms

Training an RBM involves estimating the parameters of the network \( \theta = (w_{ij}, a_i, b_j) \) given a set of training data. This can be done using the maximum likelihood method
The idea is to find the parameter that maximizes the probability of input presented to the visible layer [1]. Since RBM is an energy based model, maximizing this probability is equivalent to minimizing the energy for the given input. Hence, the goal of the learning algorithm is to find the parameters that will lower the energy state of each neuron to maximize the joint probability distribution of whole network [30] which is given by,

$$p(v,h) = \frac{1}{z} e^{-E(v,h)} \quad (2.4)$$

The likelihood of the parameters $\theta$ of the RBM given the data in visible layer is defined as [31]:

$$L(\theta | v) = p(v | \theta) \quad (2.5)$$

For computational convenience, the log likelihood function is used instead [20]:

$$\ln L(\theta | v) = \ln \left( \frac{1}{z} \left( \sum_{h} e^{-E(v,h)} \right) \right) \quad (2.6)$$

Where $z$ is normalizing constant and is given by $z = \sum_{v,h} e^{-E(v,h)}$. Substituting into(2.6), we have

$$\ln L(\theta | v) = \ln \left( \sum_{h} e^{-E(v,h)} \right) - \ln \left( \sum_{v,h} e^{-E(v,h)} \right) \quad (2.7)$$

With a large number of visible and hidden neurons, numerical approximation methods such as gradient ascent [32, 33] is usually used to find the maximum of this log likelihood function. Maximizing the likelihood function is equivalent to minimizing the weights. As weights are linearly related to energy by(2.1), minimizing the weights leads to minimizing energy. In each iteration of the gradient ascent, parameters are updated based on the direction of measured likelihood [34], which is given by the derivative:
\[
\frac{\partial \ln L(\theta | v)}{\partial \theta} = \sum_i e^{-E(v, h)} \frac{\partial E(v, h)}{\partial \theta} + \sum_{v, h} e^{-E(v, h)} \frac{\partial E(v, h)}{\partial \theta} = -\sum_h p(h | v) \frac{\partial E(v, h)}{\partial \theta} + \sum_{v, h} p(v, h) \frac{\partial E(v, h)}{\partial \theta}
\]  

(2.8)

Since \( \theta \) consists of weights \( (w_{ij}) \), visible layer bias \( (a_i) \) and hidden layer bias \( (b_j) \), Equation (2.8) [27] can be split up into three parts:

\[
\frac{\partial \ln L(\theta | v)}{\partial w_{ij}} = <v_i h_j\rangle_{\text{data}} - <v_i h_j\rangle_{\text{model}}
\]  

(2.9)

\[
\frac{\partial \ln L(\theta | v)}{\partial b_j} = <v_i >_{\text{data}} - <v_i >_{\text{model}}
\]  

\[
\frac{\partial \ln L(\theta | v)}{\partial a_i} = <h_j >_{\text{data}} - <h_j >_{\text{model}}
\]  

(2.10)

Here \( <v_i h_j\rangle_{\text{data}} \) and \( <v_i h_j\rangle_{\text{model}} \) represent the expected values with respect to data and model distribution respectively. The idea behind these expectations is to find the number of times both layer units are on together during input layer takes inputs from training data and while recalling inputs from hidden layer [35].

These gradient values are used to update the parameters of the model:

\[
\nabla w_{ij} = \nabla w_{ij}(t-1) + \left(<v_i h_j\rangle_{\text{data}} - <v_i h_j\rangle_{\text{model}}\right)
\]

\[
\nabla b_j = \nabla b_j(t-1) + \left(<h_j >_{\text{data}} - <h_j >_{\text{model}}\right)
\]

\[
\nabla a_i = \nabla a_i(t-1) + \left(<v_i >_{\text{data}} - <v_i >_{\text{model}}\right)
\]

(2.10)

A momentum term \( \alpha \) and a learning rate \( \varepsilon \) can be introduced to control the convergence of the parameters [21]. With these two terms, the learning rules become:

\[
\nabla w_{ij} = \alpha \nabla w_{ij}(t-1) + \varepsilon \left(<v_i h_j\rangle_{\text{data}} - <v_i h_j\rangle_{\text{model}}\right)
\]

\[
\nabla b_j = \alpha \nabla b_j(t-1) + \varepsilon \left(<h_j >_{\text{data}} - <h_j >_{\text{model}}\right)
\]

\[
\nabla a_i = \alpha \nabla a_i(t-1) + \varepsilon \left(<v_i >_{\text{data}} - <v_i >_{\text{model}}\right)
\]

(2.11)
In order to reduce unnecessary large weights, another useful learning parameter known as weight decay $\lambda$ is used in the learning rule of weights [9]. Hence the learning rule for weights becomes,

$$
\nabla w_{ij} = \alpha \nabla w_{ij}(t-1) + \epsilon \left( \left\langle v_i, h_j \right\rangle_{\text{data}} - \left\langle v_i, h_j \right\rangle_{\text{model}} \right) - \lambda \nabla w_{ij}(t-1)
$$

(2.12)

In order to speed up gradient updates for large datasets, training data are divided into several mini-batches. The learning rule for the gradient of each mini-batch is obtained by adding previous batch gradient ($w_{ij}(t-1)$) with current batch gradient ($w_{ij}$).

$$
\begin{align*}
   w_{ij} &= \nabla w_{ij} + w_{ij}(t-1) \\
   b_j &= \nabla b_j + b_j(t-1) \\
   a_i &= \nabla a_i + a_i(t-1)
\end{align*}
$$

(2.13)

However, computing the gradient of the log likelihood is also practically difficult due to the expectations of the hidden and model distribution. Hence sampling methods are used to estimate the gradient of log likelihood [29]. Among many sampling methods, Gibbs sampling is one of the simplest if we know the conditional distribution of the variable (see Figure 2.2).

Since there is no connection between neurons of the same layer in a RBM, the conditional distribution of each layer is dependent only on the other layer. Thus Gibbs sampling for the two layers can be done in parallel and independently [1]. In other words, sampling does not depend on the previous states of the same layer. Hence, approximation of expectations in (2.11) and (2.12) are faster with the Gibbs sampling process.

All the efficient learning algorithms including contrastive divergence (CD) [1], Persistent Contrastive Divergence (PCD) [22], Fast Persistent Contrastive Divergence (FPCD) [23] and Parallel Tempering (PT) [36] all make use of Gibbs sampling to approximate log likelihood. Other approximation method such as Pseudo Likelihood [37], Score matching and Ratio matching [38] also exists to train RBM. These methods follow a straightforward mathematical calculation of log likelihood and are therefore computationally more expensive than Gibbs sampling methods.
Contrastive Divergence

CD is a basic RBM training methodology from which a number of other methods are derived. It consists of recurrent steps of Gibbs sampling to approximate the expectations of the data and model distributions by a large number of consecutive updates. Implementing Gibbs sampling for (2.8), the log likelihood approximation for one training pattern is given by [39]:

\[
CD_k(\theta, v_0) = -\sum_h p(h | v_0) \frac{\partial E(v_0, h)}{\partial \theta} + \sum_h p(h | v_k) \frac{\partial E(v_k, h)}{\partial \theta}
\] (2.14)

where \( k = 1, 2, 3...\infty \) is the number of Gibbs steps. With sufficient Gibbs steps, the distribution of the model converges to the target distribution.

A single step of Gibbs sampling is processed in two phases, known as the positive and the negative phase. First, Gibbs sampling is initialized with the input data in the visible layer and probability distribution of hidden layer given visible layer (the first term in (2.14)) is obtained from the conditional distribution given in (2.2). This is the positive phase. Then the visible layer is updated given the hidden layer and reconstructed data is obtained from equation (2.3). Following this, the hidden layer is updated with the reconstructed data in the visible layer (the second term in (2.14)). This is the negative phase. This Gibbs step is illustrated in Figure 2.2.
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Accordingly, the first term of the learning rules in (2.11) can be easily calculated from the samples obtained in the positive phase of Gibbs sampling instead of calculating expected values over all the hidden nodes. For the second term we need to iterate the Gibbs step \( k \) times [39]. In this way, maximum likelihood estimation is performed through the CD-\( k \) algorithm without having to compute the actual expectations of the model. The full algorithm is shown in Algorithm 2.1.

The main advantage of this algorithm is that the speed of algorithm is independent of the number of neurons in the network. However, the training time increases linearly with \( k \). Thus many neural network models use \( k = 1 \), compromising accuracy with a speed up in training. Though some controversies exist when a small number of Gibbs iterations are used (see [40], [41]), RBMs trained using CD-1 could reconstruct the input reasonably well [9].

---

**Algorithm 2.1 CD-\( k \) algorithm**

<table>
<thead>
<tr>
<th>CDk Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>For all minibatches,</td>
</tr>
<tr>
<td>1. In positive phase, Clamp input datasets in visible layer ((v_{\text{in}}))</td>
</tr>
<tr>
<td>2. Find conditional Probability of Hidden layer given visible, ( p(b_j</td>
</tr>
<tr>
<td>3. Find Deterministic hidden states by sampling ((h_{\text{d}}))</td>
</tr>
<tr>
<td>4. Calculate positive phase samples, ( \text{posprods} = v \ast h_{\text{d}} ) ( \text{posvisact} = \text{sum}(\text{data}) ) ( \text{poshidact} = \text{sum}(h_{\text{d}}) )</td>
</tr>
<tr>
<td>For CDk = 1:K,</td>
</tr>
<tr>
<td>5. In negative phase, find conditional Probability of Visible layer given hidden layer ((v_{\text{h}})) ( p(v_{\text{h}}</td>
</tr>
<tr>
<td>6. Find Conditional Probability of Hidden layer given visible layer ((h_{\text{d}})) ( p(b_j</td>
</tr>
<tr>
<td>7. Calculate negative phase samples, ( \text{negprods} = v_{\text{h}} \ast h_{\text{d}} ) ( \text{negvisact} = \text{sum}(v_{\text{h}}) ) ( \text{neghidact} = \text{sum}(h_{\text{d}}) )</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>6. Find gradient and update learning parameters ((\theta))</td>
</tr>
<tr>
<td>( \nabla w_{ij} = \alpha \nabla w_{ij}(t-1) + \epsilon { \text{posprods} - \text{negprods} } )</td>
</tr>
<tr>
<td>( \nabla b_j = \alpha \nabla b_j(t-1) + \epsilon { \text{poshidact} - \text{neghidact} } )</td>
</tr>
<tr>
<td>( \nabla a_j = \alpha \nabla a_j(t-1) + \epsilon { \text{posvisact} - \text{negvisact} } )</td>
</tr>
<tr>
<td>( w_{ij} = \nabla w_{ij} + w_{ij}(t-1) )</td>
</tr>
<tr>
<td>( b_j = \nabla b_j + b_j(t-1) )</td>
</tr>
<tr>
<td>( a_j = \nabla a_j + a_j(t-1) )</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>Repeat all the above steps for large number of epochs</td>
</tr>
</tbody>
</table>
**Persistent Contrastive Divergence**

Persistent Contrastive Divergence (PCD) [22] is a variant of the CD-$k$ algorithm. With CD-$k$, in every Gibbs step, the change in the model distribution between consecutive parameter updates is small. In addition, it takes a long time to converge to a stationary distribution. PCD is designed to improve the speed of CD-$k$ while estimating the model distribution. This algorithm is described in Algorithm 2.2.

**Algorithm 2.2  PCD Algorithm**

1. Initialize the visible layer with input datasets($v_0$)
   
   for epoch = 1:maxepoch
      for batch = 1:minibatch

2. conditional distribution of hidden given visible($h_0$)

   \[
   poshidprobs = p(h_j \mid v) = \sum e^{h_jb_j + a_jv_j}
   \]

3. Calculate positive phase

   poshidact = sum(poshidprobs)
   posvisact = sum(data)
   Posprods = poshidprobs * data

   if epoch = 1 and batch = 1
      neghidprobs = poshidprobs
   end

4. conditional distribution of visible given hidden($v_1$)

   \[
   negdata = p(v_j \mid neghidprobs) = \sum e^{h_jb_j + a_jv_j}
   \]

5. conditional distribution of hidden given visible($h_1$)

   \[
   neghidprobs = p(h_j \mid v) = \sum e^{h_jb_j + a_jv_j}
   \]

6. calculate negative phase

   neghidact = sum(poshidprobs)
   negvisact = sum(negdata)
   Negprods = neghidprobs * negdata

7. calculate gradient and update parameters

   \[
   \nabla w_j = \alpha \nabla w_j(t-1) + \epsilon (posprods - negprods)
   \]
   \[
   w_j = \nabla w_j + w_j(t-1)
   \]
   \[
   \nabla b_j = \alpha \nabla b_j(t-1) + \epsilon (poshidact - neghidact)
   \]
   \[
   b_j = \nabla b_j + b_j(t-1)
   \]
   \[
   \nabla a_j = \alpha \nabla a_j(t-1) + \epsilon (posvisact - negvisact)
   \]
   \[
   a_j = \nabla a_j + a_j(t-1)
   \]

end

end
Instead of initializing the Gibbs chain from the input datasets for every mini-batch, the negative phase of the current mini-batch is initialized with negative samples of the previous mini-batch. Then a single Gibbs chain runs for the rest of the mini-batches to obtain the negative samples. Consequently, the negative samples do not depend on the input dataset after the first mini-batch (see step 3 in Algorithm 2.2). This feature shortens the time to estimate the negative samples, increasing the speed of approximation in maximum likelihood estimation. In particular, this algorithm improves the mixing rate of the Markov chain. The mixing rate can be further improved by adding fast weights with the actual weight, as with the Fast PCD algorithm [23].

**Parallel Tempering**

In general, Gibbs sampling does not mix well. That is, it takes a long time to reach a new region of the state space [42]. As a result, the negative phase samples do not follow the data distribution efficiently. Moreover, it requires large number of samples to cover all the regions of the data distribution. To overcome this issue, a sampling method known as parallel tempering is introduced [10].

The idea behind PT is to collect samples from multiple Gibbs chain with different energy levels. So it mixes well and the model distribution samples are close to that of the data distribution. At first, samples from two different chains each with a different temperature (i.e. energy) are collected and swapped according to

$$P_{\text{swap}}(X_{T1}, X_{T2}) = \min \left( 1, \frac{P_{T1}(X_{T2})P_{T2}(X_{T1})}{P_{T1}(X_{T1})P_{T2}(X_{T2})} \right)$$

(2.15)

Then, from every pair, the one with $T = 1$ is used for learning the model. By iterating these steps a large number of times, the model distribution samples become very close to the data distribution. Experimental results showed that PT learning achieve better log likelihood estimation than CD with few Gibbs steps, e.g. CD-1. However, CD-\(k\) with \(k > 25\) has better log likelihood estimates than PT.

With the proliferation of training algorithms for RBM, CD-1 remains the most popular for its simplicity and efficiency.
2.3 Discrete Restricted Boltzmann Machine

An RBM with discrete neurons is known as a Discrete RBM. The most popular discrete neurons are binary, softmax and multinomial [9]. However all these model follows the same Maximum Likelihood learning procedure and discussed in the previous section.

2.3.1 Binary Neurons

The original RBM has neurons with binary states (0 or 1) [1]. The conditional probability distributions of the binary states are expressed as sigmoid functions [39]:

\[
p(h_j = 1|v_i) = \text{sigmoid}(a_i + w_{ij}v_i)
\] (2.16)

\[
p(v_i = 1|h_j) = \text{sigmoid}(b_j + w_{ji}h_j)
\] (2.17)

Where, \(\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}\)

During training, samples of the conditional distribution are obtained from the Bernoulli distribution since the neurons are binary. Hence, the layers are also referred to as Bernoulli layers [35], [43], [10].

While RBM with binary neurons works well, it is limited to learn datasets that are binary. However, many applications involve data that are non-binary [44]. Therefore its application is rather limited [33], [45].

2.3.2 Softmax Neurons

Softmax is a normalized exponential function, which generalizes the sigmoid function to represent multiple classes [46],[47]. Neurons with activation defined by the softmax function are known as softmax neurons. They have multiple threshold levels in neuron activation. Hence, this type of neurons can represent \(k\) multiple states with \(k \geq 2\). As the visible layer has direct interaction with the input, conventionally softmax units are used in the visible layer of RBM for applications with non-binary inputs. The hidden layer still consists of only binary units [33].
For RBM with softmax neurons in the visible layer, the conditional probability distributions of visible neurons given binary hidden nodes are based on the multinomial distribution as [48]:

$$p(v_i^k = 1 | h) = \frac{\exp(a_i^k + \sum_{j=1}^{n} w_{ij}^k h_j)}{\sum_{i=1}^{k} \exp(a_i^j + \sum_{j=1}^{n} w_{ij}^j h_j)}$$

(2.18)

Since the hidden neurons are binary, the conditional distribution of hidden neurons is given by

$$p(h_j = 1 | V) = \text{sigmoid} \left( b_j + \sum_{i=1}^{m} \sum_{k=1}^{K} v_i^k w_{ij}^k \right)$$

(2.19)

where

$$V = \begin{cases} 1, & v_i \in (k \neq 0) \\ 0, & v_i = 0 \end{cases}$$

For $k > 2$, the definition of the energy of a neuron will need to be modified, otherwise it will keep increasing with $k$. The energy can be defined as

$$E(v, h) = -\sum_{j=1}^{n} \sum_{i=1}^{m} \sum_{k=1}^{K} W_{ij}^k h_j v_i^k - \sum_{i=1}^{m} \sum_{k=1}^{K} v_i^k a_i^k - \sum_{j=1}^{n} h_j b_j$$

(2.20)

with individual weights denoted by $W_{ij}^k$ and visible bias by $a_i^k$ for each state, and $m$ and $n$ represent the number of visible and hidden nodes respectively.

Since conditional distribution samples are taken from multinomial distribution [33, 48] instead of Bernoulli distribution of Binary RBM, Softmax neurons are also known as multinomial neuron [49].

An alternative softmax RBM has binary visible layer. It is used as encoders to encode $k$-dimensional inputs in a single unit [48]. Though visible layer is represented in binary, encoding is performed with respect to $k$ digit observations and $n$ nodes. For example, if
we have six binary visible neurons and \( k = 3, n = 2 \), then visible layer is encodes as 2 discrete neurons each with 3 digits. Thus, \( V \) has \( n \) discrete states and its conditional distribution given the hidden states can be expressed in the form of softmax units. That is,

\[
p(v|h) = \prod_{i=1}^{n} p(v^i|h) \tag{2.21}
\]

Can be expanded as

\[
p(v^i = e_k | h) = \frac{\exp(a_i e_k + \sum_{j=1}^{n} W_{ij} h_j e_k)}{\sum_{k=1}^{K} \exp(a_i e_k + \sum_{j=1}^{n} W_{ij} h_j e_k)} \tag{2.22}
\]

Hidden layer is same as binary RBM [50]. Since all the visible and hidden nodes are essentially binary, the energy of this RBM is the same as binary RBM.

Since the visible layer can only represent a finite number of values, both of these softmax RBM models are not able to represent continuous-valued datasets efficiently.

### 2.3.3 Discussions

Softmax neurons are logical extensions to binary ones for discrete values. However, sampling becomes more difficult as the number of states increases [48], with more noise introduced in the sampling process [11]. In addition, the number of parameters also increases linearly with the number of states [51],[33], increasing the cost of training. Recently, theoretical analysis based on KL Divergence shows that increasing the number of states in the visible units increases the maximum approximation error [19]. Although it showed promise in a word-counting application [50], these disadvantages ultimately lead to a lack of interest on softmax units for RBMs. Instead, research has been focused more on RBMs with neurons that are continuous rather than discrete, at least for the visible layer.
2.4 RBMs for Continuous data

The visible layer is the connection between an RBM and the external world. Since many practical applications have data that are continuous, it is reasonable to consider RBMs with continuous visible neurons. Accordingly, several different continuous RBMs have been proposed. Gaussian neurons have been introduced in the visible layer to represent continuous valued inputs [11]. These types of visible units have been combined with different types of hidden units [6], [13], [50], [27]. RBMs with Gaussian visible neurons are generally referred to as Gaussian RBMs.

2.4.1 Gaussian RBM

The first Gaussian RBM is introduced by adding Gaussian noise to the binary visible units [11]. This model uses probability values as instead of samples from the Gaussian distribution as input. Though it works well, it is a rough estimation method. In [6], the energy of a binary RBM is modified to,

$$E(v,h) = -\sum_{v_{\text{visible}}} a_i v_i - \sum_{j, h} b_j h_j - \sum_{i,j} v_i h_j w_{ij} + \sum_{i} \frac{v_i^2}{\sigma_i^2}$$

(2.23)

with the addition of the last term on the right-hand-side of the equation. Here, $\sigma_i$ is variance of the input data. This creates Gaussian distributed visible neurons instead of sigmoid neurons. It has been shown that this Gaussian RBM classify and predict inputs better than Binary RBMs.

Another Gaussian RBM is proposed in [52]. In this model, the energy function is given by

$$E(v,h) = \sum_{i} \frac{v_i^2}{2\sigma_i^2} - \frac{1}{\sigma_i^2} (\sum_{v_{\text{visible}}} a_i v_i + \sum_{j, h} b_j h_j + \sum_{i,j} v_i h_j w_{ij})$$

(2.24)

Compared with Equation(2.23), the activation energy is scaled by the variance. This scaling has the effect of reducing the mean square error between the input and the output. Hence, it results in better reconstruction than the previous Gaussian RBM [53].

The conditional distributions of the visible and hidden units are,
\[ p(v \mid h) = \mathcal{N}(a_i + w_i h_j, \sigma^2) \]
\[ p(h \mid v) = \text{sigmoid}\left( \frac{1}{\sigma^2} \left( b_j + \sum_j v_i w_{ij} \right) \right) \quad (2.25) \]

Where \( \mathcal{N}(\cdot) \) is Gaussian density function. This thesis refers this model as Hinton RBM.

### 2.4.2 Gaussian Bernoulli RBM

The Gaussian Bernoulli RBM (GBRBM) proposed in [13] has Gaussian distributed visible units and Bernoulli distributed hidden units. The energy function of this model is given by,
\[
E(v,h) = \sum_i \frac{(v_i - a_i)^2}{2\sigma_i^2} - \left( \sum_{j \in \text{hidden}} b_j h_j + \sum_{i,j} \frac{v_i}{\sigma_i} h_j w_{ij} \right) 
\quad (2.26)
\]

Unlike previous models, the variance only applies to the Gaussian visible units. This also provides mathematical convenience in calculating (2.27). The corresponding conditional probabilities are given by,
\[
p(v \mid h) = \mathcal{N}(b_i + \sigma_i h_j w_{ij}, \sigma_i) \]
\[
p(h \mid v) = \text{sigmoid}\left( \frac{v_i}{\sigma_i} w_{ij} + b_j \right) \quad (2.27)
\]

In all these models, the variance is assumed to be constant throughout the training. This constant variance leads to noisy results if it is too high. Alternatively, training typically gets stuck in poor local minima when it is too small [54]. One solution is to estimate \( \sigma \) using maximum likelihood estimation of sigma values, similar to other parameters of the model. The learning rules therefore include \( \sigma \) as follows:
$\Delta \sigma_i = \varepsilon \sigma_i \left( E_{\text{data}} \left( \frac{(v_i - a_i)^2}{\sigma_i^3} - \sum_j h_j \frac{w_{ij} v_j}{\sigma_j^2} \right) - E_{\text{model}} \left( \frac{(v_i - a_i)^2}{\sigma_i^3} - \sum_j h_j \frac{w_{ij} v_j}{\sigma_j^2} \right) \right)$

$\Delta w_{ij} = \frac{E_{\text{data}} (v_i h_j) - E_{\text{model}} (v_i h_j)}{\sigma_i}$

$\Delta a_i = \frac{E_{\text{data}} (a_i) - E_{\text{model}} (a_i)}{\sigma_i^2}$

$\Delta b_j = \left( E_{\text{data}} (b_j) - E_{\text{model}} (b_j) \right)$

(2.28)

Although the GBRBM has advantages, learning the standard deviation increases the complexities in training. There are also practical numerical problems with two different scaling factors ($\sigma^3$ and $\sigma^2$) used in the learning rule for $\sigma$ and leads to improper gradient update. This concern is addressed in a more recent Gaussian RBM called the improved Gaussian Bernoulli RBM.

### 2.4.3 Improved Gaussian Bernoulli RBM

The Improved GBRBM (IGBRBM) [10] has an energy function given by,

$E(v, h) = \sum_i \frac{(v_i - a_i)^2}{2\sigma_i^2} - \left( \sum_{j, \text{hidden}} b_j h_j + \sum_{i, j} \frac{v_i}{\sigma_i^2} h_j w_{ij} \right)$

(2.29)

Which is the same as that for GBRBM except the scaling factor in the last term is $\sigma^2$ instead of $\sigma$. The corresponding conditional probability distributions become

$p(v|h) = \mathcal{N}(b_i + h_j w_{ij}, \sigma_i^2)$

$p(h|v) = \text{sigmoid} \left( \frac{v_i}{\sigma_i^2} w_{ij} + b_j \right)$

(2.30)

and the learning rules are
\begin{equation}
\Delta \sigma_i = \epsilon_i \left( E_{data} \left( \frac{(v_i - a_i)^2}{\sigma_i^2} - 2 \sum_j w_{ij} \frac{v_j}{\sigma_j^2} \right) \right) - E_{model} \left( \frac{(v_i - a_i)^2}{\sigma_i^2} - 2 \sum_j h_j \frac{w_{ij} v_j}{\sigma_j^2} \right) \right)
\end{equation}

\Delta w_{ij} = \frac{E_{data} (v_i h_j) - E_{model} (v_i h_j)}{\sigma_j^2}

\Delta a_i = \frac{E_{data} (a_i) - E_{model} (a_i)}{\sigma_i^2}

\Delta b_j = \frac{E_{data} (b_j) - E_{model} (b_j)}{\sigma_i^2}

Simulation results show that reduces in the learned weights; noise is reduced compared with GBRBM.
Chapter 3

Gaussian Discrete Restricted Boltzmann Machine

The power of ANN lies in the nonlinearity of its neurons. While continuous Gaussian neurons provide a better interface with real valued data, it is linear. This is the main reason why RBMs with both Gaussian visible and hidden layers do not work well. Therefore, most of the continuous RBM models described in Chapter 2 have a binary hidden layer. The theoretical analysis presented in [19] shows that reconstruction error can be reduced by increasing the number of hidden states. However, this analysis has not been backed up by the performance of an actual RBM model with a continuous Gaussian visible layer and a discrete hidden layer that is non-binary. It is the aim of this research to do so.

This chapter presents the new Gaussian Discrete RBM (GDRBM) which is an extension of the IGBRBM [10]. The rest of this Chapter describes the architecture and the training algorithm of GDRBM, followed by simulation results that demonstrate the characteristics of this RBM using some benchmark data.

3.1 Architecture of GDRBM

Similar to other RBMs, GDRBM is a two-layer neural network. The two layers are interconnected by bidirectional symmetric weights. The visible layer neurons have Gaussian states and those in the hidden layer have discrete states. Softmax units, described in Section 2.3.2, are used to represent multiple states of hidden units. The neurons in individual layers share the same bias term. A similar kind of Gaussian–Softmax RBM has previously been proposed in [17]. However, the energy function and the objective of that model are different.

In rest of this chapter, $v_i$ and $a_i$ represent the continuous-valued output of the $i$-th Gaussian visible neuron and its bias term respectively. $h_j$ and $b_j$ represent the discrete output of the $j$-th hidden neuron and its bias respectively. The symmetric weight between the $i$-th visible and the $j$-th hidden layer is represented by $w_{ij}$. There are $n_v$ visible neurons and $n_h$ hidden neurons.
3.2 Training Methodology

GDRBM can be trained by the Contrastive Divergence algorithm [1]. The energy function is same as that for IGBRBM which is,

$$E(v,h) = \sum_{i=1}^{n_v} \frac{(v_i - a_i)^2}{2\sigma_i^2} - \sum_{j=1}^{n_h} \sum_{i=1}^{n_v} w_{ij} h_j \frac{v_i}{\sigma_i^2} - \sum_{j=1}^{n_h} b_j h_j$$  \hspace{1cm} (2.32)

Where $\sigma_i^2$, represents the variance of the Gaussian distribution. Using Equation(2.32), the conditional probabilities for the visible layer given hidden layer is derived from the Gibbs distribution in the same way as IGBRBM, which are given by

$$p(v=v_i|h) = N(v \mid a_i + \sum_{j} h_j w_{ij}, \sigma_i^2)$$  \hspace{1cm} (2.33)

Where $N ()$ represents Gaussian density function with mean $\left(v \mid a_i + \sum_{j} h_j w_{ij}\right)$ and variance $\sigma_i^2$.

Given that the joint probability distribution $p(v,h)$ of visible, hidden units is

$$p(v,h) = \frac{1}{z} e^{-E(v,h)}$$

and the marginal probability of visible units $p(v)$ is

$$p(v) = \frac{1}{z} \sum_{h} e^{-E(v,h)}$$

The conditional probability of hidden layer given visible layer is derived as follows:

$$p(h|v) = \frac{p(v,h)}{p(v)} = \frac{e^{-E(v,h)}}{\sum_{h} e^{-E(v,h)}}$$  \hspace{1cm} (2.34)
The probability of single hidden neuron in the hidden layer, expressed in terms of the energy function (2.32), is given by

\[
p(h_j | v) = \frac{e^{h_j \left( b_j + \sum_{i=1}^{n_h} w_{ji} \frac{v_i}{\sigma_i} \right)}}{\sum_{h} e^{h \left( b_h + \sum_{i=1}^{n_h} w_{hi} \frac{v_i}{\sigma_i} \right)}} \tag{2.35}
\]

Assuming the hidden units have \((n + 1)\) discrete states, the value of \(h_j\) can vary from 0 to \(n\). Equation (2.35) can then be written as

\[
p(h_j = h | v) = \frac{e^{h(h_j + \sum_{i=1}^{n_h} w_{ji} \frac{v_i}{\sigma_i})}}{\sum_{h=0}^{n} e^{h \left( b_h + \sum_{i=1}^{n_h} w_{hi} \frac{v_i}{\sigma_i} \right)}} \tag{2.36}
\]

Where \(h \in [0, n]\). The state of hidden node at a given time is sampled from the categorical distribution, i.e.

\[
p(h | v) = \text{categorical} \left( b_j + \sum_{i=1}^{n_h} w_{ji} \frac{v_i}{\sigma_i} \right) \tag{2.37}
\]

### 3.2.1 Maximum Likelihood Learning

The log likelihood function of this model is given by

\[
\ln L(\theta | v) = \ln \left( \sum_{h} e^{-E(v, h)} \right) - \ln \left( \sum_{v_h} e^{-E(v, h)} \right) \tag{2.38}
\]

A gradient descent based algorithm is used to find the maximum of the negative likelihood. The derivative of the log likelihood with respect to the parameters \(\theta\) is given by

\[
\frac{\partial \ln L(\theta | v)}{\partial \theta} = \sum_{h} p(h | v) \frac{\partial E(v, h)}{\partial \theta} - \sum_{v,h} p(v, h) \frac{\partial E(v, h)}{\partial \theta} \tag{2.39}
\]
In this equation, the first term on the right-hand-side represents the expected value of the energy function under conditional distribution of hidden variables given the training data. The second term represents the expected value of the energy function of the model distribution [19].

\( \theta \) Consists of four sets of parameters: \( w_{ij}, a_j, b_j, \sigma_j \). The learning rule for each parameter is obtained by differentiating Equation (2.32) with respect to that parameter and then substituting into Equation (2.39). This process is illustrated below for the weights \( w_{ij} \). In this case, the first term becomes

\[
\sum_h p(h|v) \frac{\partial E(h,v)}{\partial w_{ij}} = \sum_h p(h|v) h_j v_i
\]  

(2.40)

With discrete hidden states \( h_j = 0,1,2,\ldots,n \), we have

\[
\sum_h p(h|v) \frac{\partial E(h,v)}{\partial w_{ij}} = p(h_j = 0|v)v_i(0) + p(h_j = 1|v)v_i(1) \\
+ p(h_j = 2|v)v_i(2) + \ldots + p(h_j = n|v)v_i(n) \\
= 0 + p(h_j = 1|v)v_i + 2 p(h_j = 2|v)v_i + \ldots + np(h_j = n|v)v_i
\]  

(2.41)

Similarly the second term of (2.39) is expressed as

\[
\sum_{v,h} p(v,h) \frac{\partial E(h,v)}{\partial w_{ij}} = \sum_v \sum_h p(v) p(h|v) h_j v_i \\
= \sum_v p(v) \sum_h p(h|v) h_j v_i \\
= \sum_v p(v) \left( p(h_j = 1|v)v_i + \ldots + np(h_j = n|v)v_i \right)
\]  

(2.42)

For the whole training set \( D \), the derivative is obtained by taking the mean of the gradient of all data [39]. Thus,

\[
\frac{1}{l} \sum_{v \in D} \frac{\partial \ln L(\theta|v)}{\partial w_{ij}} = \frac{1}{l} \sum_{v \in D} \left[ E_{p(h|v)} \left( \frac{\partial E(h,v)}{\partial w_{ij}} \right) + E_{p(v|h)} \left( \frac{\partial E(h,v)}{\partial w_{ij}} \right) \right]
\]  

(2.43)
Where $l$ is the size of the training set, $E_{p(h|v)} \left( \frac{\partial E(h,v)}{\partial w_{ij}} \right)$ and $E_{p(v,h)} \left( \frac{\partial E(h,v)}{\partial w_{ij}} \right)$ is the mean of the gradient in the $p(h|v)$ phase and the $p(v,h)$ phase respectively.

Differentiating (2.32) partially with respect to $w_{ij}$, we get $\left( \frac{\partial E(h,v)}{\partial w_{ij}} \right) = v_i h_j$. By substituting this into (2.43), we have

$$\frac{1}{l} \sum_{i \in D} \frac{\partial \ln L(\theta | v)}{\partial w_{ij}} = \frac{1}{l} \sum_{i \in D} \left[ E_{p(h|v)}(v_i h_j) - E_{p(h|v)}(h_j v_i) \right]$$

(2.44)

Thus the learning rule with respect to weight is obtained as,

$$\frac{\partial \ln L(\theta | v)}{\partial w_{ij}} = \langle v_i h_j \rangle_{data} - \langle v_i h_j \rangle_{model}$$

(2.45)

In above equation, $\langle v_i h_j \rangle_{data}$ is called the positive phase, $\langle v_i h_j \rangle_{model}$ is called the negative phase.

The gradients with respect to $a_i, b_j, \sigma_i$ can be derived in a similar way, giving us

$$\frac{\partial \ln L(\theta | v)}{\partial a_i} = \frac{1}{\sigma_i^2} \left( \langle v_i \rangle_{data} - \langle v_i \rangle_{model} \right)$$

(2.46)

$$\frac{\partial \ln L(\theta | v)}{\partial b_j} = \langle h_j \rangle_{data} - \langle h_j \rangle_{model}$$

(2.47)

$$\frac{\partial \ln L(\theta | v)}{\partial \sigma_i} = \frac{1}{\sigma_i^3} \left( \langle (v_i - b_j)^2 - 2 \sum v_i h_j w_{ij} \rangle_{data} - \langle (v_i - b_j)^2 - 2 \sum v_i h_j w_{ij} \rangle_{model} \right)$$

(2.48)

From (2.42) it is clear that calculating the expectations of the data over large training datasets are difficult. The CD-1 algorithm can be used to approximate the expectations using Gibbs sampling.

The parameter update rules are given by
\[ w_{ij} = w_{ij} + \frac{1}{\sigma_i^2} \left( \langle v_i h_j \rangle_{data} - \langle v_i h_j \rangle_{model} \right) \]  
(2.49)

\[ b_j = b_j + \left( \langle h_j \rangle_{data} - \langle h_j \rangle_{model} \right) \]  
(2.50)

\[ a_i = a_i + \frac{1}{\sigma_i^2} \left( \langle v_i \rangle_{data} - \langle v_i \rangle_{model} \right) \]  
(2.51)

\[ \sigma_i = \sigma_i + \frac{1}{\sigma_i} \left( \left( v_i - a_i \right)^2 - 2 \sum_j y_j w_{ij} \right)_{data} - \left( \left( v_i - a_i \right)^2 - 2 \sum_j y_j w_{ij} \right)_{model} \right) \]  
(2.52)

### 3.3 Performance Analysis Using MNIST Datasets

The learning abilities and characteristics of GDRBM are evaluated using the publicly available MNIST handwritten image dataset [24]. This dataset contains 60000 training sets and 10000 test sets. Each image is a handwritten digit between 0 and 9. They are binary (black and white) images of 28×28 pixels. To provide batch gradient analysis, the training sets are divided into 600 batches each containing 100 cases. Simulations are performed using MATLAB.

In these simulations, we used hidden neurons with 4 states, i.e. \( n = 3 \). Thus we have following conditional probabilities:

\[ p(h_j = 0 | v) = \frac{1}{1 + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})}} \]  
(2.53)

\[ p(h_j = 1 | v) = \frac{1}{1 + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})}} \]  
(2.54)

\[ p(h_j = 2 | v) = \frac{1}{1 + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})}} \]  
(2.55)

\[ p(h_j = 3 | v) = \frac{1}{1 + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{-(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})} + e^{(b_j + \sum_{i=1}^{n} w_{ij} v_{ij})}} \]  
(2.56)
The following parameters are used in this experiment: the learning rate for the weights is $10^{-3}$, bias is $10^{-8}$, $\sigma = 2^{-5}$, the range of weight cost and momentum is $(0.5, 0.8)$. The network is trained using CD-1 algorithm for 50 epochs.

### 3.3.1 Reconstruction Error

Reconstruction error reflects how well the network has learned the training data. It is measured by Mean Square Error (MSE) between the input data and the reconstructed data. As the GDRBM is a probabilistic network, the reconstruction error varies in each trial. Hence, the average MSE values of 10 trials are used. The following results show the effects of the number of training epochs, the number of hidden nodes and the learning rate on the reconstruction error.

![Number of Epochs vs Mean Square Error](image)

**Figure 3.1 Number of Epochs vs Mean Square Error**

First, the network is trained with the number of epoch varying from 1 to 50. The results, plotted in Figure 3.1, show that the average MSE decreases exponentially as the number of epochs is increased from 1 to 10. Thereafter, it reduces slowly and remains almost constant between 45 and 50 epochs.

Figure 3.2 shows that the above trend holds as the size of the hidden layer changes. For a network that has been trained for 50 epochs, the size of the hidden layer has no significant effect on the reconstruction error with 50 training epochs as shown in Table
3.1. Interestingly, for this particular dataset, the MSE is higher for 200 to 600 hidden nodes compared with 100 and 700 or more hidden nodes.

The effects of the learning rate are shown in Figure 3.3. The performance of the binary RBM is sensitive to learning rate changes. The results here show that this is also true for GDRBM. Learning rates of $10^{-3}$ and $10^{-4}$ gives the best performance. The network weights do not converge well for too small a learning rate. For a learning rate of $10^{-2}$, the MSE after 50 epochs is $3.52 \times 10^{22}$ which is not shown in Figure 3.3 since it is much larger than the other values.

![Mean Square Error values of 50 epochs for various Hidden nodes](image)

*Figure 3.2 Number of epochs vs Mean Square Error*

<table>
<thead>
<tr>
<th>Hidden nodes</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>1.14E+07</td>
<td>8.54E+06</td>
<td>7.90E+06</td>
<td>8.04E+06</td>
<td>8.53E+06</td>
<td>9.22E+06</td>
<td>1.05E+07</td>
<td>1.14E+07</td>
</tr>
</tbody>
</table>

*Table 3.1 MSE for various Hidden nodes*
In summary, a GDRBM with 500 hidden nodes, learning rate of $10^{-3}$ and 50 epochs of training works well for this set of data.

### 3.3.2 Visualization of Weight Distribution

The weights of the connections between the visible and the hidden layer for 500 hidden nodes and 50 epochs of training have values between -0.91 and +0.4. For each hidden node, there are $28 \times 28 = 784$ connections to the visible layer for $28 \times 28$ pixel input images. The weights are normalized to values between 0 and 1 and displayed as intensity values in Figure 3.4. The weight distribution is consistent with other traditional RBMs [55], [56]. However, some hidden neurons in GDRBM learn more local features.
In figure, each square in an image represents 28*28 image of single hidden neuron. Black pixels represents 0, White pixels represents 1, Grey pixels represents values in between 0 to 1.

Figure 3.4 Learned weights after 50 epochs for GDRBM

3.3.3 Histogram Analyses

Hidden layer bias values provide more information on the contribution of hidden neurons. For example, if the hidden bias has large positive values, then the corresponding neurons of bias are always on. On the other hand, if it has large negative values, then they do not contribute much to the encoding of the input [10].

The histograms of visible layer bias, hidden layer bias and weights are shown in Figure 3.5. It can be observed that most of the hidden neuron biases are positive and approximately only twenty neurons are negative. Hence, very few hidden neuron do not contribute much to the encoding of the inputs. The visible neuron biases are also mostly positive but have smaller values compared with the hidden ones.
Figure 3.5 Histogram of weights, visible bias and hidden bias

The distribution of weights is fairly uniform within a narrow range which is expected from our discussions in Section 3.3.2. This shows that the encoding of information is evenly spread out over the entire network which is one of the characteristics of a neural network.

3.3.4 Visualization of Visible Nodes

While the reconstruction error gives us an indication of the encoding and recall ability of the network, it is important in this case to see how well the inputs are reconstructed by the network. In Figure 3.6, the top row shows the input from the MNIST dataset and the bottom row shows an example of the reconstructed images in the visible layer. Fifteen samples are shown. While there is some noise in the reconstructed outputs, in general, it shows that GDRBM learn and reconstruct the input reasonably well.
3.3.5 Visualization of Hidden Layer Probabilities

If a network is trained well, the hidden layer probability values should be evenly distributed. Figure 3.7 shows the hidden probabilities of two networks. The top one has initial weight of 0.1 and it shows more white pixels which indicate that more white neurons are turned on. This implies that the network could not converge enough.

Decreasing the initial values to 0.001 gives a hidden probability image with more grey pixels as shown in bottom figure in Figure 3.7. Further reduction of the initial weight does not provide any further improvements.
3.3.6 Comparison of GDRBM with Other Gaussian RBMs

The Performance of GDRBM is now compared with three other RBMs: Hinton RBM, [11], GBRBM [13], and IGRBM [10] discussed in Section 2.4. They are trained using similar parameters with the CD-1 algorithm. Unless specified otherwise, all models have 500 hidden nodes, learning rate of $10^{-3}$ learning rates, $\sigma = 10^{-8}$ and momentum between 0.5 and 0.9.

<table>
<thead>
<tr>
<th>Number of Epochs</th>
<th>Hinton RBM</th>
<th>GBRBM</th>
<th>IGRBM</th>
<th>GDRBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.23E+07</td>
<td>1.23E+07</td>
<td>1.23E+07</td>
<td>1.20E+07</td>
</tr>
<tr>
<td>20</td>
<td>1.12E+07</td>
<td>1.12E+07</td>
<td>1.12E+07</td>
<td>1.02E+07</td>
</tr>
<tr>
<td>30</td>
<td>1.05E+07</td>
<td>1.05E+07</td>
<td>1.05E+07</td>
<td>9.40E+06</td>
</tr>
<tr>
<td>40</td>
<td>9.88E+06</td>
<td>9.87E+06</td>
<td>9.86E+06</td>
<td>8.88E+06</td>
</tr>
<tr>
<td>50</td>
<td>9.26E+06</td>
<td>9.25E+06</td>
<td>9.24E+06</td>
<td>8.53E+06</td>
</tr>
</tbody>
</table>

Table 3.2 Reconstruction Error Comparison

Figure 3.7 Greyscale image of hidden probability in GDRBM
Table 3.2 shows the reconstruction error for each model with respect to the number training epochs. The performances of the difference GRBMs are very much the same.

<table>
<thead>
<tr>
<th>Number of Epochs</th>
<th>MSE</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 Hidden node</td>
<td>Hinton RBM</td>
<td>1.22E+07</td>
<td>1.15E+07</td>
<td>1.11E+07</td>
<td>1.07E+07</td>
<td>1.03E+07</td>
</tr>
<tr>
<td></td>
<td>GBRBM</td>
<td>1.22E+07</td>
<td>1.15E+07</td>
<td>1.11E+07</td>
<td>1.07E+07</td>
<td>1.04E+07</td>
</tr>
<tr>
<td></td>
<td>IGBRB</td>
<td>1.22E+07</td>
<td>1.15E+07</td>
<td>1.11E+07</td>
<td>1.07E+07</td>
<td>1.04E+07</td>
</tr>
<tr>
<td></td>
<td>GDRBM</td>
<td>1.13E+07</td>
<td>9.80E+06</td>
<td>9.07E+06</td>
<td>8.73E+06</td>
<td>8.54E+06</td>
</tr>
<tr>
<td>400 Hidden node</td>
<td>Hinton RBM</td>
<td>1.20E+07</td>
<td>1.10E+07</td>
<td>1.04E+07</td>
<td>9.74E+06</td>
<td>9.17E+06</td>
</tr>
<tr>
<td></td>
<td>GBRBM</td>
<td>1.20E+07</td>
<td>1.10E+07</td>
<td>1.04E+07</td>
<td>9.70E+06</td>
<td>9.11E+06</td>
</tr>
<tr>
<td></td>
<td>IGBRB</td>
<td>1.20E+07</td>
<td>1.11E+07</td>
<td>1.04E+07</td>
<td>9.77E+06</td>
<td>9.20E+06</td>
</tr>
<tr>
<td></td>
<td>GDRBM</td>
<td>1.15E+07</td>
<td>9.78E+06</td>
<td>8.92E+06</td>
<td>8.39E+06</td>
<td>8.04E+06</td>
</tr>
<tr>
<td>600 Hidden node</td>
<td>Hinton RBM</td>
<td>1.27E+07</td>
<td>1.15E+07</td>
<td>1.08E+07</td>
<td>1.01E+07</td>
<td>9.48E+06</td>
</tr>
<tr>
<td></td>
<td>GBRBM</td>
<td>1.27E+07</td>
<td>1.15E+07</td>
<td>1.08E+07</td>
<td>1.02E+07</td>
<td>9.56E+06</td>
</tr>
<tr>
<td></td>
<td>IGBRB</td>
<td>1.27E+07</td>
<td>1.15E+07</td>
<td>1.09E+07</td>
<td>1.02E+07</td>
<td>9.53E+06</td>
</tr>
<tr>
<td></td>
<td>GDRBM</td>
<td>1.26E+07</td>
<td>1.08E+07</td>
<td>1.00E+07</td>
<td>9.55E+06</td>
<td>9.22E+06</td>
</tr>
<tr>
<td>800 Hidden node</td>
<td>Hinton RBM</td>
<td>1.34E+07</td>
<td>1.21E+07</td>
<td>1.14E+07</td>
<td>1.07E+07</td>
<td>9.99E+06</td>
</tr>
<tr>
<td></td>
<td>GBRBM</td>
<td>1.34E+07</td>
<td>1.21E+07</td>
<td>1.14E+07</td>
<td>1.07E+07</td>
<td>9.99E+06</td>
</tr>
<tr>
<td></td>
<td>IGBRB</td>
<td>1.31E+07</td>
<td>1.18E+07</td>
<td>1.11E+07</td>
<td>1.04E+07</td>
<td>9.71E+06</td>
</tr>
<tr>
<td></td>
<td>GDRBM</td>
<td>1.37E+07</td>
<td>1.19E+07</td>
<td>1.12E+07</td>
<td>1.08E+07</td>
<td>1.05E+07</td>
</tr>
<tr>
<td>1000 Hidden node</td>
<td>Hinton RBM</td>
<td>1.39E+07</td>
<td>1.25E+07</td>
<td>1.18E+07</td>
<td>1.11E+07</td>
<td>1.04E+07</td>
</tr>
<tr>
<td></td>
<td>GBRBM</td>
<td>1.39E+07</td>
<td>1.25E+07</td>
<td>1.18E+07</td>
<td>1.11E+07</td>
<td>1.04E+07</td>
</tr>
<tr>
<td></td>
<td>IGBRB</td>
<td>1.39E+07</td>
<td>1.25E+07</td>
<td>1.18E+07</td>
<td>1.12E+07</td>
<td>1.04E+07</td>
</tr>
<tr>
<td></td>
<td>GDRBM</td>
<td>1.46E+07</td>
<td>1.29E+07</td>
<td>1.22E+07</td>
<td>1.17E+07</td>
<td>1.14E+07</td>
</tr>
</tbody>
</table>

Table 3.3 Variation in MSE with different number of hidden nodes

Then, Table 3.3 shows the effect of varying the number of hidden nodes on the various GRBMs. Again, the performances are very similar. It is interesting to note that for any number of hidden nodes, the performance of GDRBM trained for 10 epochs is
approximately the same as that or other GRBMs trained for 20 epochs of other GRBMs. Hence GDRBM learns faster than other GRBMs. Furthermore, for smaller number of hidden nodes (200 and 400), GDRBM can represent the same data with half the size of the hidden layer and less training iterations compared with other GRBMs. However, the standard CD-1 training algorithm does not work well with GDRBM with a larger hidden layer.

Histograms of biases and weights for different GRBMs are plotted in Figure 3.8. Though all three GRBMs are simulated in same environment and learn similarly, histograms of each model are distinct. The weights of GDRBM are distributed in the interval (-0.2, 0.2) while that of the other three GRBMs are distributed in the range of (-1,1).

![Figure 3.8 Histogram of GRBMs](image)

*In figure, x axis represents values of each bin, y axis represents number of elements in each bin.*

Finally, the filters of various GRBMs are compared in Figure 3.9. GDRBM’s filters are similar to Hinton’s binary RBM. The other two GRBMs have hidden node features that are different.
3.4 Performance of GDRBM with the CBCL dataset

The next sets of experiments are performed with the CBCL dataset [25]. It consists of a wide range of images including face images, street scene images, pedestrian images and car images. Here we used the face image dataset. This dataset consists of 2429 grey-scale images with a size of $19 \times 19$ pixels.
3.4.1 Experiments

The GDRBM is trained using the CD-1 algorithm as before. The CBCL training data are organized into 49 mini-batches, each consisting of 50 examples. Since the images are 19×19 pixels in size, the visible layer has 361 neurons. The size of the hidden layer is 256.

The network is trained for 50 epochs with default initial parameters as in the previous Section. The results were noisy with relatively large reconstruction error. So the amount of training is gradually increased to 1000 epochs. The average MSE is plotted against the number of training epochs in Figure 3.10. This indicates that the amount of training GDRBM required for grey-scale images is much higher than that for binary images in the MNIST dataset.

![Figure 3.10 Mean Square Error for CBCL Datasets](image)

Examples of the reconstructed images obtained after 50, 500, 1000 and 1500 training epochs are shown in Figure 3.11. After 50 epochs, while the reconstructed faces can be discerned, some sharp features such as glasses are not reconstructed well. These features are reconstructed better after 500 epochs. However compared to the binary handwritten images, these face images are more noisy.
In Figure, top row represents samples of input data in visible layer, second, third, fourth and fifth row represents reconstructed image at 50 epochs, 500 epochs, 1000 epochs and 1500 epochs.

**Figure 3.11 Visualization of greyscale images**

The histograms of the weights, visible bias and hidden bias are shown in Figure 3.12. The weights range from -0.1 to 0.1. Visible and hidden biases are in the small positive range.

![Histograms of weights, visible bias, and hidden bias](image)

*Figure shows histograms of parameters taken at the end of 50 epochs of training. Each parameter histogram illustrates the number of elements in each bin. Different colors represent different groups of elements.*

**Figure 3.12 Histogram for CBCL Dataset**

Finally, the learned filters of GDRBM are shown in Figure 3.13. Though the filters learn the features of the faces, they are very noisy. Unlike in learning the MNIST datasets, each hidden node learns the whole input (instead of part of the input) from the dataset.
This chapter introduced a new RBM variant - GDRBM. The CD-1 training algorithm is adapted for this network. Its performance is analyzed in detail using the MNIST dataset and CBCL datasets and results are discussed. We also compared the performance of GDRBM with three other RBMs, namely, the Hinton RBM, GBRBM and IGRBM.

Results show that the performance of GDRBM is similar to other GRBMs. The advantage of GDRBM is that with multiple discrete hidden states, we can use fewer hidden nodes compared with a GRBM with binary hidden nodes. The amount of training in order to achieve similar performance is also reduced.
Chapter 4
Application of GDRBM to Deep Learning

A major recent application of RBM is in Deep Learning. In this chapter, GDRBM will be applied to a deep learning architecture known as the deep autoencoder.

4.1 Deep Learning ANNs

The ANNs discussed in previous chapters have only one hidden layer. Some neural network architectures make use of more hidden layers. Typically, ANNs with a maximum of three layers are known to have shallow architectures [57]. Shallow architectures require a large number of hidden nodes to represent highly varying complex input functions. Also, they require large sets of training examples to capture the input variations. These two requirements increase the computational complexity [70] of training as well as difficulty of inference from hidden units. This leads to alternative models known deep learning architectures [6],[58].

Deep architectures typically have three or more hidden layers. The idea of deep architecture is to automatically learn complex higher level features by combining low level features. Thus each level in the multilevel architecture provides different representation of the input data [57]. The number of hidden nodes per layer is reduced by having multiple hidden layers. Hence deep networks are computationally more efficient than shallow architectures [59].

One of the main problems with deep architectures is that they are difficult to train. Hinton et.al [4], [60] introduced an effective greedy learning algorithm that combined unsupervised and supervised training. Since then, research in deep architectures has increased. They have now been applied to a number of difficult real-world tasks including pattern recognition, prediction, feature extraction and classification [71]. The most popular feed forward deep architectures are Deep Belief Network [4], Deep Autoencoder [11] and Deep Boltzmann Machines [5].
4.1.1 Deep Belief Networks

Deep Belief Network (DBN) [4] is a multi-level architecture as shown in Figure 4.1. The top two layers are RBMs and the remaining layers are Sigmoid Belief Nets. It has been shown that both kinds of networks learn in a similar manner during the training phase. This structural advantage leads to a new greedy way of training deep network that achieves fast and efficient inference.

**Figure 4.1 Deep Belief Network and its training methodology**

This algorithm trains the network in two steps. First, each layer is individually pre-trained using maximum likelihood approximation methods such as the CD-\(k\) discussed earlier. After that, fine-tuning is performed by top-down supervised training to improve the generalization of the network. The training procedure is illustrated in Figure 4.1, with the algorithm given in Algorithm 4.1.
Greedy Training algorithm

1. **Unsupervised Pre training Phase:** Train one layer at a time
   1. \( v_i = \) input dataset
   2. Find \( w_1 \), take samples of hidden layer 1 and give as input to layer 2.
   3. Keep \( w_1 \) constant and Initialize \( w := w^T \)
   4. Find \( w_2 \), Take samples from hidden layer 2 and give as input to layer 3.
   5. Keep \( w_1 \) and \( w_2 \) constant and initialize \( w := w^T \).
   6. Find \( w_3 \), Take samples from hidden layer 2 and give as input to layer 3.
   7. Repeat this for all layers of Deep network

2. **Fine tuning phase:**
   1. From top two layers, perform alternative Gibbs sampling and obtain a sample .
   2. Pass the sample down to the previous layer and find corresponding probability in the layer. This gives, approximate sample of the model.
   3. Repeat this step until reach visible layer.
   4. Then true samples are obtained by passing the samples again from bottom to top layer.

*Note: Gibbs Sampling and calculation of \( w \) (weights in each layer) is discussed in Chapter 2, section 2.2.1*

### Algorithm 4.1 Greedy algorithm for DBN

This greedy algorithm has two main advantages. Firstly, the top RBM provides initializing parameters for the lower layers through greedy training rather than using random initialization parameters. Secondly, layer-wise unsupervised pre-training provides a hypothesis; it could initialize the parameters near to energy minimum and leads to generalized representations [6], [61]. In addition, this reduces the complexity and improves the speed of training. DBN and its variants are outperforming other deep architectures in many real time applications such as image recognition, classification and speech recognition [4, 6, 50].

#### 4.1.2 Deep Autoencoder

In this multilayer neural network, the number of neurons in a hidden layer is always smaller than its previous layer. This property leads to an accurate reconstruction of the input. This structure is similar to encoding and decoding of digital circuits. Hence it is
known as the autoencoder [62], [63]. Autoencoders with multiple hidden layers is known as Deep Autoencoder [11]. The difference between a typical autoencoder and a deep autoencoder is shown in Figure 4.2. A deep autoencoder is constructed by stacking conventional auto encoders [6] or stacking RBMs [11] one upon another. In the following, we assume that RBMs are used.

![Architecture of Autoencoder and Deep autoencoder](image)

**Figure 4.2 Architecture of Autoencoder and Deep autoencoder**

Training of the deep autoencoder follows a greedy method similar to DBN with a few modifications. Training is organized into three phases as illustrated in Figure 4.3. The first phase involves pre-training of each RBM using a CD algorithm. Then in next phase, pretrained hidden layers are disclosed as encoder and decoder as shown in the figure. Finally, the trained model is fine-tuned by back propagation algorithm [64], [65], [66] to minimize the cross entropy error between the input and the output to obtain the deterministic states of the neurons.
4.2 GDRBM for Deep Autoencoder

Now we apply the GDRBM developed in Chapter 3 to the deep autoencoder architecture. As shown in Chapter 3, the GDRBM is able to reconstruct the inputs better than other Gaussian RBMs. So we hypothesize that the performance of a deep GDRBM autoencoder is able to reconstruct data better than other RBM based autoencoder.

4.2.1 Architecture and Training Details

A four layer deep autoencoder is constructed with a visible layer of 28×28 neurons and four hidden layers of sizes 500, 250, 120 and 30 neurons respectively. The architecture is shown in Figure 4.4. The lowest layer where the inputs are connected to is the Gaussian visible layer of a GDRBM. However, the second layer cannot be another GDRBM as the output of the hidden layer of the first GDRBM is discrete. Hence an RBM with discrete input and binary hidden layers, referred to as the discrete binary RBM, is used. This is followed by a binary RBM. Finally the output of the network is provided by the IBGRBM which is an IGBRBM with the visible and hidden layers reversed.
Simulations are performed using the MNIST datasets. In order to provide batch gradient analysis, training sets are split into 600 batches each containing 100 cases. During fine tuning, the 600 mini-batches are combined to form 60 large batches.

The binary RBMs are trained using a learning rate of 0.1, and momentum in the range of 0.5-0.9. The GDRBM is trained using a learning rate of $10^{-3}$, and a sigma learning rate of $10^{-8}$. In pre-training, all RBMs are trained for 20 epochs using the CD-1 algorithm. Fine tuning is performed for 200 epochs similar to traditional deep autoencoder [67].

4.2.2 Results

The reconstruction results of the GDRBM-based and the binary deep autoencoders are shown in Figure 4.5.
While the proposed GDRBM deep architecture is able to reconstruct the inputs reasonably well, the amount of reconstruction error remains quite high. A comparison of the change in average MSE over the 200 epochs of fine-tuning is plotted in Figure 4.6. It can be observed that the initial error of the GDRBM deep autoencoder is much larger than the traditional deep autoencoder. This initial error is reduced significantly after the first few epochs of fine-tuning.

![Reconstruction error](image)

Figure 4.6 Performance of Deep autoencoders

It is well known that RBMs are very sensitive to the training parameters such as learning rates and momentum. The large error exhibited after the pre-training of the GDRBM deep autoencoder shows that this training phase has not been conducted properly. A better selection of training parameters may help reduce the initial error. Furthermore, the second layer consists of an RBM with discrete visible states. It has been shown that increased visible states could lead to increased error.
Chapter 5

Conclusions and Future Works

In this thesis, a new RBM known as the GDRBM has been developed. It has a Gaussian visible layer and a non-binary discrete output layer. The conditional probabilities of the hidden layer as well as the CD-1 training algorithm are modified for this particular network. Performance results using the MNIST and CBCL benchmark datasets show that the performance of a GDRBM with 4-state hidden neurons is approximately the same as that of other Gaussian RBMs with binary hidden neurons when the size of the hidden layer is doubled. Thus the hypothesis that increasing the number of hidden states is able to increase the representation power of a GRBM with the same number of hidden neurons has been shown to be true. Hence GDRBM has the advantage that it provides a Gaussian layer to represent continuous valued inputs and a discrete layer that is able to store internal representations more compactly than binary ones. The later advantage implies that the number of neurons required in the hidden layer can be smaller.

The GDRBM is also used as a layer for a deep autoencoder for the first time. It is also shown that this autoencoder is able to reconstruct the inputs reasonably well. However, the reconstruction error is higher than traditional deepautoencoders. Further research will be needed to investigate what is the best way to use GDRBM in a deep autoencoder and the best training parameters to use.

Other future works include developing methods to determine the right training parameters for each application. This problem arises for any ANN. A possibility is to develop adaptive methods for GDRBM similar to [10].

As discussed in section 3.4.6, GDRBM has some neurons which do not learn any useful features from the input dataset. This can be reduced by introducing sparsity in the hidden layer of GDRBM. The human brain introduces sparsity through an “attention mechanism” to select useful information from the environment [68],[69]. Adopting attention mechanisms in GDRBM could optimize the resulting network.
Lastly, further research will be needed to determine if GDRBM could be used for deep learning architectures. Particularly, the filters of this model must be analyzed to find interesting features learnt by this variant of deepautoencoder [72].
Appendix-1
Mathematical Calculations in IGBRBM

For IGBRBM, Energy is defined as,

\[ E(v,h) = \sum_{i=1}^{n_v} \left( v_i - a_i \right)^2 \cdot \frac{1}{2\sigma_i^2} + \sum_{i=1}^{n_v} \sum_{j=1}^{n_h} w_{ij} h_j \cdot \frac{v_i}{\sigma_i^2} - \sum_{j=1}^{n_h} b_j h_j \]

To find conditional distribution of visible given hidden, it must be derived from below steps,

From definition of conditional distribution we know,

\[ p(v|h) = \frac{p(v,h)}{p(h)} \]

By substituting numerator and Denominator from Boltzmann distribution \( p(v,h) = \frac{1}{Z} e^{-E(v,h)} \), we get

\[ p(v|h) = \frac{\int e^{-E(v,h)} dv}{\int e^{-E(v,h)} dv} \]

\[ = e^{-\sum_{i} \left( \frac{(v_i-a_i)^2}{2\sigma_i^2} + \sum_{j} \frac{w_{ij} h_j}{\sigma_i^2} \right) \sum_{j=1}^{n_h} b_j h_j} \]
Rewrite the denominator with respect to product of expert model similar to numerator we get,

\[ \prod_i e^{\left( \frac{(v_j-a_j)^2}{2\sigma_i^2} - \sum_j \frac{w_j h_j}{\sigma_i^2} \right) + \sum_j b_j h_j} \]

Denominator is simplified as,

\[ \prod_i \int_v e^{\left( \frac{(v_j-a_j)^2}{2\sigma_i^2} - \sum_j \frac{w_j h_j}{\sigma_i^2} \right) + \sum_j b_j h_j} \, dv = \prod_i \int_v e^{\left( \frac{1}{2\sigma_i^2} (v_j^2 - 2v_j a_j + a_j^2) - \sum_j \frac{w_j h_j}{\sigma_i^2} \right) + \sum_j b_j h_j} \, dv \]

\[ = \prod_i e^{\left( \frac{-a_j^2}{2\sigma_i^2} + \sum_j b_j h_j \right)} \int_v e^{\left( \frac{1}{2\sigma_i^2} (-v_j^2 + 2v_j a_j) + \sum_j \frac{w_j h_j}{\sigma_i^2} \right) + \sum_j b_j h_j} \, dv \]

\[ = \prod_i e^{\left( \frac{-a_j^2}{2\sigma_i^2} + \sum_j b_j h_j \right)} \int_v e^{\frac{1}{2\sigma_i^2} \left( -v_j^2 \right) + \sum_j \frac{w_j h_j}{\sigma_i^2} \left( \frac{a_j}{\sigma_i} + \sum_j \frac{w_j h_j}{\sigma_i^2} \right)^2} \, dv \]

Integrating the above equation with respect to v, we get,

\[ = \prod_i e^{\left( \frac{-a_j^2}{2\sigma_i^2} + \sum_j b_j h_j \right)} e^{\frac{\sigma_i^2}{2} \left( \frac{a_j}{\sigma_i} + \sum_j \frac{w_j h_j}{\sigma_i^2} \right)^2} \left( \sqrt{2\sigma_i^2 \pi} \right) \]
\[
= (\sigma_i \sqrt{2\pi}) \prod_i e^{\left( \frac{1}{2} \sum_{j=1}^{n_h} w_{ij} h_j \right)^2 + \sum_j h_j + \frac{a_i w_{ihj}}{\sigma_i^2}}
\]

Dividing numerator and denominator,

\[
p(v \mid h) = \frac{\prod_i \left( \frac{1}{(\sigma_i \sqrt{2\pi})} e^{\left( \frac{(v_i - a_i)^2}{2\sigma_i^2} \right) + \sum_j h_j + \frac{a_i w_{ihj}}{\sigma_i^2}} \right)}{(\sigma_i \sqrt{2\pi}) \prod_i e^{\left( \frac{1}{2} \sum_{j=1}^{n_h} w_{ij} h_j \right)^2 + \sum_j h_j + \frac{a_i w_{ihj}}{\sigma_i^2}}}
\]

Simplifying the above equation, \( p(v, h) \) is,

\[
p(v \mid h) = \prod_i \frac{1}{(\sigma_i \sqrt{2\pi})} e^{\left( \frac{1}{2\sigma_i^2} \left( v_i - a_i + \sum_{j=1}^{n_h} w_{ij} h_j \right) \right)^2}
\]

The above equation is a density function of Gaussian distribution with mean \( v_i - \left( a_i + \sum_{j=1}^{n_h} w_{ij} h_j \right) \) and variance \( \sigma_i^2 \).

Conditional distribution of hidden given visible is derived as follows,

\[
p(h \mid v) = \frac{p(v, h)}{p(v)}
\]

By substituting Boltzmann Distribution, we get

\[
p(h \mid v) = \frac{e^{-E(v,h)}}{\sum_h e^{-E(v,h)}}
\]
Rewriting the above equation in terms of product of expert model, we get

$$p(h|v) = \prod_j \frac{e^{\frac{w_v h_j+b_j}{\sigma_i^2}}}{\sum_{h_j} e^{\frac{w_v h_j+b_j}{\sigma_i^2}}}$$

$p(h|v) = \prod_j p(h_j|v)$

For binary neuron, $h_j=0, 1$. Hence $p(h_j=1)$ is calculated as follow,

$$p(h_j=1) = \frac{e^{\frac{w_v h_j+b_j}{\sigma_i^2}}}{e^{\left(\frac{w_v h_j+b_j}{\sigma_i^2}\right)+1} + e^{0}}$$

To find gradient update rules, differentiate energy with respect to parameters $(w_{ij}, b_j, \sigma_i)$. 

$$\frac{\partial E(v,h)}{\partial w_{ij}} = \frac{v h_j}{\sigma_i^2}$$

$$\frac{\partial E(v,h)}{\partial a_i} = \frac{v_j}{\sigma_i^2}$$
\[
\frac{\partial E(v, h)}{\partial b_j} = h_j
\]

\[
\frac{\partial E(v, h)}{\partial \sigma_j} = \frac{(v_i - a_i)^2}{2 \sigma_i^2} + w_j h_j v_j \left( \frac{-2}{\sigma_i^3} \right)
\]

By simplifying above equation, gradient of sigma is obtained as,

\[
\frac{\partial E(v, h)}{\partial \sigma_j} = \frac{(v_i - a_i)^2}{\sigma_i^3} + w_j h_j v_j \left( \frac{-2}{\sigma_i^3} \right)
\]

By applying this gradient in positive and negative phase of below log likelihood gradient equation,

\[
\frac{1}{l} \sum_{v \in D} \frac{\partial \ln L(\theta | v)}{\partial w_{ij}} = \frac{1}{l} \sum_{v \in D} \left[ E_{p(h|v)} \left( \frac{\partial E(h, v)}{\partial w_{ij}} \right) + E_{p(v|h)} \left( \frac{\partial E(h, v)}{\partial w_{ij}} \right) \right]
\]

We obtain the update rule as follows,

\[
\Delta \sigma_j = \epsilon_o \left( E_{data} \left( \frac{(v_i - a_i)^2}{\sigma_i^3} - \sum_j h_j \frac{w_j v_i}{\sigma_i^2} \right) - E_{model} \left( \frac{(v_i - a_i)^2}{\sigma_i^3} - \sum_j h_j \frac{w_j v_i}{\sigma_i^2} \right) \right)
\]

\[
\Delta w_{ij} = \left( E_{data} \left( v_i h_j \right) - E_{model} \left( v_i h_j \right) \right) \sigma_j
\]

\[
\Delta a_i = \left( E_{data} \left( a_i \right) - E_{model} \left( a_i \right) \right) \sigma_i^2
\]

\[
\Delta b_j = \left( E_{data} \left( b_j \right) - E_{model} \left( b_j \right) \right)
\]
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