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Abstract

This thesis presents a novel approach for detecting an internal object using non-invasive surface measurements of the reflection coefficients. The low cost and safety of the low power microwave detection system may be practically suited to first level breast cancer screening with further development. The significant difference in the dielectric properties of a malignant tumour compared to healthy breast tissue makes it possible to estimate the size and position of a tumour using microwave frequencies.

Incident and backscattered electromagnetic waves are analysed using three coordinate systems. Starting from a plane wave reflection model, this approach advances to obtain mathematical solutions to the nonlinear scattering problems of cylindrically and spherically-shaped objects. The solution to the inverse problem for finding the position, size and electrical properties of the unknown microwave scatterer is determined using Newton’s iterative method. Both of the forward and inverse algorithms are tested using simulations before proceedings to an experimental application.
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Chapter 1

Introduction and background information

1.1 Introduction

This thesis presents a non-invasive method to detect a foreign object concealed within a largely homogeneous material. The object is illuminated by a microwave signal applied from the outside boundary of the host medium. Using the electromagnetic fields at the surface of the scattering object, the analytic expressions are derived for its scattered fields. The detailed characteristics of the scattered waves with respect to the different boundary conditions and the location of the internal object are considered. Three scattering problems are solved using one-dimensional, two-dimensional and three-dimensional coordinate systems. The back-scattered waves convey useful information about the scatterer and so the mathematical solutions we develop here can extract some parameters which may be useful for many engineering and medical applications.

The approach of this project has a potential, with further developments, for application to some in-vivo situations such as detecting a breast tumour in its early
stage. As microwave radiation is a form of non-ionising radiation and, as it can have low power, the use of microwave imaging in the medical field and everyday life poses fewer health risks than ionising radiation in forms such as X-rays.

A simple model is used to represent a physical system for detecting an internal object. Then, using physical theory, the results of microwave measurements are predicted. This problem of prediction is called the simulation problem or the forward problem in this thesis. When developing the solutions to the forward problems, some existing theories in electromagnetism are used with appropriate references. The novelty of the work presented in the thesis is the subsequent expansion of these results for the proposed application (section 1.6). The inverse problem first uses the simulated results and then uses the actual results of measurements to infer the necessary parameters which characterise the system (size, position and electrical properties).

The microwave application model represents the measurement system and the host material. In this set-up, the measurement system provides the microwave signal to the antenna system which radiates the radio signal into the host material. The backscattered signal from the internal structure of the host is received by the same antenna system and sent back to the measurement system for analysis. The measured data is then processed using an inverse algorithm.

A general introduction to microwave detection and the related information is given at the beginning of this chapter (sections 1.3 and 1.4). This study is multidisciplinary, spanning mathematics and engineering. Therefore, the discussions here are elementary at the beginning but more detailed situations are explained in subsequent chapters.
1.2 Electromagnetic radiation

In general, the electromagnetic (EM) radiation is a wave propagation in space with electric and magnetic components which oscillate in directions at right angles to each other. Electromagnetic radiation is classified in the electromagnetic spectrum according to the frequency of the wave. In order of increasing frequency, this spectrum consists of radio waves, microwaves, terahertz radiation, infrared radiation, visible light, ultraviolet radiation, X-rays and gamma rays. There are many different mechanisms which generate electromagnetic radiation and transfer energy to the outside world. The sun is a good example. It generates an enormous amount of electromagnetic radiation due to its nuclear reactions and transfers the energy to the earth. The behaviour of EM radiation depends on its wavelength which is the distance between two neighbouring points of the same phase in consecutive cycles of a wave.

Many technologies have been developed using microwave frequencies. Some of the applications are dielectric heating with microwave radiation, transmission of information for broadcasting and television, radar detection, telecommunication purposes such as microwave relay, satellite communication and mobile and wireless networks. Other major uses of microwaves are the quality control of food, foreign object detection and structural abnormalities and cavity detection in the engineering industry. Apart from these, there are many applications in medical fields such as tumour detection, inflammation and abnormality detection and treatments in the human body. More information on microwave applications can be found in references [1-6].
1.3 Electrical properties of materials

At high frequencies, measurements of the dielectric properties of materials provide a basis for developing methods to detect physical properties. The dielectric properties have frequency dependent characteristics. These properties differ from material to material. They have a high correlation with water content at microwave frequencies. Using this phenomenon, physical properties such as bulk density, moisture content and temperature can be determined.

Materials are classified using three basic properties: permittivity $\varepsilon$, permeability $\mu$ and electrical conductivity $\sigma$. The materials having large values of $\sigma$ are called conductors and those having small values of $\sigma$ are called insulators or dielectrics. Again, the conductors are characterised as perfect conductors when $\sigma$ is very large, considered infinite, and dielectrics are perfect dielectrics when $\sigma = 0$. Light is electromagnetic in nature and its velocity is denoted by $c$. In metric units, in a vacuum $c$ is approximately 299,792,500 metres per second (1,079,252,900 km/h), a value obtained from measurements. In free space, 

$$c = \frac{1}{\sqrt{\mu_0\varepsilon_0}} \quad (1.1)$$

where $\varepsilon_0$ is the capacititivity or permittivity and $\mu_0$ is the inductivity or permeability of a vacuum. By definition, $\mu_0 = 4\pi \times 10^{-7}$ Henries per metre (H/m). The value for $\varepsilon_0 = 8.854 \times 10^{-12}$ Farads per metre (F/m) which is obtained from equation (1.1). In other media, $\varepsilon$ is always greater than that of a vacuum, $\varepsilon_0$. The relative capacititivity or dielectric constant $\varepsilon_r = \varepsilon/\varepsilon_0$ and similarly, the relative inductivity or relative permeability $\mu_r = \mu/\mu_0$.

Magnetic materials are classified relative to the permeability of free space, $\mu_0$. The materials for which $\mu$ is slightly less than $\mu_0$ are called diamagnetic, those where $\mu$ is slightly greater than $\mu_0$ are called paramagnetic and those where $\mu$ is much larger than $\mu_0$ are called ferromagnetic. The ferromagnetic metals are
extremely lossy materials and they also have a nonlinear characteristic with respect
to complex permeability. Therefore these metals are not suitable for use with radio
frequencies. In most linear matter (where properties are frequency non-dispersive),
µ is approximately equal to µ₀ and therefore µᵣ = µ/µ₀ is approximately equal to
unity unless the material is ferromagnetic.

The complex permittivity ݠ is a function of ω, where ω = 2πf and f is the
frequency and, can be expressed in both rectangular and polar forms [8]:

\[ ݠ(\omega) = \epsilon' - j\epsilon'' = |\epsilon|e^{-j\delta}, \quad (1.2) \]

where \( j = \sqrt{-1} \), \( \epsilon' \), \( \epsilon'' \) and \( \delta \) are real quantities and are called the a-c (alternating
current) capacitivity, the dielectric loss factor and the dielectric loss angle, respectively. The real part \( (\epsilon') \) contributes to the stored energy and the imaginary part
\( (\epsilon'') \) contributes to energy loss in the material. Microwave materials are usually
characterized by specific relative permittivity \( \epsilon_r \) [7], \( \epsilon' = \epsilon_r\epsilon_0 \), and loss angle \( \delta \) at a
certain frequency which has been defined as

\[ \delta = \tan^{-1} \frac{\epsilon''}{\epsilon'}. \quad (1.3) \]

In perfect dielectrics the dielectric loss is equal to zero \( (\epsilon'' = 0) \). The materials for
which \( \epsilon' \) is almost constant and \( \epsilon'' \) is very small at radio frequencies are called good
dielectrics and the materials for which the values of \( \epsilon' \) and \( \epsilon'' \) at radio frequencies
are variable, with \( \epsilon'' \neq 0 \) are called “lossy dielectrics” [8]. We frequently use the
terms “permittivity” or “relative permittivity” throughout this thesis to indicate
the permittivity relative to that of free space, \( \epsilon_0 \). Thus, for example, the relative
permittivity of water below the microwave range of frequencies is about 78 (relative
permittivity has no units).

Similarly, the complex permeability \( \mu \) can be expressed as

\[ \hat{\mu}(\omega) = \mu' - j\mu'' = |\hat{\mu}|e^{-j\delta'} \quad (1.4) \]
where $\mu'$, $\mu''$ and $\delta_m$ are real quantities and are the a-c inductivity, the magnetic loss factor and the magnetic loss angle, respectively. The real part ($\mu'$) relates to stored energy and the imaginary part ($\mu''$) relates to power dissipation in the material.

There are a number of uses of these properties in both engineering and medical applications. Experimental studies have shown that most materials differ in their material properties [9-11]. These property differences cause the individual materials to act differently when excited by microwave signals. Therefore, the information about hidden objects, disorder conditions and abnormalities of many materials can be detected using the differences in electrical properties.

There are three basic constitutive relationships for field vectors and this derivation is based on Maxwell’s equations. For any material media having an electromagnetic field, the complex form of these relationships is

$$D = \hat{\varepsilon}(\omega)E, \quad B = \hat{\mu}(\omega)H, \quad J = \hat{\sigma}(\omega)E, \quad (1.5)$$

where $E$ (volts/m) is the complex electric intensity and $H$ (amperes/m) is the complex magnetic intensity. From these relations, the complex values of $D$ the electric flux density (coulombs/m$^2$), $B$ the magnetic flux density (webers/m$^2$) and $J$ the electric current density (amperes/m$^2$) are related to the complex values of the permittivity, permeability and conductivity, respectively. (Note that vectors are shown in bold font in this thesis.)

1.4 Wave functions of scattering problems

The physical basis for the microwave imaging is the contrast between the dielectric properties of the object being imaged and those of its surrounding host material. The incident microwave signal can be reflected, refracted or scattered from the boundaries where discontinuity occurs in any electrically inhomogeneous medium depending upon the size and the shape of its boundary. The amount of wave re-
reflection and absorption changes with the electrical properties upon the two sides of the reflecting boundary between the media. The refraction of a microwave signal depends upon the refractive index of the refracting material and the incident angle of the wave [1, 12, 13]. In this study we are mostly focusing on microwave reflection and scattering at different object boundaries.

Microwave scattering mainly depends upon the dielectric property, as well as the shape, size and the position of the scattering object, with respect to the incident signal. In general, the solutions to the problems of microwave scattering at a plane boundary are solved in cartesian coordinates and the subsequent waveforms are associated with rectangular wave functions more commonly referred to as plane waves [14, 15]. Similarly, the scattering problems of cylindrical boundaries are solved using cylindrical coordinate systems and their subsequent waveforms are associated with cylindrical wave functions.

The Bessel functions of the first and the second kinds form a basis of cylindrical wave functions. These are quasi-periodic functions with multiple zeros and are very similar to sine and cosine functions which represent standing waves. Linear combinations of Bessel functions of the two kinds are called the Hankel functions [16] and one of these functions ($H^{(2)}_n$) may be used to represent the outward-travelling waves as these waves vanish as $x \to \infty$ ($x$ is the distance from the boundary of the scattering object, see Appendix B for more details). Therefore, an appropriate selection of the wave functions with asymptotic conditions for large distances is very important for solving many scattering problems. In this study, the scattering problems of the cylindrically and spherically-shaped objects are solved using the infinite series of these wave functions and their modified functions in cylindrical and spherical coordinates, respectively. When the scattering problem is associated with a spherical object, it is necessary to use Legendre functions to solve the associated scattering problem (see Appendix D for details).
1.5 Literature review

In this section we discuss the information found in literature related to microwave imaging and the recent developments in imaging technology [4, 17-25]. Many of these studies are focused on breast cancer detection. The purpose of this review is to find suitable ideas and directions which may possibly support achieving the project goals. We first discuss the general microwave imaging methods and some existing imaging techniques and then consider their uses and drawbacks.

1.5.1 Microwave imaging

Microwave imaging can be divided into two categories: passive microwave imaging and active microwave imaging. Passive imaging is based on sensing the microwaves that are naturally occurring in the environment. A good example is microwave radiometric imaging which is used to monitor atmospheric conditions [26-29]. The other category is active microwave imaging which uses a generated microwave signal to interact with the target being imaged [30]. (These categories are further discussed in section 1.5.2.2.)

In general, the existing imaging techniques are categorized into two types: monostatic imaging and bistatic imaging. Monostatic imaging is based on the back reflection of the forward signal and the measurements are taken using the same antenna for transmission and reception. Bistatic imaging uses physically separate transmission and reception antennas and can provide information on waves transmitted through the object as well as backscattered waves [23, 31]. However, both of these categories are active microwave imaging techniques and these techniques are based on the wave interaction with the dielectric properties of materials. The measurements that are taken for active imaging are based on the signal propagation, reflection, diffraction and scattering of the incident wave which has been transmitted from the source. Our interest in this study is to develop a ‘monostatic active microwave imaging
technique’ to detect a foreign object inside a host material.

There are many detection methods available at present such as reflectometry, microwave tomography, and radar techniques. The reflectometry is used for cavity detection, localising damage and cable faults and many other similar types of application [1-3, 23, 32]. Microwave tomography is an imaging method based on contrast in dielectric properties of materials (more details are given in section 1.5.2.2). Image construction is achieved using a number of sensors but the quality of the image depends upon the spectral resolution of the receiving system. Most of the tomographic systems developed before the 1980s used ionising radiations from an isotope of an X-ray source and therefore these systems are bulky, expensive and have safety limitations [33]. The X-ray technique is used for obtaining tomographic images based on the density differences among the materials. In medical applications the important physical characteristics such as temperature, blood content and blood oxygenation cannot be differentiated by X-ray tomography. However, since microwave tomography is based on the dielectric properties and is often sensitive to such characteristics, this method can distinguish these conditions in biomedical applications [4, 30, 34, 35]. Long-term researches have been carried out in active microwave tomography systems operating in frequency-domain. When exposed to microwaves, the high water content of malignant breast tissues cause significant microwave scattering than normal tissues. More details are given in section 1.5.2.2.

1.5.2 Microwave application for breast imaging

Breast cancer begins in the breast tissue and forms a lump or mass called a tumour. Cancers are a group of diseases that cause cells in the body to change and grow out of control [41]. Breast cancer is considered a non-skin malignancy and is the most prevalent cause of female cancer mortality. According to the published data from cancer research in the UK, each year almost 44,100 cases of breast cancer are
diagnosed there of which 43,760 are female cases. This disease causes more than 12,500 deaths each year in the UK [36]. According to recent reports [37-39], breast cancer is the most common cancer in women in the US, accounting for nearly 1 in 3 cancers diagnosed. The World Health Organization says (in their 2006 report) [39] that there were a total of 58 million deaths worldwide in the year 2005 of which breast cancer accounts for 502,000 of these deaths. One in ten women in New Zealand will develop breast cancer in their lifetime. For 75 percent of these cases, the candidate will be over 50 years of age. Simple mathematics implies that 25 percent of cases still occur before the age of 50 [40].

There are a number of diagnosing methods for breast tumours at present. Among these existing technologies, X-ray mammography is the most usually available method and it is regarded as the ‘gold standard’ for breast cancer detection. However it suffers from a number of drawbacks [42-45]. According to the studies carried out by Christiansen et al. [46, 47], there were 6.5% false-positive mammograms found among 9747 screening mammograms of 2227 women, over a 10-year period. Depending upon the adjustments for the patient at the test, the characteristics of the radiologist and the testing method, the false-positive and false-negative rates vary. The accuracy of the test depends upon many factors including the breast compression when taking a mammogram, adjustments for the patient at the test, the characteristics of the radiologist or the doctor who make the decision and the testing method [11, 46]. In mammograms the breast is kept between the source and the receiver and compression is required to reduce the image blurring to obtain acceptable test results. Breast compression is uncomfortable and painful for the examinee whilst there is also a limit upon the number of exposures to the ionising radiation that may be safely undertaken.

To diagnose breast cancer a specimen is taken from the suspected lump (biopsy). Again a false diagnosis is possible: the final decision is usually taken by an experi-
enced doctor referring to other test results. These laboratory tests are not always
accurate because it is very difficult to take an exact specimen if the lump is very
small and hidden inside the breast tissue. However, given positive test results, a
series of other follow-on tests may be conducted before proceeding to the subse-
quently treatment. There are some other approaches such as Digital Tomosynthesis,
Sestamibi (Miraluma), Ductal Lavage, Positron Emission Tomography (PET) and
Computerized Axial Tomography (CAT) scans [48, 49]. Some details of three elec-
tromagnetic breast imaging techniques with test results have been discussed in [50].

1.5.2.1 The electrical properties of cancer cells

A precise knowledge of the dielectric properties of human breast tissue is impor-
tant for many microwave imaging methods. Studies of the electrical properties of
biological materials began more than 100 years ago. As a result, there is useful
information in the literature which can be used to develop microwave detection
methods for medical and biomedical applications [51-53]. Chaudhary et al. [54]
have measured the dielectric properties using excised breast tissues obtained from
15 patients of different age groups and found that the relative dielectric constant
of malignant tissue is strikingly higher than that of normal tissue. They have also
found that the conductivity is considerably higher than that of normal tissue. Also
both of these properties are frequency dependent.

According to their observations, the difference between the relative dielectric
constant of normal and malignant tissue is much larger at frequencies below a few
MHz. However, this difference remains almost constant up to frequencies of a few
GHz and begins to reduce at frequencies higher than 2GHz. In this range (less than
2GHz) the relative dielectric constant of the malignant tissue is about 6-8 times
higher than that of the normal tissue. According to this study [54], the conduc-
tivity of the malignant tissue maintains almost a constant difference with that of the
normal tissue (malignant tissue is about 6-7 times higher) up to a few GHz frequencies but the conductivity of the malignant tissue increases dramatically thereafter. The reports of the substantial contrast of the measured dielectric properties of normal and malignant breast tissues have promoted a great deal of interest in microwave techniques for breast cancer detection [55, 56].

The dielectric properties of breast carcinoma were measured by Andrzej et al. [53] using the specimens taken from seven different patients. The samples were taken from different locations of the breast using surgical procedures and dielectric properties have been determined using the reflection coefficients measured with a network analyser. They have used a range of frequencies from 20-100 MHz. A summary of their results is given in Table 1.1. (Here, the conductivity is given in milli Siemens per cm and the dielectric constant has no units.) There is a large spread of dielectric data for different specimens and these results have revealed significant differences in dielectric properties between the samples taken from different locations. Andrzej et al. [53] suggest that these differences can be associated with the cellular heterogeneity and structural differences of the tested samples. They have also suggested that the radio frequency impedance imaging can potentially be used as a diagnostic modality for the detection of human breast carcinoma.

The breast is filled with normal breast fat and fibrogranulad tissue and is bounded by a skin layer of some thickness (a few millimetres). The malignant tumours have high protein hydration [6], therefore an increased dielectric permittivity inside the tumour can be expected. The fat density of the normal breast tissue is significantly higher and therefore the electrical properties of the normal tissue are significantly smaller compared to those of malignant breast tissue. The ex-vivo measurements which have been taken by Keam et al. [57] using the Keam Holdem VE2 analyzer show that a tumour has a significant difference in complex dielectric permittivity to that of healthy breast tissue. These measurements have
Table 1.1 Measured electrical properties of a breast tumour at low-frequency.

<table>
<thead>
<tr>
<th>Type of the measured property</th>
<th>Tumour tissue</th>
<th>Tissue surrounding the centre of the tumour tissue (2 cm from tumour)</th>
<th>Normal breast tissue (2 cm from tumour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductivity</td>
<td>4-5 mS/cm (between 100 KHz and 100 MHz)</td>
<td>5-7 mS/cm (between 100 KHz and 100 MHz)</td>
<td>&lt; 1 mS/cm at 100 KHz</td>
</tr>
<tr>
<td>Dielectric constant</td>
<td>2×10³ - 6×10³ (at 100 KHz)</td>
<td>2.5×10³ - 8×10³ (at 100 KHz)</td>
<td>&lt;500 at 100 KHz</td>
</tr>
</tbody>
</table>

Figure 1.1: Measured reflection coefficients for breast tumours (shown in milli units; 1000µu=1) for 15 patients (Reproduced with permission from Keam Holdem Associates, New Zealand).
been highly influenced by the dielectric properties of the clinical samples of the tumour. The results of the measured reflection coefficients by patient are shown in Figure 1.1. The measured samples were categorised with the patient’s age and the type of carcinoma. These results confirm that there is a significant difference in the microwave response at the tumour. In general, the tumour has a higher moisture content compared to that of normal tissue and therefore, the tumour’s response at a given microwave frequency is significantly higher than that of the normal breast tissue. However, the difference in the reflection coefficient between healthy breast tissue and the tumour varies with the type of carcinoma and the patient’s age.

1.5.2.2 Microwave breast cancer detection

Breast cancer detection using microwaves relies on the dielectric property difference between the normal and malignant tissue in the breast. During the past few years, this area of research has made considerable progress and therefore there are hopes of successful clinical implementations to conventional mammography in the near future [11, 30, 51, 58-60]. There are three main approaches in microwave detection and these are called hybrid, passive and active breast imaging methods [61, 62].

Hybrid methods:
Thermo-acoustic tomography falls into the category of a hybrid method. In this method a microwave signal is used to heat the tumour and an image is constructed based on the ultrasound approach. Malignant tissue has high conductivity. Therefore, when the breast is illuminated by microwaves more energy is deposited in tumours resulting in selective heating of the lesions of the malignant tissue. Then, the tumour expands and generates pressure waves. These waves are detected by ultrasound transducers kept around the breast.

The basis of this approach depends on the change in the dielectric property of the tissue with temperature. Previous research has revealed that the dielectric property
of biological tissue varies with the temperature [63-65]. Therefore any imaging method which monitors the dielectric properties may also be able to determine a temperature distribution in biological tissue. In order to achieve this, inverse scattering methods have been introduced [66, 67]. Many of these approaches use Newton’s iterative method for Hybrid Element (HE) image reconstruction and they require the derivation of inverse problem solutions.

Two methods for the reconstruction of the image have been proposed. In Computed Thermo-acoustic Tomography (CTT) [68-70], the breast is immersed in a water bath and illuminated at a given microwave frequency. Kruger et al. [68] used 434 MHz frequency. Tiny pulses of period 0.5 µs are used to generate ultrasound waves. The ultrasound transducers are placed around a hemispherical bowl and record data as this bowl rotates through 360°. The reconstruction of the image is achieved using the filtered back-projection algorithm which was adopted from X-ray computed tomography. In Scanning Thermo-acoustic Tomography (STT), images are obtained using focused transducers to record the ultrasound waves [70, 71].

Microwave radiometry falls into the category of passive microwave imaging [21, 25, 69]. The imaging is based on the temperature increase of the tumour compared to that of the normal breast tissue. An example of passive microwave imaging is ONCOSCAN [2], a non-invasive test of thermal activity in the breast, where the microwave emission is measured by passive radiometry [22]. In this method the radiometric data is obtained from a transducer placed on the patient’s abdomen. The scanning probe is placed in one position and held 15 seconds before going to the next position. For each patient, 20 position scans are performed for each breast. The clinical results obtained from each breast are compared. The ONCOSCAN has the potential to assist in the diagnosis of other methods such as mammograms.

Active Microwave Imaging:
Active microwave imaging techniques use several transmitters to illuminate the scat-
tering object and measure the scattered fields from the receivers kept at different locations. The shape and the location of the scattering object are found using the spectral distribution of the complex permittivity obtained from the information from the transmitted and received signals. In general, active microwave imaging can be categorized into two different techniques. One is the construction of breast images using near-field tomographic image reconstruction algorithms. The other technique is to collect the backscattered data using a short pulse transmitted towards the scattering object. This pulse is called an Ultra-Wide-Band (UWB) pulse because it has very small pulse-width, and therefore the transmitted signal requires a wider bandwidth [72-74].

Microwave tomography
Microwave tomography has been a major topic of breast image reconstruction for many years [11, 75]. Meaney et al. [76] have designed and constructed this type of prototype breast imaging interface which can be applied as a comfortable breast examination method, when compared to X-ray mammography. In this method the scanning object is immersed inside a water-coupled clinical interface and microwave measurements are taken using a number of receiving antennas. A fixed antenna array has been used to examine the breast from the nearest point to the chest wall up to the nipple. The examinations have been carried out without compression, while the patient lies in a prone position with the breast pendant in the coupling fluid. Generally, a tomographic method needs a large number of antennas to scan over planar or cylindrical surfaces. The microwave signals in the range from 300-1000 MHz in 100 MHz increments have been transmitted through the breast by 16 antennas and received by 16 antennas (altogether 32 channels) and both of these waves were measured to reconstruct the image of the breast. Each of the antennas operates in both transmit and receive modes. The reconstruction is made according to the dielectric distribution throughout the scanning area and this has been achieved by
matching the measured data with the computed data. Some iterative methods have been used for the reconstruction algorithm. The computed data have been obtained using the numerical methods based on a model with estimated material properties.

The tomographic methods use narrow band microwave signals and the forward and backward signals are analysed in the frequency domain. As the scattering waves have differences depending upon the properties and the boundary condition of the object, it is necessary to solve the scattering problem using suitable algorithms for the forward problem. Similarly, the subsequent inverse scattering problem is also required to be solved iteratively for successful image reconstruction. In general this is an ill-posed problem and needs suitable mathematical approaches in order to obtain meaningful solutions [76-78].

The microwave tomographic method presented by Bulyshev et al. in [78] uses a large number of transmit and receive antennas (in one, three or five rows of transmitters with 32 transmitters in each row and 32 rows of receivers with 32 receivers in each row) around a hemisphere of their dielectric breast model. The scalar Helmholtz equation is used to describe the electromagnetic waves and a point source has been considered as the incident field. Even if this solution is simple from a mathematical point of view, as the computations of the inverse method involve the data from a large number of receivers, an efficient inverse method such as Newton’s iterative scheme is hardly applicable because the computations with this data are extremely time-consuming in the 3-D case. However, the approach presented in this thesis does not have such time consuming computations for Newton’s method. The incident wave problems are solved using Helmholtz equations in cylindrical and spherical coordinates. Extracting unknown critical parameters of the object is achieved using the data obtained from a single antenna using several different frequencies. Also, Bulyshev et al. [78] use a coupling medium in the model on the outside of the breast and solve for the permittivity from the experimental data.
whereas our method directly measures the reflection coefficient through the air and solves for a small number of unknowns.

**Radar-based approaches**

Recent research into a radar-based approach for breast cancer detection has made good progress. In this approach an ultra-wideband pulse (UWB) is transmitted and the backscattered data are collected from different receiving antennas. The data collected from the forward and backward waves are analysed in the time domain for image reconstruction. The time domain analysis of the scattering signal suffers from a number of drawbacks due to multiple scattering and the complex behaviour of the signal caused by the inhomogeneous structure of the breast.

The Confocal Microwave Imaging (CMI) method was first introduced by Hagness *et al.* [79, 80]. They also have used the dielectric permittivity difference between tumour and normal breast tissue for this analysis. The back-scattered energy from the tumour has been monitored using a short-pulse transmitted towards the tumour. They have presented the Finite Difference Time Domain (FDTD) [81] simulation results of both two-dimensional and three-dimensional modelling of the breast for detecting tumours to a depth of 5 cm. The back-scatter response levels tabulated in their three-dimensional study (based on simulations) have shown good results. (That is, in the worst case, the response is seen to be -115 dB relative to the source power [80].) The tumour response with respect to tumour depth shows linear decreases for all the tumour sizes, but in practical applications such a linear response could not be expected due to noise and interference within the system.

In the study of CMI for breast imaging by Fear *et al.* [82], the breast is modelled with planar and cylindrical configurations and methods are developed to detect and localise tumours in three dimensions. In this approach the FDTD method has been used to compute the back-scattered data. The practical application of this method is similar to the microwave tomographic breast scanner method [76] but most of those
techniques have very challenging computation and application difficulties. Fear et al. [82] have used an UWB signal for confocal microwave imaging of the breast. In the modelling of their study [83], they have assumed that the contrast between the malignant and the normal breast tissue is 5:1 in relative permittivity and 10:1 in conductivity. The scanning data from the breast have been obtained using a bow-tie antenna [80, 84]. In this method an UWB pulse is excited from each antenna position. This pulse is of the form [82]

\[ V(t) = V_0(t - t_0)e^{-\frac{(t-t_0)^2}{\tau^2}}, \]

where \( V_0(t - t_0) \) is the voltage adjustment of the pulse, \( \tau \) is equal to 62.5 ps and \( t_0 = 4\tau \). The width of this pulse is 0.17 ns. The current is recorded during and following the excitation in both the planar and cylindrical configurations. The image formation depends upon the time contents of the recorded pulse, mainly the reflection from the skin, tumour backscatter and the backscatter due to clutter. In this method a very robust signal processing algorithm is needed for the image reconstruction. However, the results vary with the number of antennas positioned in both planar and cylindrical models (testing has been conducted with 25, 41 and 45 antennas).

Li et al. [85] reviewed the status of Microwave Imaging Space-Time (MIST) beamforming for breast tumour detection. They have used two configurations; one is to assess the tumours adjacent to the chest wall (while the patient is in the supine position) and the other is to access the full volume of the breast while the patient is lying in the prone position. In this approach, a microwave signal is focused at one point and the position of this point is scanned throughout the breast by adjusting the beamformer for each new focal point. Similarly, a systematic procedure is used to scan the breast from point to point using the beamformer. The FDTD method was used to evaluate this MIST beamforming to detect small tumours in numerical breast models.
Li et al. have also simulated back-scattered signals obtained experimentally using physical breast phantoms. The UWB antenna sequentially scanned 49 different positions in the 1-11GHz frequency range to record the back-scattered data. In both analytical and experimental studies they have recovered the image from the tumour (using an analytical or synthetically designed object) which was kept in a fixed location among the breast tissue. Both the results very closely agree with the realisable energy distribution within the system considered.

Another set of methods of microwave imaging has been proposed by Xie et al. [86-87] for early breast cancer detection. These are the Multistatic Adaptive Microwave Imaging (MAMI) methods. In this application, a number of antennas transmit UWB pulses while all other antennas are used to receive the reflected signals. The pulses transmitted from different antennas are displaced so that the transmitted pulses are orthogonal to each other. The MAMI method can be considered as a special case of the Multi-Input Multi-Output (MIMO) method. The transmission and reception patterns of MAMI and MIMO antennas are different to each other. However, according to the interference coming from the breast skin, nipple and other scattering mechanisms, this method also needs robust data-adaptive algorithms to achieve high resolution.

In general, the UWB radar methods have more advantages for breast screening compared to conventional mammography and MRI methods, but there are still many challenges associated with UWB methods. Problems associated with the antenna array are common for this method as well as for the microwave imaging methods. As these approaches need a large number of antennas, to be kept in fixed positions or to be used by moving to different positions within the measuring environment, there exist focusing and location difficulties. Apart from the scattering from the tumour, there are other scattering mechanisms such as breast skin, chest wall, cell structures with high-density, etc. These would generate scattering responses apart
from the tumour response. Therefore in a practical application, apart from the
signal processing requirement, more robust solutions are required for the practical
problems such as positioning and focusing of the antennas to obtain better results.
The management of aperture size and the scan time can play a major role in this
imaging approach. Also, designing the antenna array is a challenging task as there
are a large number of antennas in it.

In most of the time-domain applications [20, 21, 58, 74, 88, 89] an array of broad-
band antennas is placed surrounding the breast and an UWB microwave pulse is
transmitted into the breast. As the pulse is very small, the transmitted signal must
have a large bandwidth. When a higher frequency (eg. 10 GHz) is used for this, a
large path-loss must be expected. The loss of the signal depends upon the distance
between the antenna array and the target object and also on the characteristics
of the propagation medium. Therefore, extracting the required information from
a weak signal is a challenging task in practical applications. Again, the proposed
method does not required such a high frequency. However, the signal’s wavelength
is important here as it must be long enough to cover the scanning range of the host
material within which the target object is likely to found.

1.5.3 Other microwave applications

There are other applications based on microwave reflection from different dielectric
materials. With the use of estimating the difference of forward and backward waves
of such reflections, the sensing of grain and seed moisture, soil moisture and many
other applications are performed in industry [9, 27, 90]. An experiment carried
out by Keam et al. [91] for microwave salt and moisture measurement has given
promising results. They have used their VE2 microwave analyser to measure the
content of the moisture of butter in a production line. Figure 1.2 shows the in-line
measurement results of butter moisture using one particular microwave frequency.
These results have a good association with the results of the traditional gravimetric oven method with a maximum least square error of less than 0.2% and mean least square error of less than 0.05%. The dielectric properties of the materials depend upon the amount of moisture and water content in their molecular structure. Microwave reflection from these materials have a very high correlation with their dielectric properties.

A similar experiment has been carried out by Senaratne and Mukhopadhyay [92] to investigate the microwave interaction with dielectric materials such as fats, protein, water and ice using a planar type electromagnetic sensor. The result of this experiment has confirmed that the proximity of any dielectric material has a significant effect on the field of the sensing coil which results in change to the transfer impedance of the sensor. The calculated transfer impedance of some materials having different relative permittivity values are given in Table 1.2.

The feasibility of the surface measurement of soil moisture using microwaves has
been studied by Holdem et al. [93]. A soil moisture profile has been obtained to a depth of 1.5 cm by inverting, through function optimization, a simulation of the reflection coefficient from layered dielectric materials. This is a frequency-domain approach and the depth of penetration of radio waves into the soil is determined by the frequency. This method can have a low implementation complexity and therefore it is expected to be of interest to soil researchers and horticulturalists.

A model-based approach to improve the spatial solutions for imaging buried objects using microwave measurements has been proposed by James and Christian [94]. This is an example of another extension of active microwave imaging to the geophysical area for the detection and identification of buried inhomogeneities using electromagnetic waves. Nondestructive evaluation and nondestructive testing are some of the other fields in which microwaves can play a further increasing role [95]. In most of these applications, an improved inversion technique for electromagnetic evaluation and testing can play a significant role for the success of the method [96].

<table>
<thead>
<tr>
<th>Relative permittivity</th>
<th>Real part of transfer impedance ((\Omega))</th>
<th>Imaginary part of transfer impedance ((\Omega))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>461.11</td>
<td>3776.6</td>
</tr>
<tr>
<td>3.0</td>
<td>597.0</td>
<td>3961.0</td>
</tr>
<tr>
<td>15.0</td>
<td>369.0</td>
<td>3549.4</td>
</tr>
<tr>
<td>80.0</td>
<td>319.39</td>
<td>3379.0</td>
</tr>
</tbody>
</table>
1.6 The proposed method: microwave object detection (MOD)

Most of the microwave imaging methods found in the literature consider the dielectric property differences between the internal object and its surrounding host material. When the waves are scattered from the object boundary, the resulting backward waves can have a nonlinear characteristic. That is, these waves have nonlinear magnitude variations with respect to the distance of the object from the wave source. The proposed method analyses the forward and backward wave functions in detail to study these effects using the mathematical solutions to these forward and inverse scattering problems.

1.6.1 Methodology

This method falls into the category of monostatic imaging and its application is based on the scattering of microwave signals applied to the surface of the host. The forward wave penetrates through the non-homogeneous internal structure of the host. The approach analyses the behaviour of both forward and backward signals and computes the size of the scattering object and its distance from the surface of the host material. The behaviour of the signal with different material properties has led to general equations which can be obtained from the well-known theory of electromagnetic wave propagation [14, 15]. Those equations contain information on the electrical properties of the internal structure and can be used to develop algorithms to compute the unknown parameters of the internal object. The front-end microwave measurements provide the required information which is needed to identify and then compute these parameters. Theoretical developments and associated analytical and experimental tests of this method are discussed in the following chapters in this thesis.
1.6.2 The microwave application system

The experimental set-up for the microwave application system is shown in Figure 1.3. The measurement system provides the microwave signal to the antenna system which sends the radio signal into the host material. The back-scattered signal from the internal structure of the host is received by the same antenna system which sends it back to the measurement system for analysis. Microwave measurements are obtained using a network analyser and the results are analysed in the frequency domain in this study.

The measured data is then processed using the reconstruction algorithms. In both the two-dimensional and three-dimensional situations, the phase and magnitude of the reflection coefficient is measured using this measurement system. In order to test the algorithms for these studies, analytical and experimental tests were conducted using a number of microwave signals with different frequencies. In these tests, the application system is almost identical except that the host is treated
differently according to the shape, size and the distance of the scattering mechanism of the internal object considered. The modelling of each approach and subsequent analytical and practical tests are discussed in separate chapters of this thesis.

1.7 Thesis summary

Three main cases are studied. One is to solve the forward and inverse problems of a one-dimensional multi-layered plane wave reflection model. The other two cases consider the internal object as cylindrically and spherically-shaped scatterers and solve the associated two-dimensional and three-dimensional forward problems in cylindrical and spherical coordinates, respectively. In each case, the subsequent inverse problems are solved to compute the unknowns.

In the second chapter, the one-dimensional approach is explained using a model for plane wave propagation. Simple canonical geometries are used initially in order to illustrate the general approach. The one-dimensional study is straightforward but helps the understanding of the practical difficulties with accuracy when working with plane wave measurements. This study is important because the computed results of the forward and inverse algorithms provide an insight into the subsequent two-dimensional and three-dimensional cases. Further, some of the equations developed in this chapter are required in the subsequent chapters. Newton’s iterative method is used for computing the unknowns and this method is outlined in this chapter.

The third chapter solves the two-dimensional scattering problem of a cylindrically-shaped scatterer. This study is performed by modelling the host with an internal object in a cylindrical coordinate system. The forward problem of microwave scattering is solved using the Helmholtz equation and the field equations are obtained from the cylindrical wave functions. The forward equations are obtained for both plane and cylindrical waves and subsequently, these solutions are modified for the case of a non-conducting cylinder. Then, the inverse problem of finding the un-
knowns is discussed in detail using the calculated results of the forward equations. The simulated results in each case are presented in a separate section in this chapter.

A more realistic study is discussed in the fourth chapter using a spherical coordinate system. The host is modelled using a spherically-shaped object as a wave scatterer. Here, a three-dimensional coordinate system is used to develop a solution to this scattering problem. The solutions for both the forward and reflected waves are found using constructed solutions based on spherical wave functions. Firstly, the scattering problems of both plane and cylindrical waves are solved by considering the internal object to be a perfectly conducting sphere. Then, the same study is carried out using a dielectric sphere. Subsequently, an inverse method is developed to find the unknown shape and location of the scatterer. This algorithm is tested using a number of simulations.

In Chapter 5, the asymptotic conditions of the forward and inverse algorithms are studied for different situations. The field received at the measuring point is studied in detail with respect to the variables associated with the scattering object such as its radius and the distance of the object from the antenna. Using the data generated from the forward equations, the robustness of the inverse method with respect to the initial guess values is further studied. Also, using this data, the stability of calculating the unknowns in the presence of errors in the measured data is investigated. In order to use the algorithms for computing the unknowns, a scanning method is developed in this chapter. This is useful in practical applications as the information available for the unknown object is limited in many cases.

A laboratory experiment was conducted to test the mathematical solutions. In Chapter 6 this experiment and the results are discussed in detail. Here, the measured data is used to test for agreement with the data generated analytically from the corresponding forward equations. In this chapter, the effects of the other reflections when measuring the reflection coefficient of the scattering object are discussed.
These results and the subsequent analysis of the measured data for both the cylinder and the sphere are discussed in this chapter.

Chapter 7 presents the calculated results for the unknowns using the measured data. In order to construct the general equations, the previous solutions were incorporated with an experimental model to obtain the corresponding forward equations. Then, the calculated and measured data were compared. Finally, the inverse algorithm incorporated with the scanning method was used to find the unknowns using the measured data of the conducting cylinder and these results are compared with the actual values. The difference in the reflections from plane and cylindrical waves using both calculated and measured results are discussed.

Finally, the conclusions with an overall discussion including possible future work are given in Chapter 8 of this thesis.
Chapter 2

Plane wave reflection

A microwave reflection problem of a plane wave incident upon a number of plane boundaries is considered in this chapter. The purpose here is to illustrate the method in an idealised one-dimensional geometry. The forward problem is analysed using fundamental wave theory (see Harrington [8] and Ramo et al. [99]). The subsequent inverse problem is solved to calculate the unknown distances to the reflecting layers from the measurement plane and therefore to determine the thicknesses of the layers.

2.1 Reflection from plane boundaries

2.1.1 Wave solutions

In electromagnetic wave theory the time-varying field vectors can be mathematically analysed using complex-valued functions of the electric and magnetic wave components [97, 98, 14, 10]. As the fields are often considered to have sinusoidal time variations, a time variation of the form $e^{j\omega t}$ can be assumed. Then, in a source-free, linear, isotropic and homogeneous region the electric and magnetic field vectors ($\mathbf{E}$ and $\mathbf{H}$, respectively) can be expressed using Maxwell’s equations which can be
written as
\[ \nabla \times \mathbf{E} = -\hat{\varepsilon}(\omega)\mathbf{H}, \]
\[ \nabla \times \mathbf{H} = \hat{\gamma}(\omega)\mathbf{E}, \]  
(2.1)
where \( \hat{\varepsilon}(\omega) \) and \( \hat{\gamma}(\omega) \) are complex valued functions which specify the electromagnetic characteristics of the medium. Specifically,
\[ \hat{\varepsilon} = j\omega\hat{\mu}, \]
\[ \hat{\gamma} = \sigma + j\omega\hat{\varepsilon}, \]  
(2.2)
where \( j = \sqrt{-1}, \omega = 2\pi f, \sigma \) is the conductivity, \( \hat{\varepsilon} \) is the complex permittivity and \( \hat{\mu} \) is the complex permeability of the medium as explained in section 1.2. Here, the region is considered to be linear, that is \( \hat{\varepsilon} \) and \( \hat{\gamma} \) are independent of \( |\mathbf{E}| \) and \( |\mathbf{H}| \); homogeneous, that is \( \hat{\varepsilon} \) and \( \hat{\gamma} \) are independent of position; and isotropic, that is \( \hat{\varepsilon} \) and \( \hat{\gamma} \) are scalars.

The two equations in (2.1) determine the complex fields \( \mathbf{E} \) and \( \mathbf{H} \), where \( \mathbf{E} \) is the complex electric field intensity (volts per metre) and \( \mathbf{H} \) is the complex magnetic field intensity (amperes per metre). Using equation (2.1) the complex vectors \( \mathbf{E} \) and \( \mathbf{H} \) satisfy
\[ \nabla \times (\nabla \times \mathbf{E}) - k^2\mathbf{E} = 0, \]
\[ \nabla \times (\nabla \times \mathbf{H}) - k^2\mathbf{H} = 0, \]  
(2.3)
where \( k \) is the wave number for the propagating medium and is defined using equation (2.2) as \( k = \sqrt{-\hat{\gamma}/\hat{\varepsilon}} \).

Using the vector identity \( \nabla \times (\nabla \times \mathbf{A}) = \nabla(\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A} \) and the fact that \( \mathbf{E} \) and \( \mathbf{H} \) are both divergence-free, we obtain
\[ \nabla^2\mathbf{E} + k^2\mathbf{E} = 0, \]
\[ \nabla^2\mathbf{H} + k^2\mathbf{H} = 0. \]  
(2.4)

The rectangular components of \( \mathbf{E} \) and \( \mathbf{H} \) in equation (2.4) therefore satisfy the
Helmholtz equation
\[ \nabla^2 \psi + k^2 \psi = 0. \tag{2.5} \]

Here, the symbol \( \psi \) is used to denote the wave functions, that is solutions to equation (2.5), and \( \nabla^2 \) is the Laplacian operator. For a perfect dielectric medium, \( \hat{y} = j \omega \epsilon \) and \( \hat{z} = j \omega \mu \) (where \( \mu \) and \( \epsilon \) are real) and so
\[ k = \omega \sqrt{\mu \epsilon}. \tag{2.6} \]

If \( E \) only has an \( x \)-component independent of \( x \) and \( y \), so that \( E = (E_x(z), 0, 0) \), then the first equation of (2.4) reduces to
\[ \frac{d^2 E_x}{dz^2} + k^2 E_x = 0. \tag{2.7} \]

From this equation, two independent solutions to the \( x \)-component of the electric field vector \( E \) can be found and
\[ E_x(z) = E^+ e^{-jkz} + E^- e^{jkz}, \tag{2.8} \]

where \( E^+ \) and \( E^- \) are arbitrary constants. The first and second terms of the right hand side of equation (2.8) represent the electric fields of travelling waves in the positive and negative \( z \) directions, respectively. Similarly, the \( y \)-component of the magnetic field vector \( H = (0, H_y(z), 0) \), can be found using the curl equation (2.1) and equation (2.8) as
\[ H_y(z) = \frac{1}{\eta} [E^+ e^{-jkz} - E^- e^{jkz}], \tag{2.9} \]

where \( \eta \) is the wave impedance of the plane wave, and is defined as
\[ \eta = \sqrt{\frac{\mu}{\epsilon}}. \tag{2.10} \]

For uniform plane waves, this impedance is also taken as the intrinsic impedance of the medium [7]. In free space, \( \eta = 377 \, \Omega \). The electric and magnetic vectors are orthogonal to each other and also orthogonal to \( z \), the direction of propagation, and therefore this type of wave is called a transverse electromagnetic (TEM) wave.
For a lossy medium, the plane waves are affected by the conductivity of the medium and, therefore, with the wave number found using equation (2.2), the first equation of (2.4) can be written as

$$\nabla^2 \mathbf{E} + \omega^2 \mu \varepsilon (1 - j\sigma / \omega \varepsilon) \mathbf{E} = 0. \quad (2.11)$$

Thus, for a lossy medium the $x$-component, when it is independent of $x$ and $y$, satisfies in this case

$$\frac{d^2 E_x}{dz^2} - \gamma^2 E_x = 0, \quad (2.12)$$

where $\gamma$ is the propagation constant defined as

$$\gamma = \alpha + j\beta = j\omega \sqrt{\mu \varepsilon} \sqrt{1 - j\sigma / \omega \varepsilon}. \quad (2.13)$$

Here, $\alpha$ (the attenuation constant) and $\beta$ (the phase constant) determine the magnitude and phase changes of the travelling wave, respectively. From equation (2.13)

$$\alpha = \omega \sqrt{\left(\frac{\mu \varepsilon}{2}\right) \left[\sqrt{1 + \left(\frac{\sigma}{\omega \varepsilon}\right)^2} - 1\right]}, \quad \beta = \omega \sqrt{\left(\frac{\mu \varepsilon}{2}\right) \left[\sqrt{1 + \left(\frac{\sigma}{\omega \varepsilon}\right)^2} + 1\right]} \quad (2.14)$$

Note that in the lossless case (the perfect dielectric case with $\sigma = 0$), $\gamma = j\beta = jk = j\omega \sqrt{\mu \varepsilon}$.

With equation (2.13), the solution to equation (2.12) is found to be

$$E_x(z) = E^+ e^{-\gamma z} + E^- e^{\gamma z}. \quad (2.15)$$

Equation (2.15) represents the $x$-component of $\mathbf{E}$ field to the $z$ direction. Similarly, using equation (2.9), the $y$-component of $\mathbf{H}$ field to the $z$ direction is found to be

$$H_y(z) = \frac{1}{\eta} (E^+ e^{-\gamma z} - E^- e^{\gamma z}), \quad (2.16)$$

where

$$\eta = \frac{\sqrt{\mu}}{\varepsilon} \left(\frac{1}{\sqrt{1 - j\frac{\sigma}{\omega \varepsilon}}} \right). \quad (2.17)$$
The expression in (2.17) is the intrinsic impedance which is complex in the lossy medium. The first and second terms on the right hand side of equations (2.15) and (2.16) represent the electric and magnetic waves travelling in the positive and negative $z$ directions, respectively, within a lossy medium.

### 2.1.2 Plane of discontinuity

Figure 2.1 shows the reflection of a plane wave when it is normally incident upon a plane boundary. Assume the medium 1 to be homogeneous. Consider the origin of a coordinate system at $z=0$, on which there is a discontinuity of the field. Propagation of a plane wave, and its reflection from such a boundary of discontinuity in electrical properties, are analogous to voltage and current variation along a transmission line [99]. Therefore, the ratio of electric to magnetic fields in the wave analysis can be considered to be analogous to the ratio of voltage to current which is called the
impedance in transmission-line analysis.

Consider the electric field of the incident wave to be along the $x$ direction and the wave to be travelling in the $z$ direction. If this wave is incident upon a perfectly conducting plane boundary, it will be reflected fully from the boundary. Therefore there will be no transmitted wave in medium 2. Then the load impedance at the $z = 0$ plane can be found using equations (2.15) and (2.16) as

$$Z_L = \frac{E_x(0)}{H_y(0)} = \frac{\eta \left(1 + \frac{E_-}{E_+}\right)}{\left(1 - \frac{E_-}{E_+}\right)}.$$  \hspace{1cm} (2.18)

From equation (2.18),

$$\frac{E^-}{E^+} = \frac{Z_L - \eta}{Z_L + \eta}.$$  \hspace{1cm} (2.19)

The ratio $\frac{E^-}{E^+}$ found in equation (2.19) is the reflection coefficient of the dielectric medium of intrinsic impedance $\eta$ when the wave is terminated at the load impedance $Z_L$. Now, a solution for the input impedance at a distance $d$ (for $z=-d$) from the $z = 0$ plane can be found using equations (2.15) and (2.16) as,

$$Z_i = \frac{E_x(-d)}{H_y(-d)} = \frac{\eta(E^+ e^{-\gamma z} + E^- e^{\gamma z})}{E^+ e^{-\gamma z} - E^- e^{\gamma z}} \bigg|_{z=-d}.$$  \hspace{1cm} (2.20)

By substituting the reflection coefficient found in equation (2.19) into equation (2.20) and further simplifying we obtain

$$Z_i = \frac{E_x(-d)}{H_y(-d)} = \frac{\eta(Z_L \cosh(\gamma d) + \eta \sinh(\gamma d))}{\eta \cosh(\gamma d) + Z_L \sinh(\gamma d)} = \frac{\eta(Z_L + \eta \tanh(\gamma d))}{\eta + Z_L \tanh(\gamma d)}.$$  \hspace{1cm} (2.21)

For a loss-free medium, the attenuation constant in equation (2.13) can be assumed to be equal to zero and therefore,

$$\gamma = j \beta, \ \beta = \omega \sqrt{\mu \epsilon}.$$  \hspace{1cm} (2.22)

Thus, the impedance of a loss-free medium at a distance $d$ from the reflecting boundary can be found using equations (2.21) and (2.22) as

$$Z_i = \frac{\eta(Z_L + j \eta \tan(\beta d))}{\eta + j Z_L \tan(\beta d)}.$$  \hspace{1cm} (2.23)
since \( \tanh(j \theta) = j \tan \theta \).

The impedance \( Z_L \) in equation (2.23) is the load impedance at \( z=0 \). When a wave travelling in medium 1 is normally incident upon a plane boundary with medium 2, which has different dielectric properties, the corresponding impedance at distance \( d \) from the boundary can be found to be

\[
Z_1 = \eta_1 \left( \frac{Z_2 + j \eta_1 \tan(\beta d)}{\eta_1 + j Z_2 \tan(\beta d)} \right),
\]

(2.24)

where \( Z_2 \) is the impedance at the front face of the reflecting boundary in medium 2 and \( \eta_1 \) is the intrinsic impedance of medium 1.

### 2.2 Modelling for plane wave reflection

When the antenna, which is on the surface of the front layer, radiates the host with a microwave signal, the host will be filled with positively and negatively travelling waves. The behaviour of the field components of these waves can be analysed using the basic wave theory described in section 2.1. In a practical application, the reflection coefficients are calculated using the measured values of the forward and backward waves through the front-end antenna system. The reflection coefficient at the front surface of the model for any given profile may be found as

\[
\Gamma(f) = \frac{Z_{in}(f) - Z_0}{Z_{in}(f) + Z_0},
\]

(2.25)

where \( f \) represents the frequency of the microwave signal, \( Z_{in}(f) \) is the complex electrical impedance into the surface of the host and \( Z_0 \) is the complex electrical impedance of the measurement system. In practice, the reflection coefficient \( \Gamma(f) \) can be found by microwave measurements, whereas \( Z_0 \) can be found by a proper calibration method of the measurement system. This procedure has been explained in Keam et al. [91, 100].

The one-dimensional plane wave reflection model is shown in Figure 2.2. The internal structure of the host material is represented using a number of layers, each
Figure 2.2: Plane wave reflection model. The host modelled with thin layers is shown at the top of the Figure. The detailed distribution of the layers is shown just below the host model.

of which is homogeneous. In particular, we assume that the electrical properties are constant throughout each of these layers. The layers inside the model are specified with individual material properties. These are the permittivity $\varepsilon$, permeability $\mu$ and conductivity $\sigma$. In this study, the properties of the foreign object embedded in the host are assumed to be very different from those of the internal structure of the host.

The microwave signal applied from the front surface of the host penetrates through the layers and, if the properties of any two layers differ from each other, it reflects back from the boundary between them. In order to find the reflection from the surface of the host, it is necessary to perform a series of impedance transformations at the layer boundaries. The impedance transformation towards the front-end can be seen as a belt with $n$ cascaded strips, as shown in Figure 2.2.

The front-end impedances of the layers are indicated as $Z(z)$ (looking from the
Consider the host internal structure to be loss-free ($\sigma = 0$) for the electromagnetic waves. Therefore, from equation (2.13), the propagation constant $\gamma$ is purely imaginary. For simplicity, in the remainder of this discussion the magnetic permeability $\mu$ is assumed to be unity, but this is not a restriction for the application.

### 2.3 Forward problem for plane wave reflection

The forward problem is associated with the plane wave reflection from dielectric boundaries. The wave reflection depends upon the number of reflecting layers, layer thickness and their respective electrical properties. In practical applications, the impedance at the front-end $Z_{in}$ of the host may be known from the microwave measurements. Therefore this forward problem is solved by looking at the wave reflection from the impedance viewpoint considering changes of the impedance with respect to the dielectric properties through each of the reflecting layers in this model.

#### 2.3.1 Layer impedance transformation

Consider any three layers with thickness of $d_{n-1}$, $d_n$ and $d_{n+1}$. The recursive equation to find the electrical impedance at the front of the $n^{th}$ layer of the model, that has a width of $d_n$, is found using equation (2.24)

$$Z_n(f) = \eta_n(f) \left( \frac{Z_{n+1}(f) + j\eta_n(f) \tan[\beta_n(f)d_n]}{\eta_n(f) + jZ_{n+1}(f) \tan[\beta_n(f)d_n]} \right), \quad (2.26)$$

where $\eta_n(f)$ is the intrinsic impedance of the $n^{th}$ layer found using equation (2.10), with $\varepsilon = \varepsilon_r^{(n)}\varepsilon_0$ and $\mu = \mu_r\mu_0$,

$$\eta_n(f) = \frac{\eta_0}{\sqrt{\varepsilon_r^{(n)}}}. \quad (2.27)$$

where the constant $\eta_0 = \sqrt{\mu_0/\varepsilon_0}$ is the intrinsic impedance of a vacuum (approximately equal to 377 Ohms), $\mu_0$ and $\varepsilon_0$ are the permeability and permittivity of the free space.
and \( \varepsilon_r^{(n)} \) is the relative permittivity of the \( n^{th} \) layer. We assume \( \mu_r \), the relative permeability, is unity and \( \sigma = 0 \) for all layers. From equation (2.14) \( \alpha = 0 \) and \( \beta_n(f) \), the phase constant of the \( n^{th} \) layer, can be found from equation (2.13) as

\[
\beta_n(f) = \frac{2\pi f \sqrt{\varepsilon_r^{(n)}(f)}}{c}.
\] (2.28)

Here, \( c \) is the velocity of light (approximately \( 3 \times 10^8 \text{ m/s} \)) as given in equation (1.1) and \( f \) is the frequency of the microwave signal. Equation (2.26) can be considered as the forward equation for the plane wave reflection. This can be used to solve the reflection problem of a multi-layered context.

Now consider the next layer, that is the layer to the front of the previous layer of the model. Similar to the \( n^{th} \) layer, the front-impedance at the \((n-1)^{th}\) layer is

\[
Z_{n-1}(f) = \eta_{n-1}(f) \left( \frac{Z_n(f) + j\eta_{n-1}(f) \tan[\beta_{n-1}(f)d_{n-1}]}{\eta_{n-1}(f) + jZ_n(f) \tan[\beta_{n-1}(f)d_{n-1}]} \right).
\] (2.29)

The front-impedance of the \((n-1)^{th}\) layer can then be found by substituting \( Z_n \) from equation (2.26) into equation (2.29). So, then

\[
\eta_{n-1}(f) = \frac{(Z_{n+1}(f) [\eta_n(f) - \eta_{n-1}(f) \tan(\beta_n(f)d_n) \tan(\beta_{n-1}(f)d_{n-1})] + \eta_n(f) \eta_{n-1}(f) \tan(\beta_n(f)d_n) + \eta_n(f) \tan(\beta_{n-1}(f)d_{n-1})]}{(Z_{n+1}(f) [\eta_n(f) - \eta_{n-1}(f) \tan(\beta_n(f)d_n) \tan(\beta_{n-1}(f)d_{n-1})] + \eta_n(f) \eta_{n-1}(f) \tan(\beta_n(f)d_n) + \eta_n(f) \tan(\beta_{n-1}(f)d_{n-1})]}
\] (2.30)

Equation (2.30) calculates the front-impedance without explicitly finding the front-impedance \( Z_n \) of the middle layer. Similarly, the front-impedance of the next layer in front (layer \((n-2)\)) at frequency \( f \) can be found using \( Z_{n-1} \) in equation (2.30). This procedure can be continued up to the first layer to calculate the front-end impedance, \( Z_1(f) \). The final equation using this process would be a large and complicated equation with a significant number of unknowns. However, it is possible
to obtain $i$ equations for $i$ different frequencies and these equations can be used to find $i$ unknowns.

2.4 Inverse algorithm for the plane wave reflection problem

The inverse algorithm is used to find unknowns related to the object inside the host with data from microwave measurements. When there is more than one unknown, it is not possible to obtain a solution using a single equation. This problem involves solving for multiple values of $d$ and $\beta$. Therefore, an algorithm based on Newton’s iterative method [101] is used in view of its capability for fast convergence. Solving for more than one unknown is achieved by forming multiple equations using multiple frequencies. This section illustrates the procedure of this method by taking the thicknesses of two layers as the unknowns.

In order to find $n$ unknowns at least $n$ equations are needed. This is possible using equation (2.29) with $n$ frequencies. Since $\beta = 2\pi f \sqrt{\mu \epsilon}$, one can choose the correct $\beta$ for each frequency.

First, the general equation is formed using the solution to the forward problem and the front-impedance which is assumed to be available from the measurement results. This can be achieved by subtracting the right hand side of the forward equation (equation (2.30), when there are three layers) from the measured value of the front impedance. However, in the analytical study, the front-impedance values are calculated from the forward equation in order to test the inverse algorithm.

Newton’s method is a standard procedure. The routine of finding the inverse solutions is shown in Figure 2.3. What follows are the main steps of the inverse algorithm for our problem. If only the widths of the layers are considered to be the unknowns, the set of equations for $n$ unknowns is
Figure 2.3: Inverse computing method for the calculation of unknowns.
\[
\begin{bmatrix}
F_1(d_1, d_2, \ldots, d_n) \\
F_2(d_1, d_2, \ldots, d_n) \\
\vdots \\
F_n(d_1, d_2, \ldots, d_n)
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix},
X = 
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_n
\end{bmatrix}. \tag{2.31}
\]

The \( n \times n \) Jacobian matrix of the above system of equations is

\[
J = [J_{k,l}], \tag{2.32}
\]

where \( J_{k,l} = \partial F_k / \partial d_l \) and \( k, l = 1, 2, \ldots, n \). This is found explicitly by differentiating \( \partial F_1 / \partial d_1, \partial F_1 / \partial d_2, \ldots \partial F_2 / \partial d_1, \partial F_2 / \partial d_2, \ldots \partial F_n / \partial d_n \), the values are shown later in Chapter 4.

The next iterate \( X^{(N+1)} \) is given by

\[
X^{(N+1)} = X^{(N)} - J(X^{(N)})^{-1} F(X^{(N)}), \tag{2.33}
\]

assuming \( J \) is non-singular \([67, 101, 102]\).

A code written in MATLAB is used to run the iteration process for this algorithm. Using the initial guess for \( X^{(0)} = (d_1^0, d_2^0, \ldots, d_n^0)^T \), we carry out the iterations to search for the solution to \( F(X) = 0 \). The solution of the above system often needs several iterations, the number of iterations is dependent mainly upon the number of unknowns and the value of the initial guess. The above procedure is repeated until the vector \( X^{(N)} \) satisfies some suitable stopping criterion, of \( X \) as a solution of \( F(X) = 0 \). A more detailed discussion on this method using a simple example is given below.

Consider the host to have three layers: the thicknesses \( d_1, d_2 \) are the unknowns. Take a simple case. Assume the front-impedance of the third layer is equal to zero, so that \( Z_{n+1} = 0 \) when \( n = 2 \) in this case. Then using equation (2.30), a general
equation is obtained as

\[ j[\eta_1(f_i)]^2 \tan[\beta_1(f_i)d_1] + Z_1(f_i)\eta_2(f_i) \tan[\beta_1(f_i)d_1] \tan[\beta_2(f_i)d_2] \]

\[ -Z_1(f_i)\eta_1(f_i) + j\eta_1(f_i)\eta_2(f_i) \tan[\beta_2(f_i)d_2] = 0, \]

where \( f_i \) is the microwave frequency applied at each measurement, and \( i=1,2 \). The intrinsic impedance \( \eta \) and phase constant \( \beta \) of each layer at the measuring frequency can be found by knowing the properties of the layers. Assume the properties of the layers are known. Then, there are two unknowns, \( d_1 \) and \( d_2 \), in equation (2.34) and the corresponding two equations are of the form

\[
\begin{bmatrix}
F_1(d_1, d_2) \\
F_2(d_1, d_2)
\end{bmatrix} = 
\begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

Equation (2.35) in full with two general equations is,

\[
\begin{bmatrix}
F_1(d_1, d_2) \\
F_2(d_1, d_2)
\end{bmatrix} = 
\begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

There are in just four equations here if we considered the equations separately with their respective real and imaginary parts being zero. We do not take advantage of this possibility here and later, but acknowledge we could have done so. In practice we solve for complex values of \( d_i, i = 1,2 \) but accept only values for which the imaginary part is very close to zero.

As before, the subscripts of \( \eta, \beta \) and \( Z \) represent the layer number. The algorithm starts with selecting the initial guess values \( d_1^{(0)}, d_2^{(0)} \). These values are substituted
for $d_1$ and $d_2$ in equation (2.36). Next, the vector $X^{(0)}$ is formed with the set of initial guess values,

$$X^{(0)} = \begin{bmatrix} d_1^{(0)} \\ d_2^{(0)} \end{bmatrix}.$$  \hspace{1cm} (2.37)

Then the Jacobian matrix is found with these guess values according to

$$J(X^{(0)}) = \begin{bmatrix} \frac{\partial F_1(d_1^{(0)},d_2^{(0)})}{\partial d_1^{(0)}} & \frac{\partial F_1(d_1^{(0)},d_2^{(0)})}{\partial d_2^{(0)}} \\ \frac{\partial F_2(d_1^{(0)},d_2^{(0)})}{\partial d_1^{(0)}} & \frac{\partial F_2(d_1^{(0)},d_2^{(0)})}{\partial d_2^{(0)}} \end{bmatrix}.$$  \hspace{1cm} (2.38)

This calculates the new values for $d_1$ and $d_2$ in the vector $X^{(1)} = X^{(0)} - J^{-1}(X^{(0)}) F(X^{(0)})$. Next, these calculated values are used as the new guess values and we repeat the same procedure. This process is continued until a suitable stopping criterion is met (such as, when the successive iteration values are sufficiently close). It is required that $F(X)$ tends to zero, as well as the calculated values of the unknowns remain real and positive for a satisfactory result.

The selection of the guess values to form the initial vector $X^{(0)}$ has to be made carefully as these values make a significant impact on the acceptable results of the process. A further analysis of this effect is carried out using the calculated values of the forward equation and these details are discussed in Chapter 5.
2.5 Results and discussion

There are two main results in this study: the calculated front impedance of the model using the forward equation and the calculated unknowns using the inverse algorithm. Computations to obtain these results have been performed using computer programs written in MATLAB.

2.5.1 Front-impedance

In order to find the effect of the front-impedance with respect to the electrical properties of the internal structure of the host, a simple test was carried out with the results in section 2.3.1. Using equation (2.26), the front-impedances of 10 layers were calculated recursively. Starting with the last layer \( n = 10 \), the calculations were carried out from layer to layer up to the first layer \( Z_1 = Z_{in} \). The results of the calculations are shown in Figure 2.4. Two plots are shown: (1) the layers have identical properties (2) the last layer has different properties to all other layers (which remain identical to each other). At the end of the iterative process, the results show that there is a significant difference in the calculated value of front-impedance when the permittivity of the last layer is 50 rather than 10 as in the other layers. For simplicity, the scenario where only the permittivity differs significantly between the host and the foreign object is considered. However, using equation (2.13), the permittivity and permeability could both be included in the forward equation.

The high contrast observed in the front-impedance calculation provides promising results for microwave object detection. When the host contains a foreign object with a higher permittivity, a large value for the front-impedance in the microwave measurement can be expected compared to the value obtained from the host with no object inside.
2.5.2 Distance calculation

The thicknesses of two layers \((n=2)\) within the reflection model have been calculated using the inverse method as discussed in section 2.4. In this analytical study, the front-impedances of the first layer were calculated using equation (2.26) for two different frequencies. The thickness of the second layer and of the first layer are taken to be 0.002 and 0.004 metres, respectively. Thus, from the values of \(Z_1(f_i)\) at the two different frequencies, the values of \(d_1\) and \(d_2\) may be estimated. In a practical application, the \(Z\)'s are obtained by measurements and so the distance can be found without prior knowledge. Starting with a set of initial values \((d_1=0.009\) and \(d_2=0.01\)m), the estimation process was carried out to find the unknowns. The simulation results obtained using MATLAB are plotted in Figure 2.5. The two graphs show that the approximations to \(d_1\) and \(d_2\) in \(F_1\) and \(F_2\) rapidly approach the exact values of \(d_1=0.002\) metres and \(d_2=0.004\) metres.
Figure 2.5: Computed results of layer thickness, $d_1$ and $d_2$ (which have imaginary part zero). Each plot shows the values of the calculated layer thicknesses of 32 iteration cycles.
When there are more layers in the host, the equation for the layer thickness calculation is more complicated. Once the forward equation is formed, calculating the individual thicknesses of the layers is only a matter of running a few iteration cycles using the inverse method. The test conducted using the inverse method has calculated only two unknowns but there is no restriction for finding other unknowns (such as permittivity of the layers) using the front-impedance. Again, this will need more general equations and these equations can be formed using a large range of frequencies.

The results achieved in this chapter provide useful insight before developing more complicated methods in the following chapters. In addition, the equations presented in this chapter will be used throughout the subsequent discussions in the chapters to come.
Chapter 3

The two-dimensional scattering problem

A microwave scattering problem of a cylindrically-shaped object is discussed in this chapter. The host is modelled with a foreign object through it, assumed to be a long circular cylinder, whose length is sufficiently large that it can be treated as infinite in the model. The microwaves scattered from the boundary of the cylinder consist of both electric and magnetic fields. These fields vary in both magnitude and phase with respect to the distances through which the waves propagate.

The application system is similar to that shown in Figure 1.3. There are two main cases:

(1). Firstly, the object inside the host is assumed to be a conducting circular cylinder to formulate and analyse the associated forward problem.

(2). Then, a non-conducting cylinder is considered so as to analyse the problem for a more realistic situation.

Both of these cases are solved for the scattering of plane waves as well as cylindrical waves. For the detection process, an inverse method is developed. We tested this method using data generated analytically and the results are discussed in this
3.1 Wave functions at cylindrical boundaries

The field distribution in regions with boundaries having cylindrical surfaces can be mathematically expressed using a cylindrical coordinate system. In the literature, many solutions to this kind of scattering problems have been obtained using the scalar Helmholtz equation.

Figure 3.1 shows the coordinate system of a circular cylindrical object of radius $p$. Consider a point $O$ on the surface of the cylinder so that the line joining the origin to its projection on the plane $z=0$ has an angle $\phi$ with the $x$ axis. Equation (2.5) for this geometry can be written with the Laplacian expressed in cylindrical
coordinates and it is of the form [99]

\[ \frac{1}{p} \frac{\partial}{\partial p} \left( p \frac{\partial \psi}{\partial p} \right) + \frac{1}{p^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2} + k^2 \psi = 0. \]  (3.1)

This equation is called the scalar Helmholtz equation in cylindrical coordinates. In order to solve equation (3.1) a method of “separation of variables” can be used similar to Harrington [8]. The solutions are assumed to be of the form,

\[ \psi(p, \phi, z) = P(p) \Phi(\phi) Z(z). \]  (3.2)

Then equation (3.1) separates into three ordinary differential equations:

\[ p \frac{d}{dp} \left( p \frac{dP}{dp} \right) + \left[ (k_p p)^2 - n^2 \right] P = 0 \]  (3.3)

\[ \frac{d^2 \Phi}{d\phi^2} + n^2 \Phi = 0 \]  (3.4)

\[ \frac{d^2 Z}{dz^2} + k_z^2 Z = 0 \]  (3.5)

where \( k_p \) is defined by

\[ k_p^2 = k^2 - k_z^2 \]  (3.6)

and \( k_z \) is a constant and \( n \) is an integer. Equation (3.3) is Bessel’s equation of order \( n \) and equations (3.4) and (3.5) are harmonic equations. The solutions to these equations can be found as

\[ P(p) = B_n(k_p p) , \quad \Phi(\phi) = e^{\pm jn\phi} , \quad Z(z) = e^{\pm jk_z z}. \]  (3.7)

The solutions in equation (3.7) are three elementary wave functions. The term \( B_n(k_p p) \) is a solution to Bessel’s equation of order \( n \) (\( n \) is an integer since \( \Phi \) must be periodic in \( \phi \) with period \( 2\pi \)). This may take the forms: \( J_n(k_p p) \) the Bessel function of first kind and \( Y_n(k_p p) \) the Bessel function of second kind or \( H_n^{(1)}(k_p p) \) the Hankel function of the first kind and \( H_n^{(2)}(k_p p) \) the Hankel function of the second kind. More details on the Bessel functions are given in Appendix B. The other terms \( e^{\pm jn\phi} \) and \( e^{\pm jk_z z} \) are harmonic functions.
Now, a complete solution to Helmholtz’s equation can be formed using equation (3.2). As the field has to be finite at $p = 0$ (see Figure 3.1), the wave solution is a linear combination of solutions of the form

$$\psi(p, \phi, z) = J_n(k_pp)e^{in\phi}e^{jk_pz}.$$  \hfill (3.8)

Here, the function $J_n(k_pp)$ is selected because this is the only function which is finite at $p = 0$ (for positive, zero and negative integers $n$).

### 3.2 Plane wave scattering from a conducting cylinder

A block diagram of the application system is shown in Figure 3.2. The host is modelled with a circular conducting cylinder to represent the unknown internal object (see Figure 3.3). In this discussion, the wave incident upon the conducting cylinder is assumed to be a plane wave. The antenna is connected to the measuring system (see Figure 3.2) where the reflection coefficient is calculated using the forward and backward signals at the antenna. In practical applications, in order to find the location of the object, there should be a number of antenna positions in the array. This study is carried out with only one antenna in an idealised situation, that is, the antenna is assumed to be perfectly aligned with the object inside the host material. In a practical application the distances to the centre of the object from each individual antenna may be calculated with the data obtained from the microwave measurements. Then, using the geometry of the situation, the exact location of the object can be found. However, when obtaining microwave measurements, each antenna must be properly aligned with the target object, that is, at the position where the maximum response from the scattering object is received at the measuring instrument. This is a requirement of this model and a limitation of the
approach taken here. The scattered fields are calculated for the study in this section but the measured results are used in subsequent investigations and these details are discussed in Chapters 7 and 8.

3.2.1 Forward problem of plane wave scattering

The cylindrical coordinate system of the two-dimensional model is shown in Figure 3.3. The circle inside the model is the conducting cylinder (C is the centre) representing the unknown object. The z-axis of the cylindrical coordinate system is not shown but it is perpendicular to the $xy$-plane out of the page. The coordinate orientation is similar to that in Figure 3.1 but here, the point $O$ is outside the cylinder. The wall shown in the model represents a reflecting plane behind the object. The effect of the backreflection from this plane is considered later in this thesis.

Consider a uniform plane wave incident upon the conducting cylinder: assume
the wave to be $z$-polarized so that the electric fields are parallel to the $z$-axis and travelling in the $x$-direction towards the cylinder. This means $E = (0, 0, E_z(x, y))$ is independent of $z$ and $k_p = k$. Then, using equation (2.8), for the incident plane wave of frequency $f_1$, \[ E_{1z}^i(p, \phi) = E_0 e^{-jk_1x} = E_0 e^{-jk_1p\cos\phi}, \] (3.9)
where $k = k_1$ is the wave number of the medium outside the cylinder given by
\[ k_1 = 2\pi f_1\sqrt{\mu_1 \varepsilon_1}, \] (3.10)
where $\varepsilon_1$ and $\mu_1$ are the permittivity and permeability of the medium.

Consider the coordinate system in Figure 3.3. This wave has a finite value $E_0$ at $C$, the centre of the cylinder, and it is periodic in $\phi$ with period $2\pi$. As the wave is incident upon a cylindrical boundary, we first express this in terms of a wave function in cylindrical coordinates [8]. This can be obtained using the elementary
wave functions as given in equation (3.7). Consider the singularity condition of the wave at the point \( C \). That is for the wave to be finite at \( C \), the \( B_n(k_p p) \) in equation (3.7) should be \( J_n(k_p p) \) (only these functions are finite at \( p = 0 \)). Therefore, the solution for the field of the incident wave at the point \( O \) can be expressed using the infinite series of the elementary wave functions of the form

\[
E_0 e^{-j k_1 p \cos \phi} = E_0 \sum_{n=-\infty}^{\infty} u_n J_n(k_1 p)e^{jn \phi},
\]

(3.11)

where the \( u_n \) are constants and can be evaluated as

\[
u_n = j^{-n}.
\]

(3.12)

(See Appendix C for details.) Thus, for the incident field

\[
E^{i}_{1,z}(p, \phi) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} J_n(k_1 p)e^{jn \phi}.
\]

(3.13)

The wave which is incident upon the perfectly conducting cylinder will be completely scattered away from its boundary. Thus, the scattered wave field must be composed of the \( H_n^{(2)}(k_1 p) \) as these are the only Hankel functions which tend to zero at infinity (see Appendix B). Therefore, the field of the outward travelling wave due to the scattering at the cylinder boundary is

\[
E^{s}_{1,z}(p, \phi) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} a_n H_n^{(2)}(k_1 p)e^{jn \phi},
\]

(3.14)

where the \( a_n \)'s are constant. The total field at point \( O \) is the sum of the incident and scattered field, that is

\[
E_{1,z} = E^{i}_{1,z} + E^{s}_{1,z}.
\]

(3.15)

Using equations (3.13) and (3.14), equation (3.15) can be written as

\[
E_{1,z}(p, \phi) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} \left[ J_n(k_1 p) + a_n H_n^{(2)}(k_1 p) \right] e^{jn \phi}.
\]

(3.16)

The constants \( a_n \) can be found by considering the boundary conditions on the scattering object. On the boundary of the conducting cylinder the resultant field
should equal zero, that is, \( E_{1,z} = 0 \) at \( p = a \). Therefore, from equation (3.16), the constants \( a_n \) can be found as

\[
a_n = -\frac{J_n(k_1a)}{H_n^{(2)}(k_1a)}.
\] (3.17)

Using equation (3.17) the total field at point \( O \) is therefore

\[
E_{1,z}(p, \phi) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} \left[ J_n(k_1p) - \frac{J_n(k_1a)}{H_n^{(2)}(k_1a)} H_n^{(2)}(k_1a) \right] e^{jn\phi}.
\] (3.18)

Suppose the point \( O \) is rotated to \( O' \) so that \( \phi = \pi \). Then it will lie along the \( x \)-axis. As discussed earlier, this is the ideal situation such that the antenna is properly aligned with the scattering object (to receive the maximum response from the scattering object). Accordingly, the distance \( p \) becomes \( d_1 \) which is the distance to the centre of the cylinder from the antenna point. (From here onward, \( d_1 \) is used to represent the distance between the centre of the cylinder and the antenna.) The new equation is

\[
E_{1,z}(d_1, \pi) = E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1d_1) - \frac{J_n(k_1a)}{H_n^{(2)}(k_1a)} H_n^{(2)}(k_1a) \right].
\] (3.19)

This solution is applicable when a single antenna is used for both transmission and receiving the microwave signal. However, equation (3.18) gives a more general solution which can be used when the received field is measured from a different location using a separate antenna.

The computational cost can be reduced by combining terms with positive and negative values of \( n \). Using the identities of the Bessel function of first kind and the Bessel function of second kind (Appendix B);

\[
J_{-n}(z) = (-1)^n J_n(z), \quad Y_{-n}(z) = (-1)^n Y_n(z), \quad H_n^{(2)}(z) = J_n(z) - jY_n(z),
\] (3.20)

equation (3.19) can be written as

\[
E_{1,z}(d_1, \pi) =
E_0 \left[ J_0(k_1d_1) - \frac{J_0(k_1a)}{H_0^{(2)}(k_1a)} H_0^{(2)}(k_1d_1) \right] + E_0 \sum_{n=1}^{\infty} \left[ J_n(k_1d_1) - \frac{J_n(k_1a)}{H_n^{(2)}(k_1a)} H_n^{(2)}(k_1d_1) \right] 2j^n.
\] (3.21)
Equation (3.21) is the field equation for the antenna position one with frequency \( f_1 \) and this can be used to find the unknowns using the inverse algorithm. In the forward problem, if \( a, d_1 \) and the properties of the medium are known, the field components \( E_{i,z} \) for different frequencies \( f_i \) can be numerically calculated using equation (3.21). In a practical application, \( E_{i,z} \) can be found using the reflection coefficient measurements. The procedure for obtaining microwave measurements is explained in section 6.2.

### 3.2.2 Inverse problem of plane wave scattering

The inverse problem is to find unknowns using the information embedded in the data obtained from microwave measurement. A method for constructing a suitable algorithm to solve this inverse problem is discussed in this section.

#### 3.2.2.1 The general equation

The general equation may be formed from the difference of the field vectors obtained by subtracting the calculated field component from the measured electrical fields. Figure 3.4 shows the procedure for forming the general equation. For simplicity, the electrical properties of the host are assumed to be known in this study. There is no restriction to prevent taking these properties as unknowns although the subsequent construction is complicated and requires more data obtained with additional frequencies. In this study we aim to find the two unknowns, the cylinder radius \( a \) and its distance \( d_1 \) from the surface of the host (measured towards the centre of the cylinder). As discussed in section 2.4, at least two frequencies are needed to find these two unknowns. For antenna position 1, the general equation is of the form

\[
F = \Delta E = \begin{bmatrix}
\Delta E_{1,z}(a, d_1) \\
\Delta E_{2,z}(a, d_1)
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(3.22)
Figure 3.4: Procedure for both analytical study and practical application.

where we now use the subscripts 1 and 2 of $E_z$ to indicate the two different frequencies. Using equation (3.21), for antenna one position the general equation to find the two unknowns $a$ and $d_1$ is

$$
\begin{align*}
  E_1 - E_0 \sum_{n=1}^{\infty} \left[ J_n(k_{1,1}d_1) - \frac{j_n(k_{1,1}a)}{H_n^{(2)}(k_{1,1}a)} H_n^{(2)}(k_{1,1}d_1) \right] 2j^n \\
  -E_0 \left[ J_0(k_{1,1}d_1) - \frac{j_0(k_{1,1}a)}{H_0^{(2)}(k_{1,1}a)} H_0^{(2)}(k_{1,1}d_1) \right]
\end{align*}
$$

$$= \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\tag{3.23}
$$

where $E_1$ and $E_2$, for frequency $f_1$ and $f_2$, respectively, are either measured values or calculated field components and $k_{1,1}$ and $k_{1,2}$ are the wave numbers at the two different frequencies which can be found as

$$k_{1,1} = 2\pi f_1 \sqrt{\mu_1 \varepsilon_1}, \quad k_{1,2} = 2\pi f_2 \sqrt{\mu_1 \varepsilon_1}. \tag{3.24}$$
3.2.2.2 Solutions to the inverse problem

Finding solutions for the unknowns in equation (3.23) is possible using several frequencies. At every antenna point it is necessary to record a sufficient number of amplitude and phase measurements for each frequency. By using this data in the inverse algorithm a successful reconstruction of the internal object may be achieved.

This procedure is very similar to the method in section 2.4. We start from an initial approximation to our unknowns, $X^{(0)} = (a_0, d_{1,0})^T$. The subsequent improvements to this approximation $X^{(N)} = (a_N, d_{1,N})^T$, $N=1,2,...$, are obtained as indicated in Figure 2.3. In this inverse method, the values for $a$ and $d_1$ are updated iteratively starting from the initial approximation $a_0, d_{1,0}$, and then successively $a_1, d_{1,1}$, then $a_2, d_{1,2}$ and so on. The complete routine of finding unknowns is summarized as follows:

1. Using equation (3.15), compute the field components $E_{1,z}$ based on the sum of the incident $E_{1,z}^{\text{incident}}$ and the scattered $E_{1,z}^{\text{scattered}}$ fields. The circular boundary of the cylinder is the potential cause of the scattering and the angle $\phi$ determines the receiver location for the measuring system. The wave number $k$ is frequency dependent and there exists a different vector field for each frequency.

2. Form the difference of the field vectors by subtracting the calculated field components from the measured electric fields.

3. Construct the $n \times n$ Jacobian matrix (equation (2.32)). Use $n=2$ in this case.

4. Obtain the updated vector by Newton’s method (equation (2.33)). (This procedure is explained in section 2.4.)

5. Repeat steps 1-4 until the vector $X^{(N)}$ satisfies some suitable stopping criterion (this will be further discussed later in this chapter and also in Chapter 5).

The final results of this computation depend upon the initial guess values. In order to test the convergence we ran the inverse algorithm using different guess
values. The algorithm followed the above procedure and it is similar to the example explained in section 2.4. The results are expected when $|\Delta E_{1,z}(a,d_1)|$ and $|\Delta E_{2,z}(a,d_1)|$ are sufficiently small. The results are presented in section 3.6.1.2.

3.3 Plane wave scattering from a non-conducting cylinder

In this section, a more realistic approach for a microwave application is considered using the dielectric property difference between the scattering object and the host material. The circular object inside the model is assumed to be a non-conducting cylinder with internal properties similar to that of a foreign object.

3.3.1 Forward problem of the non-conducting cylinder

In order to construct a solution for the wave reflection from the non-conducting cylinder, its boundary condition with respect to the two sets of properties inside and outside the cylinder is considered. Here, the same coordinate system as in Figure 3.3 is used but the object inside the model is assumed to be a non-conducting cylinder. In order to find a solution for the scattered waves from the boundary in this situation, the wave impedances on both the sides of the non-conducting cylinder are found using a single term (the $n$-term) of the series for the incident and scattered waves (we call this the modal impedance). The procedure is as follows:

Assume the two regions, region 1 (outside the cylinder) and region 2 (inside the cylinder) are source-free and homogeneous. Consider the wave to be $z$-polarised and travelling in the $x$ direction. For transverse magnetic (TM) incident plane waves, the modal impedance (for the $n^{th}$ mode) outside the cylinder is

$$Z_{1,n} = \frac{E_{z,1}}{H_{\phi,1}} = \frac{E_{z,1}^{\text{incident}} + E_{z,1}^{\text{scattered}}}{H_{\phi,1}^{\text{incident}} + H_{\phi,1}^{\text{scattered}}}.$$ (3.25)
where \(E_{z,1}\) and \(H_{\phi,1}\) are the non-zero electric and magnetic field components in region 1, respectively. For the inward-travelling wave, the modal impedance inside the cylinder is

\[
Z_{2,n} = \frac{E_{z,2}}{H_{\phi,2}},
\]

where \(E_{z,2}\) and \(H_{\phi,2}\) are the non-zero electric and magnetic field quantities in region 2, respectively.

The \(\mathbf{E}\) and \(\mathbf{H}\) fields can be represented in terms of the wave function \(\psi\). Consider a field with \(H_z = 0\) so that it is TM to the \(z\) direction. Let the electric vector potential be \(\mathbf{F} = 0\) and the magnetic vector potential be \(\mathbf{A} = \mathbf{u}_z \psi\) where \(\mathbf{u}_z\) is a unit vector in the \(z\) direction. Then \(\mathbf{E}\) and \(\mathbf{H}\) fields can be represented in terms of \(\mathbf{A}\) (equation (A.23) in Appendix A) as

\[
\begin{align*}
\mathbf{E} &= -\hat{z}\mathbf{A} + \frac{1}{j} \nabla (\nabla \cdot \mathbf{A}), \\
\mathbf{H} &= \nabla \times \mathbf{A},
\end{align*}
\]

where \(\hat{z} = j \omega \mu, \hat{y} = j \omega \varepsilon\) are the characteristics of the perfect dielectric media (section 2.1.1). By expanding equation (3.27) in Cartesian coordinates for the TM plane wave incident at the non-conducting cylinder, for the cylindrical coordinate system in Figure 3.3, we obtain (see also equation (A.24) in Appendix A)

\[
\begin{align*}
E_z &= \frac{1}{j} \left( \frac{\partial^2}{\partial z^2} + k^2 \right) \psi, \\
H_\phi &= -\frac{\partial \psi}{\partial p},
\end{align*}
\]

where \(\hat{y}_1 = j 2\pi f_1 \epsilon, \, \epsilon = \epsilon_1 \) or \(\epsilon_2\), and \(k\) is the wave number. A set of linearly independent solutions for \(\psi\) has been obtained in equation (3.8). Now, taking \(\psi(p, \phi) = E_0 j^{-n} [J_n(k_1 p) + C_n H_n^{(2)}(k_1 p)] e^{j n \phi}\), the fields are found using equations (3.28) and, using equation (3.25), the wave modal impedance on the outside of the cylinder at \(p = a\) is found as

\[
Z_{1,n} = -\frac{k_1 (J_n(k_1 a) + C_n H_n^{(2)}(k_1 a))}{\hat{y}_1 (J'_n(k_1 a) + C_n H_n^{(2)}(k_1 a))},
\]
where \( k_1 \) is the wave number of the host material and \( C_n \) is the modal coefficient of the scattered wave (\( n^{th} \) mode of the series is taken here). Similarly, taking \( \psi = \psi(p, \phi) = E_0 j^{-n} J_n(k_2 p) e^{jn\phi} \) in equation (3.28) we obtain the wave modal impedance on the inside of the cylinder at \( p = a \) as

\[
Z_{2,n} = - \frac{k_1^2 J_n(k_2 a)}{\hat{y}_1 k_2 J_n'(k_2 a)}. \tag{3.30}
\]

The terms \( J_n'(\cdot) \) and \( H_n^{(2)'}(\cdot) \) denote the derivatives of \( J_n(\cdot) \) and \( H_n^{(2)}(\cdot) \), respectively. Using the identities of the Bessel functions and Hankel functions [8, 16], as given in Appendix B, the above derivatives can be found as

\[
J_n'(k_1 a) = \frac{1}{2} \left( J_{n-1}(k_1 a) - J_{n+1}(k_1 a) \right), \tag{3.31}
\]

\[
H_n^{(2)'}(k_1 a) = \frac{1}{2} \left( H_{n-1}^{(2)}(k_1 a) - H_{n+1}^{(2)}(k_1 a) \right), \tag{3.32}
\]

where \( i = 1, 2 \).

The boundary conditions on the cylinder surface \( p = a \) require that the tangential components of electric and magnetic fields are continuous and so, \( Z_{1,n} = Z_{2,n} \) and, using equations (3.29) and (3.30), the modal coefficient \( C_n \) is found as

\[
C_n = a_n R_{c,n}, \tag{3.34}
\]

where

\[
R_{c,n} = \left( \frac{\varepsilon_2 k_1 J_n(k_1 a) J_n'(k_2 a) - \varepsilon_1 k_2 J_n(k_2 a) J_n'(k_1 a)}{\varepsilon_2 k_1 H_n^{(2)}(k_1 a) J_n'(k_2 a) - \varepsilon_1 k_2 J_n(k_2 a) H_n^{(2)}(k_1 a)} \right) J_n(k_1 a) \tag{3.35}
\]

and \( a_n = \frac{J_n(k_1 a)}{H_n^{(2)'}(k_1 a)} \), as found in equation (3.17). This modifies equation (3.14) and so, for the outward-travelling wave, the scattered field of the non-conducting cylinder is

\[
E_{1,s}^s(p, \phi) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} a_n R_{c,n} H_n^{(2)}(k_1 p) e^{jn\phi}, \tag{3.36}
\]
where \( R_{c,n} \) and \( a_n \) are given by equations (3.35) and (3.17), respectively. From equation (3.19), the new equation for the total field at distance \( d_1 \) along the \( x \) axis with frequency \( f_1 \) is

\[
E_{1,z}(d_1, \pi) = E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1 d_1) + a_n R_{c,n} H_n^{(2)}(k_1 d_1) \right].
\]  

(3.37)

For this case, the wave numbers \( k_1 \) and \( k_2 \) are given for frequency \( f_1 \) by

\[
k_1 = 2\pi f_1 \sqrt{\mu_1 \varepsilon_1}, \quad k_2 = 2\pi f_1 \sqrt{\mu_2 \varepsilon_2},
\]

(3.38)

where \( \varepsilon_1, \mu_1 \) are the permittivity and permeability outside the non-conducting cylinder and \( \varepsilon_2, \mu_2 \) are the permittivity and permeability inside the non-conducting cylinder.

Equation (3.37) is the solution for the forward problem of the non-conducting cylinder. In a practical application, the properties outside the cylinder are assumed to be the same as those of the host material and the properties inside the cylinder are assumed to be the same as those of the target object. From equation (3.35), one can see that equation (3.37) approaches the case of a conducting cylinder when \( \varepsilon_2 \), the permittivity inside the cylinder boundary, is large (when \( \varepsilon_2 \to \infty, R_{c,n} \to 1 \)).

Computation of the unknowns using this solution is described in section 3.6.2.

### 3.3.2 Inverse problem of plane wave scattering from the non-conducting cylinder

The inverse problem for the case of a non-conducting cylinder is similar to that of the conducting cylinder. However, compared to the previous case, the inverse solution associated with this forward equation needs more iterations to converge to a reasonable solution.
3.3.2.1 The general equation

We recall that the form of general equation is:

\[
\Delta E_z = \begin{bmatrix}
\Delta E_{1,z}(a, d_1) \\
\Delta E_{2,z}(a, d_1)
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(3.39)

Using equation (3.37), the general equation to find the two unknowns \(a\) and \(d_1\) are

\[
\begin{bmatrix}
E_{1,z} - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1 d_1) + a_n R_{c,n,1} H_n^{(2)}(k_1 d_1) \right] \\
E_{2,z} - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_3 d_1) + a_n R_{c,n,2} H_n^{(2)}(k_3 d_1) \right]
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

(3.40)

The field components \(E_{1,z}\) and \(E_{2,z}\) are either measured values or are calculated. Here, \(k_1\) and \(k_3\) are the wave numbers of the medium outside the non-conducting cylinder at frequency \(f_1\) and frequency \(f_2\), respectively. The modal coefficients \(R_{c,n,1}\) and \(R_{c,n,2}\) at frequency \(f_1\) and frequency \(f_2\) are found as

\[
R_{c,n,1} = \frac{(\varepsilon_2 k_1 J_n(k_1 a) J_n'(k_2 a) - \varepsilon_1 k_2 J_n(k_2 a) J_n'(k_1 a)) H_n^{(2)}(k_1 a)}{(\varepsilon_2 k_1 H_n^{(2)}(k_1 a) J_n'(k_2 a) - \varepsilon_1 k_2 J_n(k_2 a) H_n^{(2)}(k_1 a)) J_n(k_1 a)}
\]

(3.41)

and

\[
R_{c,n,2} = \frac{(\varepsilon_2 k_3 J_n(k_3 a) J_n'(k_4 a) - \varepsilon_1 k_4 J_n(k_4 a) J_n'(k_3 a)) H_n^{(2)}(k_3 a)}{(\varepsilon_2 k_3 H_n^{(2)}(k_3 a) J_n'(k_4 a) - \varepsilon_1 k_4 J_n(k_4 a) H_n^{(2)}(k_3 a)) J_n(k_3 a)}.
\]

(3.42)

When the frequency \(f_1\) is used, \(k_1\) and \(k_2\) are the wave numbers of the medium one outside the cylinder and medium two inside the cylinder, respectively, and can be found in equation (3.38). Similarly when the frequency \(f_2\) is used, \(k_3\) and \(k_4\) are the wave numbers of the medium one outside the cylinder and medium two inside the cylinder, respectively, and can be found as

\[
k_3 = 2\pi f_2 \sqrt{\mu_1 \varepsilon_1}, \quad k_4 = 2\pi f_2 \sqrt{\mu_2 \varepsilon_2}.
\]

(3.43)
With the two frequencies, the derivatives of Bessel and Hankel functions in equation (3.42) can be found from equations (3.31) and (3.32) with $i = 3, 4$.

\[
J_n'(k_3a) = \frac{1}{2} \left( J_{n-1}(k_3a) - J_{n+1}(k_3a) \right), \quad J_n'(k_4a) = \frac{1}{2} \left( J_{n-1}(k_4a) - J_{n+1}(k_4a) \right)
\]

(3.44)

\[
H_n^{(2)'}(k_3a) = \frac{1}{2} \left( H_{n-1}^{(2)}(k_3a) - H_{n+1}^{(2)}(k_3a) \right), \quad H_n^{(2)'}(k_4a) = \frac{1}{2} \left( H_{n-1}^{(2)}(k_4a) - H_{n+1}^{(2)}(k_4a) \right).
\]

(3.45)

3.3.2.2 Solutions to the inverse problem

The procedure of solving the inverse problem is similar to the previous approaches. Again, for simplicity, only $a$ and $d_1$ are considered as unknowns assuming that the electrical properties of the regions in both the sides of the cylinder are known. However, there is no restriction against including these properties as unknowns in the inverse algorithm. The Jacobian matrix is constructed and it is of the form

\[
J = \begin{bmatrix}
A_1(a, d_1) & A_2(a, d_1) \\
A_3(a, d_1) & A_4(a, d_1)
\end{bmatrix},
\]

(3.46)

where

\[
A_1(a, d_1) = \frac{\partial}{\partial a} \left( E_1 - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1d_1) + a_n R_{c,n,1} H_n^{(2)}(k_1d_1) \right] \right),
\]

(3.47)

\[
A_2(a, d_1) = \frac{\partial}{\partial d_1} \left( E_1 - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1d_1) + a_n R_{c,n,1} H_n^{(2)}(k_1d_1) \right] \right),
\]

(3.48)

\[
A_3(a, d_1) = \frac{\partial}{\partial a} \left( E_2 - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_2d_1) + a_n R_{c,n,2} H_n^{(2)}(k_2d_1) \right] \right),
\]

(3.49)
Figure 3.5: The source generating the cylindrical waves (a) Current filament (b) Coordinate system.

\[
A_4(a, d_1) = \frac{\partial}{\partial d_1} \left( E_2 - E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_2d_1) + a_n R_{c,n,2} H_n^{(2)}(k_2d_1) \right] \right). \quad (3.50)
\]

Note the \( R_{c,n,i} (i = 1, 2) \) is a function of \( a \) as given in equations (3.41) and (3.42).

Once the Jacobian matrix is formed from (3.40) the rest of the inverse method is similar to that of the conducting cylinder.

### 3.4 Cylindrical wave scattering from a conducting cylinder

A wave having its phase constant over cylindrical surfaces is called a cylindrical wave. A source independent of the \( z \)-coordinate can generate cylindrical waves.
When a microwave signal is excited from a current source, the waves in the nearby region are cylindrical waves. Therefore, if the object is placed closer to the source, the scattering from its boundary would be caused by cylindrical waves rather than plane waves. However, when the object is further away from the source, one can consider that the scattering has resulted from plane waves.

In this section, the scattering problem of a cylindrical wave is discussed. Again a conducting cylinder is chosen as the object inside the host (Figure 3.3). An infinitely long current filament placed parallel to the cylinder is taken as the source which generates the cylindrical waves. This is similar to the method used by Harrington in [8]. The source and its coordinate system are shown in Figure 3.5.

3.4.1 Forward problem of cylindrical wave scattering

The field generated from the source is expected to be TM to the \( z \)-direction (so the field has \( H_z = 0 \)) and can be expressed in terms of a magnetic vector potential having only a \( z \)-component. The wave function is also symmetric and independent of \( \phi \) and \( z \) (see Figure 3.5) and so \( A_z = \psi(p) \). The wave function for the outward travelling wave can be written using equation (3.8) as

\[
\psi(p) = GH_0^{(2)}(kp), \tag{3.51}
\]

where \( k \) is the wave number of the medium and \( G \) is a constant which can be found by considering the current \( I \) of the source filament.

The electromagnetic field component \( E_z \) can be expressed in terms of wave functions \( \psi \) associated with cylindrical coordinates as

\[
E_z = \frac{1}{y} \left( \frac{\partial^2}{\partial z^2} + k^2 \right) \psi. \tag{3.52}
\]

(see the Appendix A1). Consider a perfect dielectric medium with \( \sigma = 0 \). Then, using equations (2.2) and (3.51), and by simplifying the equation (3.52) we obtain

\[
E_z(p) = EH_0^{(2)}(kp), \tag{3.53}
\]
Figure 3.6: Cylindrical coordinate system for cylindrical wave functions.

where

$$E = \frac{k^2 G}{j\omega \varepsilon}.$$  \hspace{1cm} (3.54)

Equation (3.53) gives the field component $E_z$ at a point which has a distance $p$ from the source. Now we shall use this wave to illuminate the cylindrical object inside the host. The source and the cylindrical coordinate system are shown in Figure 3.6. Here, the $z$ axis is not shown but it is perpendicular to the $xy$-plane and lies out of the page with $C$ as the origin.

Consider the source filament to be placed not along the $z$ axis but at a point $O'$ and parallel to the $z$ axis. Our aim is to find a field solution at the point $O$ (shown in Figure 3.6) due to the field excited from the source at $O'$. Therefore equation (3.53) can be used by replacing $p$ with the distance from $O$ to $O'$. We specify the field point at $O$ and the source point at $O'$ using the radius vector notation as $\mathbf{r} = u_x x + u_y y$ and $\mathbf{r}' = u_x x' + u_y y'$, respectively. The distance from source point
\[ |\mathbf{r} - \mathbf{r}'| = \sqrt{(x - x')^2 + (y - y')^2} = \sqrt{p^2 + p'^2 - 2pp' \cos(\phi - \phi')}, \quad (3.55) \]

where \( p \) and \( p' \) are the distances from \( O \) to \( C \) and \( O' \) to \( C \), as indicated in Figure 3.6. Equation (3.53) can be written for the incident field at point \( O \) due to the source at \( O' \) as

\[ E^i_z = E \, H_0^{(2)}(k |\mathbf{r} - \mathbf{r}'|). \quad (3.56) \]

Then, for \( p < p' \), from the addition theorem \([8, 16]\),

\[ E^i_z(p, p', \phi, \phi') = E \sum_{n=-\infty}^{\infty} H_n^{(2)}(kp') J_n(kp) e^{jn(\phi - \phi')}. \quad (3.57) \]

The field component \( E^i_z \) in equation (3.57) is for the incident wave at the field point \( O \) due to the wave source at point \( O' \).

Now we use the asymptotic condition in the field equation: as \( x \to \infty \),

\[ H_n^{(2)}(x) \approx \sqrt{\frac{2j}{\pi x}} j^n e^{-jx}. \quad (3.58) \]

Therefore, as \( p' \to \infty \) for \( \phi' = 0 \), equation (3.57) becomes

\[ E^i_z \approx E \sqrt{\frac{2j}{\pi kp'}} e^{-jkp'} \sum_{n=-\infty}^{\infty} j^n J_n(kp) e^{jn\phi}. \quad (3.59) \]

In equation (3.59) we can see that \( E^i_z \) has become the field of a plane wave. This result is to be expected when the source that generates the cylindrical waves is far away from the field point.

The scattered field at point \( O \) can be found by replacing \( J_n(.) \) in equation (3.57) with \( H_n^{(2)}(.) \) and the result is

\[ E^s_z(p, p', \phi, \phi') = E \sum_{n=-\infty}^{\infty} a_n H_n^{(2)}(kp') \, H_n^{(2)}(kp) e^{jn(\phi - \phi')}, \quad (3.60) \]

where the \( a_n \) are constants. Using equations (3.57) and (3.60), the total field at point \( O \) is found to be

\[ E_z(p, p', \phi, \phi') = E^i_z(p, p', \phi, \phi') + E^s_z(p, p', \phi, \phi') = \]

\[ E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(kp') J_n(kp) + a_n H_n^{(2)}(kp') \, H_n^{(2)}(kp) \right] e^{jn(\phi - \phi')} . \quad (3.61) \]
which is valid for \( p < p' \). Again the constants \( a_n \) can be found by considering the boundary condition of a perfectly conducting cylinder: \( a_n = -\frac{J_n(k_1a)}{H_n^{(2)}(k_1a)} \). Equation (3.61) is the forward equation for the scattering of cylindrical waves from a conducting cylinder. This gives total field component \( E_z \) which can be measured from the field point.

The forward problem of wave scattering from cylindrical waves has now been solved. Knowing the distance \( p \) and the angle \( \phi \), this result can be used to find the field component at any point. Similarly, the source point can also have any location with \( p' > p \). As an example, suppose the points \( O \) and \( O' \) are rotated through angles \( \pi - \phi \) and \( \pi - \phi' \), respectively. Then these points lie along the \( x \) axis. These new positions and the distances from the centre of the cylinder are shown in Figure 3.6 (see also Figure 7.5 (ii) in section 7.2.2). The solution for the field point at a distance \( d \) along the \( x \) axis is

\[
E_z(d, d') = E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(kd')J_n(kd) + a_nH_n^{(2)}(kd'H_n^{(2)}(kd)) \right],
\]

(3.62)

where \( d' \) is the distance to the source point from the centre of the object (Figure 3.6). Equation (3.62) can be used only if the source and the field points are collinear with the centre of the object. In practice this may be hard to achieve but we presume that it is possible to do this by aligning the antenna for the purpose of this modal.

The result in equation (3.61) may be used to find unknowns using data obtained from field measurements. In order to find the angles \( \phi \) and \( \phi' \), it is necessary to record the source and the receiver locations very accurately in the measurement plane. A detailed practical development is beyond the task of this study. However, these solutions have been tested with the data obtained from both analytical calculations and experimental measurements. The results are discussed later in this thesis (sections 3.7 and 7.4).
3.5 Cylindrical waves with a non-conducting cylinder

Here, a non-conducting cylinder is used as the scattering object inside the model. Again, in this case we consider the boundary condition with respect to the two sets of properties inside and outside the non-conducting cylinder.

Similar to the method used in section 3.3, the field components at point $O$ can be found using a frequency $f_1$. Then the equation for the total field that can be measured from antenna one is

$$E_{z,1}(p_1, d'_1, \phi_1, \phi_1') = E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(k_1 d'_1) J_n(k_1 p_1) + a_n R_{c,n,1} H_n^{(2)}(k_1 d'_1) H_n^{(2)}(k_1 p_1) \right] e^{jn(\phi_1 - \phi_1')} ,$$  \hspace{1cm} (3.63)

where $a_n$ are the constants given in equation (3.17), $R_{c,n,1}$ is the coefficient at frequency $f_1$ which can be found in equation (3.41), $p_1$ is the distance to the field point and $d'_1$ is the distance to the source point. These distances are measured from the centre of the cylinder. The constants $k_1$ and $k_2$ are the wave numbers for frequency $f_1$ which can be found using equation (3.38). Similarly, the forward equation with frequency $f_2$ is

$$E_{z,2}(p_1, d'_1, \phi_1, \phi_1') = E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(k_3 d'_1) J_n(k_3 p_1) + a_n R_{c,n,2} H_n^{(2)}(k_3 d'_1) H_n^{(2)}(k_3 p_1) \right] e^{jn(\phi_1 - \phi_1')} ,$$  \hspace{1cm} (3.64)

where $R_{c,n,2}$ (which depends on $k_3, k_4$) is the coefficient at frequency $f_2$ which can be found in equation (3.42) and $k_3$ and $k_4$ are the wave numbers of the media outside and inside of the non-conducting cylinder, respectively, for frequency $f_2$ as found in equation (3.43).
Figure 3.7: Plot of the calculated E fields using the forward equations of the conducting cylinder. (1): $|E_1|$ for $a = 0.002\text{m}$, $d_1 =0.06\text{m}$. (2): $|E_1|$ for $a = 0.002\text{m}$, $d_1 =0.04\text{m}$. (3): $|E_2|$ for $a = 0.002\text{m}$, $d_1 =0.06\text{m}$. (4):$|E_2|$ for $a = 0.002\text{m}$, $d_1 =0.04\text{m}$.

### 3.6 Results and discussion: plane wave scattering

#### 3.6.1 Results with a conducting cylinder

The solutions to the forward and inverse scattering problems of a conducting cylinder have been obtained in section 3.2. This section presents the results of calculations to test these solutions.

#### 3.6.1.1 Calculation of field vectors

The field equations for the two frequencies $f_1$ and $f_2$ are obtained from equation (3.23). We use two sets of reasonable values for $a$ and $d_1$ ($a = 0.002\text{ m}$, $d_1 = 0.04$ m and $a = 0.002\text{ m}$, $d_1=0.06$ m) and calculate the two corresponding values each of $E_1$ and $E_2$ with $f_1 = 2.0\text{ GHz}$ and $f_2 = 2.2\text{ GHz}$ frequencies. Also, we assume that $\mu_r = 1$ and $\epsilon_r = 10$ in the medium of the wave propagation. The solutions to the
system of equations (3.23) have been computed using the infinite series indexed by $n$ until they converge towards a constant value (from $n = 1$ to $n = 20$ terms in the series). These calculations were performed by using code written in MATLAB and the results are shown in Figure 3.7. ($E_1$ and $E_2$ are normalised with $E_0 = 1$ volts m$^{-1}$.) This illustrates that $|E_1|$ and $|E_2|$ can be determined to sufficient accuracy by truncation of the series after 10 terms. In the study, these values, instead of measured results, are used to test the inverse algorithm.

3.6.1.2 Calculation of the unknowns

The inverse algorithm developed in section 3.2.2 was tested by calculating the cylinder radius $a$ and the distance $d_1$ to antenna one from the centre of the cylinder. A computer program written in MATLAB was used for this calculation. The iteration process follows the sequence given in Figure 2.3. First, a set of guess values was chosen for $a$ and $d_1$. Then these values were substituted into the algorithm to run the whole process. According to the general equations in (3.23), at the end of the iteration cycle we seek solutions to $a$ and $d_1$ as the residual tends to zero. If the solutions are not acceptable, another set of guess values can be chosen to run the same process. We have used several values for $a$ and $d_1$ in the neighbourhood of the true values and found that there are limits on those guess values for which we can expect a reasonable solution for the unknowns. Figure 3.8 illustrates the results of the iteration process using two different sets of guess values. These plots show the two unknowns $a$ and $d_1$ converging towards their exact values ($a=0.002$ and $d_1=0.04$ m). The two sets of graphs in Figure 3.9 show the plots of $|\Delta E_1|$ (residual of (3.23)$_1$) and $|\Delta E_2|$ (residual of (3.23)$_2$) versus the number of iterations. Both $|\Delta E_1|$ and $|\Delta E_2|$ converge towards zero as $a$ and $d_1$ approach 0.002m and 0.04m, respectively, after approximately 15 iterations.
Figure 3.8: Calculated values of $a$ and $d_1$ of the conducting cylinder. Results with two sets of guess values.

Figure 3.9: Calculated values of $|\Delta E_1|$ and $|\Delta E_2|$ of the conducting cylinder.
3.6.2 Results with a non-conducting cylinder

First, we calculated $R_{c,n,1}$, the modal coefficient for frequency $f_1$, and $R_{c,n,2}$, the modal coefficient for frequency $f_2$, for different values of $\epsilon_1$, the permittivity outside the cylinder and $\epsilon_2$, the permittivity inside the cylinder. Equations (3.41) and (3.42) were used for these calculations with $a=0.01\,\text{m}$ and $d_1=0.16\,\text{m}$. The results are summarised as follows.

(1). Both $R_{c,n,1}$ and $R_{c,n,2}$ increase when the permittivity of the medium inside the cylinder increases.

(2). $R_{c,n,1}=R_{c,n,2}=0$ when $\epsilon_1$, the permittivity outside the cylinder, and $\epsilon_2$, the permittivity inside the cylinder, are the same.

(3). The magnitudes of $R_{c,n,1}$, $R_{c,n,2} \to 1$ when permittivity inside the cylinder is very large (when $\epsilon_2 \to \infty$).

These results also agree with equation (2.19). When the electrical properties on both the sides of the reflecting boundary are the same one can expect a zero reflection as in (2) above. Similarly when the dielectric property of the reflecting medium is very large, assuming the permittivity makes the main contribution, a full reflection can be expected as in (3) above.

3.6.2.1 Calculations of the field vectors

The solution to the scattering problem of a non-conducting cylinder which has been obtained in section 3.3.1, was used to calculate the field components. Using equation (3.37), the field components for the two different frequencies are

$$E_1 = E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_1d_1) + a_n R_{c,n,1} H_n^{(2)}(k_1d_1) \right]$$

$$E_2 = E_0 \sum_{n=-\infty}^{\infty} j^n \left[ J_n(k_2d_1) + a_n R_{c,n,2} H_n^{(2)}(k_2d_1) \right],$$

where $R_{c,n,1}$ and $R_{c,n,2}$ are the modal coefficients for frequency $f_1$ and frequency $f_2$ as given in equations (3.41) and (3.42), respectively. The calculated $E_1$ and $E_2$ for
Figure 3.10: Calculated field components $E_1$ for the non-conducting cylinder.

Figure 3.11: Calculated field components $E_2$ for the non-conducting cylinder.
two sets of $a$ and $d_1$ values are plotted in Figures 3.10 and 3.11, respectively ($E_1$ and $E_2$ are normalised with $E_0 = 1$ volts m$^{-1}$).

Taking the partial series from $n = -N$ to $N$, the expressions (3.65) for $E_1$ and $E_2$ need approximately $N = 15$ to converge to a constant value. As the computer code has more variables, these simulations needed more computing time compared to those with the conducting cylinder. However, these results may be more appropriate for a realistic application in detecting a foreign object.

3.6.2.2 Calculation of unknowns

In order to calculate unknowns, we used the inverse algorithm developed in section 3.3.2. The general equations obtained in equation (3.40) need field components $E_1$ and $E_2$ given by (3.65) for the subsequent iteration process of the inverse method. In a practical application these components would be measured. In order to test the inverse method, these field components were calculated using the field equations in (3.65). Again, the inverse method we used is similar to the method explained in sections 2.4 and 3.2.2. However, the Jacobian matrix and the subsequent explicit function are rather complicated compared to those used in the inverse algorithms of the conducting cylinder. We tested with two sets of guess values for $a$ and $d_1$ in the neighbourhood of their true values.

Figure 3.12 shows the calculated results of the two unknowns. With guess values $a = 0.0015$ m, $d_1 = 0.035$ m and $a = 0.003$ m, $d_1 = 0.046$ m as initial guesses both $|\Delta E_1|$ (residual of (3.40)$_1$) and $|\Delta E_2|$ (residual of (3.40)$_2$) converge towards zero as $a$ and $d_1$ approach 0.002 m and 0.04 m, respectively ($a = 0.002$ m and $d_1 = 0.04$ m are the true values). Figure 3.13 shows the plots of $|\Delta E_1|$ and $|\Delta E_2|$ versus number of iterations for these two sets of guess values.
For the guess value $d_1 = 0.035\text{m}$, $a = 0.0015\text{m}$.

For the guess value $d_1 = 0.046\text{m}$, $a = 0.003\text{m}$.

Figure 3.12: Calculated values of $a$ and $d_1$ using inverse algorithm for the non-conducting cylinder. Results are shown for two different sets of guess values.

For the guess value $d_1 = 0.035\text{m}$, $a = 0.0015\text{m}$.

For the guess value $d_1 = 0.046\text{m}$, $a = 0.003\text{m}$.

Figure 3.13: Plots of $|\Delta E_1|$ and $|\Delta E_2|$ when tested with two different sets of guess values.
3.7 Results and discussion: cylindrical wave scattering

The forward equation developed for the cylindrical wave scattering from a conducting cylinder is given in equation (3.61). Unlike the case with the plane waves, the solution for the forward problem has three basic variables. These are $a$ the radius of the cylinder, $p$ the distance to the centre of the cylinder from the measuring point and $p'$ the distance to the source point from the centre of the cylinder. The magnitude values of the field component which can be measured at the measuring point can be changed with $\phi$, the angle that the field point makes with the axis of the source point (see Figure 3.6). Therefore, apart from calculating the field components with different frequencies, we also determined the field components at different positions of the field point. The value of the field components vary with respect to frequency of the wave, position of the field point and the position of the source point.

3.7.1 Calculation of field components of the cylindrical waves

Consider the field point $O$ and the source point $O'$ to be rotated by angles $\pi$ and $\pi - \phi'$, respectively (Figure 3.14). Then the source point lies along the $x$ axis and the field point $O$ makes an angle $-(\phi - \phi')$ with the direction of the source point. Then the two field components for frequency $f_1$ and frequency $f_2$ can be obtained using equation (3.61) as

$$E_1(p, d', \phi') = E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(k_1 d') J_n(k_1 p) - \frac{J_n(k_1 a)}{H_n^{(2)}(k_1 a)} H_n^{(2)}(k_1 d') H_n^{(2)}(k_1 p) \right] e^{-jn(\phi - \phi')}$$

(3.66)
Figure 3.14: Scattering with cylindrical waves: The field point and the source point are shown after rotation.

Figure 3.15: Calculated $|E_1|$ with a frequency of $f_1 = 2.0$ GHz for cylindrical wave scattering from a conducting cylinder.
Figure 3.16: Calculated $|E_2|$ with a frequency of $f_2=2.2$ GHz for cylindrical wave scattering from a conducting cylinder.

$$E_2(p, d', \phi') = E \sum_{n=-\infty}^{\infty} \left[ H_n^{(2)}(k_2d')J_n(k_2p) - \frac{J_n(k_2a)}{H_n^{(2)}(k_2a)}H_n^{(2)}(k_2d')H_n^{(2)}(k_2p) \right] e^{-jn(\phi-\phi')} ,$$  \hspace{1cm} (3.67)

where $k_1$ and $k_2$ are the wave numbers for frequency $f_1$ and frequency $f_2$, respectively. For these calculations, we used a set of reasonable values: the cylinder radius $a = 0.0065$ m and the distance to the field point from the centre of the cylinder $p = 0.04$ m. We calculated the two corresponding values of $|E_1|$ and $|E_2|$ with $f_1 = 2.0$ GHz and $f_2 = 2.2$ GHz frequencies and these results, as a functions of the number of terms in the series expansions (3.66) and (3.67) have been plotted in Figures 3.15 and 3.16, respectively.
3.7.2 Summary of the simulation results of the cylindrical waves

The convergence of these field components of the cylindrical waves is similar to the results we obtained with plane waves but the values of the calculated field components now depend, not only on $k$, $a$ and $p$ but also on the angle $\phi$ and the position of the source point $O'$ which has a distance $d'$ from the centre of the cylinder. A number of simulations have been carried out using the field equations in order to observe the changes in fields with respect to the positions of the field point and the source point. Here, we have not produced all the simulated results but some of the observations can be summarised as follows:

1. When $p < d'$, both $|E_1|$ and $|E_2|$ converge to constant values after a reasonable number of iterations.

2. The number of iterations in (1) above is minimum when $\phi = 0$. As $\phi$ increases in magnitude $|E_1|$ and $|E_2|$ need more iterations.

3. As $\phi$ increases in magnitude the corresponding computed values of $|E_1|$ and $|E_2|$ decrease. (Plots are marked with the angle $\phi$. See Figures 3.15 and 3.16.)

4. When $d' \leq p$, there are no results. (This is not valid according to the forward equation.)

5. As $\phi \to 0$, the magnitude values of $|E_1|$ and $|E_2|$ are maximised.

We observed that the magnitude and phase values of $E_1$ and $E_2$ depend upon the position of $O$ and $O'$. These changes have been studied in detail to investigate the scattering difference between plane waves and cylindrical waves. This will be further discussed in Chapter 7.
Chapter 4

Three-dimensional scattering problem

A three-dimensional scattering problem of a spherically-shaped object is considered in this chapter. A simple host model was used. Similar problems to this have been solved previously and the results are available in literature [7, 8, 14, 15]. We used some of those results to obtain a solution to the forward scattering problem of a uniform sphere inside our model. The application system is similar to that used in the cylindrical case (Figure 3.2). The object is illuminated by a microwave signal which is applied from the surface of the host.

The forward and inverse solutions provide the necessary base for a possible practical application. First, the object is assumed to be a conducting sphere and the associated forward problem is solved. Then the result is modified for a more realistic situation using a non-conducting sphere. The inverse scattering problems in both cases are then solved to compute the unknown size and the location of the object. At the beginning of this chapter, some equations in wave theory found in Harrington [8] are used. The full derivations are given for completeness.
4.1 Wave functions at spherical boundaries

The spherical coordinate system \((r, \theta, \phi)\) corresponds to the spherical wave functions and is shown in Figure 4.1. Consider a point \(O\) with a distance \(r\) from \(C\) the centre of the coordinate system. The Helmholtz equation in spherical coordinates which can be obtained using the Laplacian of \(\psi\), is of the form

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \psi}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 \psi}{\partial \phi^2} + k^2 \psi = 0. \tag{4.1}
\]

In order to solve equation (4.1) we use the method of separation of variables. It is assumed that the solution is a product of three functions of the form,

\[
\psi (r, \theta, \phi) = R(r) \Theta(\theta) \Phi(\phi). \tag{4.2}
\]

Using equations (4.1) and (4.2), three separated equations can be found

\[
\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \left[ (kr)^2 - n(n + 1) \right] R = 0, \tag{4.3}
\]
\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ n(n + 1) - \frac{m^2}{\sin^2 \theta} \right] \Theta = 0, \quad (4.4)
\]

\[
d^2\Phi \frac{d^2\Phi}{d\phi^2} + m^2\Phi = 0, \quad (4.5)
\]

where \( m \) and \( n \) are constants. The above three equations have solutions which are each functions of one variable: \( r, \theta \) and \( \phi \), respectively. Equations (4.3) and (4.4) are related to Bessel’s equation and Legendre’s equation [8, 103], respectively. Equation (4.5) is the harmonic equation which has a solution of the form

\[
\Phi(\phi) = \Phi_m(\phi) = e^{j m \phi}, \quad (4.6)
\]

where \( m \) is an integer. This ensures the solution is periodic with a period of \( 2\pi \) as it clearly should be since \( \Phi(\phi + 2\pi) = \Phi(\phi) \).

The solutions to the Bessel’s equation are called spherical Bessel functions, denoted by \( b_n(kr) \), and \( n \) is a positive integer, since the functions in the solutions for \( \Theta \) are not finite at \( \theta = 0, \pi \) unless this is so (this will be discussed in section 4.2.1). The spherical Bessel functions are related to the ordinary Bessel functions \( B_{n+1/2} \) by [103]

\[
b_n(kr) = \sqrt{\frac{\pi}{2kr}} B_{n+1/2}(kr). \quad (4.7)
\]

The solutions to Legendre’s equation (4.4) are called the associated Legendre functions and, in general, these are denoted by \( L_m^n(\cos \theta) \). There are two linearly independent families of solutions for Legendre’s equation:

- \( P_n^m(\cos \theta) \) which are the associated Legendre functions of the first kind,
- \( Q_n^m(\cos \theta) \) which are the associated Legendre functions of the second kind.

Now, the solutions to the Helmholtz equation can be found using the product in equation (4.2) as

\[
\psi(r, \theta, \phi) = b_n(kr) L_m^n(\cos \theta) e^{j m \phi}. \quad (4.8)
\]
The appropriate function for $L_m^n(\cos \theta)$ is selected from the two solutions $P_m^n(\cos \theta)$ and $Q_m^n(\cos \theta)$ by considering the singularities in their domains. The solutions to Legendre’s equation have singularities when $\theta = 0$ or $\theta = \pi$ except $P_m^n(\cos \theta)$ with $n$ as an integer (see Appendix D). We seek solutions for $\psi$ to be finite in the range from $\theta = 0$ to $\theta = \pi$ (this problem will be discussed in the next section). Therefore, $L_m^n(\cos \theta)$ must be $P_m^n(\cos \theta)$ and not the $Q_m^n(\cos \theta)$ as this is not finite at $\theta = 0$ and $\theta = \pi$ (see [8,16]). A general solution can be formed using a linear combination of all possible wave functions over $n$ and $m$ as

$$\psi (r, \theta, \phi) = \sum_{n=0}^{\infty} \sum_{m=-\infty}^{\infty} Z_{n,m} b_n(kr)P_m^n(\cos \theta)e^{jm\phi},$$  \hspace{1cm} (4.9)$$

where $Z_{n,m}$ are constants. Equation (4.9) represents a linear combination of all the possible elementary wave functions. According to equation (4.9), there are three different wave functions (of one variable) associated with the spherical coordinate system.

\subsection*{4.2 Forward equation: scattering from plane waves}

The model for the host and the internal object with a spherical coordinate system is shown in Figure 4.2. The internal object is considered to be a conducting sphere with radius $a$ ($C$ is the centre) illuminated by an incident plane wave. This sphere represents the unknown object whose size and location are determined using a set of microwave measurements obtained from the surface of the host. This study is carried out with a single antenna. In a practical application, a number of antennas could be used and the location of the object found using the geometry of the situation.

The spherical coordinate system for the scattering sphere inside the host is shown in Figure 4.3. Consider the wave to be $x$-polarized and travelling in the $z$ direction toward the conducting sphere. Then the incident plane wave of $E$ and $H$ fields are
Figure 4.2: Three-dimensional modelling for the scattering from the spherical object.

given by scalar parameters:

\[
E_x^i = E_0 e^{-jkz} = E_0 e^{-jkr \cos \theta},
\]

\[
H_y^i = \frac{E_0}{\eta} e^{-jkz} = \frac{E_0}{\eta} e^{-jkr \cos \theta},
\]

where \( \eta = \sqrt{\varepsilon} \) and \( k = \omega \sqrt{\mu \varepsilon} \) are the intrinsic impedance and the wave number of the medium outside the sphere, respectively. The subscripts \( x \) on \( E \) and \( y \) on \( H \) represent their polarized directions, respectively.

Figure 4.3 shows a conducting sphere illuminated by an incident plane wave. From the coordinate system, the \( r \)-component of the incident electric field along OC can be written as

\[
E_r^i (r, \theta, \phi) = E_x^i \cos \phi \sin \theta.
\]

Using equations (4.10) and (4.12),

\[
E_r^i (r, \theta, \phi) = \frac{E_0}{jkr} \cos \phi \frac{\partial}{\partial \theta} \left( e^{-jkr \cos \theta} \right).
\]
Consider the plane wave incident upon the boundary of the sphere. Then, similar to the method used for the cylindrical coordinate system in section 3.2.1, this wave can be expressed in terms of spherical wave functions. As this wave is travelling in the \( z \) direction, it is independent of \( \phi \) and therefore, \( m = 0 \) and equation (4.4) becomes the form of the ordinary Legendre’s equation. Then, \( P^m_n(\cos \theta) \) becomes \( P_n(\cos \theta) \), the Legendre polynomials of the first kind \([8, 16]\) and, since all \( P^m_n(\cos \theta) = 0 \) for \( m > n \), the integer \( n \) must be a positive number.

The spherical Bessel function can be of the form of either an inward or an outward-travelling wave. As the wave is taken to be finite at \( r = 0 \), we select the spherical Bessel function \( j_n(kr) \) for \( b_n(kr) \) to represent the possible field inside the sphere. Thus,

\[
e^{-jkr} = e^{-jkr \cos \theta} = \sum_{n=0}^{\infty} g_n j_n(kr) P_n(\cos \theta),
\]

(4.14)

where \( j_n(kr) \) are spherical Bessel functions (these are the only spherical Bessel
functions finite at \( r = 0 \) \([8]\)) and \( g_n \) are constants which can be evaluated (Appendix C) as

\[
g_n = j^{-n}(2n + 1). \tag{4.15}
\]

Therefore, from equations (4.14) and (4.15), the plane waves can be expressed in terms of spherical wave functions as

\[
e^{-jkz} = e^{-jkr \cos \theta} = \sum_{n=0}^{\infty} j^{-n}(2n + 1)j_n(kr)P_n(\cos \theta). \tag{4.16}
\]

The incident field \( E^i_r \) can be obtained by substituting equation (4.16) in equation (4.13), and this yields

\[
E^i_r(r, \theta, \phi) = \frac{E_0}{jk} \cos \phi \sum_{n=1}^{\infty} j^{-n}(2n + 1)j_n(kr)\frac{d}{d\theta}P_n(\cos \theta). \tag{4.17}
\]

As \( \frac{d}{d\theta}P_0(\cos \theta) = 0 \), the term at \( n = 0 \) within the summation vanishes to give

\[
E^i_r(r, \theta, \phi) = \frac{E_0}{jk} \cos \phi \sum_{n=1}^{\infty} j^{-n}(2n + 1)j_n(kr)\frac{d}{d\theta}P_n(\cos \theta). \tag{4.18}
\]

### 4.2.1 Radial components of the field

The field components generated by the scattering of waves from the sphere are associated with spherical boundary conditions. Therefore, the field at any point in the neighbourhood of \( C \) depends upon the values of \( r, \theta \) and \( \phi \). In order to represent electromagnetic fields in terms of wave functions \( \psi \), we let \( \psi \) be a rectangular component of magnetic vector potential \( \mathbf{A} \) or electric vector potential \( \mathbf{F} \) and then the field is constructed as a superposition of two parts (this will be discussed further in this section). For this, we choose \( \mathbf{A} = A_r \mathbf{u}_r \) and \( \mathbf{F} = F_r \mathbf{u}_r \) where \( \mathbf{u}_r \) is a unit vector in the radial direction. When \( A_\theta, A_\phi = 0, A_r \neq 0 \) and \( F_r = 0 \), the field is transverse magnetic (TM) to \( r \). Similarly, when \( A_\theta = A_\phi = 0, F_r \neq 0 \) and \( A_r = 0 \), the field is transverse electric (TE) to \( r \) (see Appendix A for more details on TM and TE fields).
Now consider point $O$ in Figure 4.3 which has a radial distance $r$ from $C$, the centre of the sphere. In order to find the electromagnetic fields in the $r$-direction, it is convenient to construct solutions in terms of the magnetic vector potential $A$ and the electric vector potential $F$. This type of construction is fundamental electromagnetic theory and some of the relevant formulae are given in Appendix A. Here, some of these fundamental equations are used, similar to Harrington [8], to obtain field equations which represent $E$ and $H$ in terms of the vector potentials $A$ and $F$.

If the wave function $\psi$ is considered to be a rectangular component of a vector potential $A$ or $F$, there will be fields either TM to the $z$ direction or TE to the $z$ direction, respectively. However, we need the radial component of the electromagnetic field in order to construct a solution for the scattering problem in this coordinate system. Therefore it is convenient to consider a possible field in the $r$ direction as a result of a superposition of fields TM to $r$ and TE to $r$. Consider the two general equations for these vector potentials (equation (A.17) in Appendix A),

$$\nabla \times (\nabla \times A) - k^2 A = -\hat{y}\nabla\Phi^a,$$  \hspace{1cm} (4.19)  

$$\nabla \times (\nabla \times F) - k^2 F = -\hat{z}\nabla\Phi^f,$$  \hspace{1cm} (4.20)  

where $k = \omega\sqrt{\mu\varepsilon}$, $\Phi^a$ and $\Phi^f$ are arbitrary scalar functions. The electromagnetic fields of $E$ and $H$ can be obtained in terms of vector potentials $A$ and $F$ (equations (A.19) and (A.20)) as

$$E = -\nabla \times F + \frac{1}{\hat{y}}\nabla \times (\nabla \times A),$$  \hspace{1cm} (4.21)  

$$H = \nabla \times A + \frac{1}{\hat{z}}\nabla \times (\nabla \times F).$$  \hspace{1cm} (4.22)  

Letting $A = A_r u_r$, that is, $A$ is a vector potential for a spherical wave and expanding equation (4.19), we obtain

$$\frac{\partial^2 A_r}{\partial r \partial \theta} = -\hat{y}\frac{\partial \Phi^a}{\partial \theta},$$  \hspace{1cm} (4.23)
\[
\frac{\partial^2 A_r}{\partial r \partial \phi} = -\hat{y} \frac{\partial \Phi^\alpha}{\partial \phi}.
\] (4.24)

We can see that \(\Phi^\alpha\) satisfies both equations (4.23) and (4.24) if
\[
\Phi^\alpha = -\frac{1}{\hat{y}} \frac{\partial A_r}{\partial r}.
\] (4.25)

Using the vector identity \(\nabla^2 \mathbf{A} = \nabla(\nabla \cdot \mathbf{A}) - \nabla \times (\nabla \times \mathbf{A})\), equation (4.19) can be expanded as
\[
\nabla(\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A} - k^2 \mathbf{A} = -\hat{y} \nabla \Phi^\alpha.
\] (4.26)

As \((\nabla^2 \mathbf{A})_r \neq \nabla^2 A_r\), we use the component of \(\nabla \times (\nabla \times \mathbf{A})\) in the radial direction which in spherical coordinates is
\[
\nabla \times (\nabla \times \mathbf{A})|_r = \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial A_r}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 A_r}{\partial \phi^2}.
\] (4.27)

Now, using this result in equation (4.19) and substituting for \(\Phi^\alpha\) from equation (4.25), the resultant equation simplifies to
\[
\frac{\partial^2 A_r}{\partial r^2} + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial A_r}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 A_r}{\partial \phi^2} + k^2 A_r = 0.
\] (4.28)

In spherical coordinates, the Laplacian of \(A_r/r\) can be written as
\[
\nabla^2 (A_r/r) = \frac{1}{r^2} \left( \frac{\partial}{\partial r} \left( r^2 \frac{\partial (A_r/r)}{\partial r} \right) \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial (A_r/r)}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 (A_r/r)}{\partial \phi^2}.
\] (4.29)

Equation (4.29) is simplified to
\[
\nabla^2 (A_r/r) = \frac{1}{r} \left( \frac{\partial^2 A_r}{\partial r^2} + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial A_r}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 A_r}{\partial \phi^2} \right).
\] (4.30)

Using the results in equation (4.30), equation (4.28) can be written as
\[
\left( \nabla^2 + k^2 \right) \frac{A_r}{r} = 0.
\] (4.31)

According to equation (4.31), \(\frac{A_r}{r}\) is a solution to the scalar Helmholtz equation. Similarly, using the dual relationship, the radial component for \(\mathbf{F} = u_r F_r\) satisfies the equation
\[
\left( \nabla^2 + k^2 \right) \frac{F_r}{r} = 0.
\] (4.32)
and \( \frac{E_r}{r} \) is a solution to the scalar Helmholtz equation. Accordingly, the field solutions to the scalar Helmholtz equation should be \( \psi^a = \frac{A}{r} \) and \( \psi^f = \frac{F}{r} \). Thus, the solutions to \( E \) and \( H \) fields can be formed by choosing the field vectors \( A = r \psi^a \) and \( F = r \psi^f \) where \( r = ru_r \) is the radius vector from the origin. Therefore, with these field solutions, the field equations for \( E \) and \( H \) are found from (4.21) and (4.22), respectively, as

\[
E = - \nabla \times (r \psi^f) + \frac{1}{y} \nabla \times (\nabla \times (r \psi^a)),
\]

\[
H = \nabla \times (r \psi^a) + \frac{1}{z} \nabla \times (\nabla \times (r \psi^f)),
\]

where \( \psi^a \) and \( \psi^f \) are the wave functions of \( A \) and \( F \), respectively.

From equations (4.33) and (4.34) we can see that the field \( \psi \) in both \( E \) and \( H \) equations is always multiplied by \( r = ru_r \). Therefore, there is another kind of alternative spherical Bessel function which has been defined by Schelkunoff [97] and later used by Harrington [8]. The spherical Bessel functions relate to the alternative spherical Bessel functions \( \hat{B}_n(kr) \) as

\[
\hat{B}_n(kr) = kr b_n(kr).
\]

Here for convenience, \( \hat{B}_n(.) \) is used to distinguish this alternative spherical Bessel function from the ordinary Bessel function \( B_n(.) \). Recall that the spherical Bessel functions relate to the ordinary Bessel functions [16] (see Appendix B) as

\[
b_n(kr) = \sqrt{\frac{\pi}{2kr}} B_{n+1/2}(kr).
\]

Therefore, from equations (4.35) and (4.36) the alternative spherical Bessel functions are related to the ordinary Bessel functions as

\[
\hat{B}_n(kr) = \frac{\pi kr}{2} B_{n+1/2}(kr).
\]

The alternative form of differential equation (4.3) can be obtained by substituting \( b_n \) using equation (4.35) into the Bessel equation:

\[
\frac{d}{dr} \left( r^2 \frac{d}{dr} \left( \frac{\hat{B}_n}{kr} \right) \right) + \left[ (kr)^2 - n (n + 1) \right] \frac{\hat{B}_n}{kr} = 0.
\]
Then, the general form for $A_r$ and $F_r$ in terms of spherical Bessel function in equation (4.37) is
\[ \sum_{n=0}^{\infty} g_n \hat{B}_n(kr) P_n(cos \theta). \]
Multiplying equation (4.38) by $k/r$ and further simplifying we obtain
\[
\left[ \frac{d^2}{dr^2} + k^2 - \frac{n(n + 1)}{r^2} \right] \hat{B}_n = 0. \quad (4.39)
\]
Equation (4.39) is the differential equation that the spherical Bessel functions defined in equation (4.37) satisfy. Therefore $j_n(kr)$ in equation (4.18) should be replaced with $\hat{J}_n(kr)$ that can be found from equation (4.35), with $\hat{B}_n(kr)$ replaced with $\hat{J}_n(kr)$, as
\[
\hat{J}_n(kr) = kr j_n(kr). \quad (4.40)
\]
Thus, the field which satisfies the wave function relationship in equation (4.18) is
\[
E^t_r(r, \theta, \phi) = \frac{-jE_0}{(kr)^2} \cos \phi \sum_{n=1}^{\infty} j^{-n}(2n + 1) \hat{J}_n(kr) \frac{d}{d\theta} P_n(cos \theta), \quad (4.41)
\]
where $\hat{J}_n(kr)$ is the alternative spherical Bessel functions of first kind, as defined in equation (4.40). The function $\hat{J}_n(.)$ was selected because the field must be finite at $r = 0$. The function $P_n(.)$ was selected because the field must be finite at $\theta = 0$ and $\pi$. The function $e^{-jkz}$ was selected because the input field is in the form of a wave that is $x$-polarized and travelling in the $z$ direction.

The point is described by spherical coordinates and so we need to find the electromagnetic field at $O$ in terms of the wave functions $\psi$ found in equation (4.9). By taking $\psi$ as a rectangular component of $A$ or $F$, the field components can be constructed. The explicit formulas for some field components in terms of $A_r$ and $F_r$ can now be found by expanding equations (4.21) and (4.22) with $A = A_r u_r$ and $F = F_r u_r$. The solutions for the incident vector potentials are,

1. in terms of the TM mode with $F_r = 0$:
\[
E_r = \frac{1}{y} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) A_r, \quad (4.42)
\]
2. in terms of TE mode with $A_r = 0$:

$$H_r = \frac{1}{\hat{z}} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) F_r,$$  \hspace{1cm} (4.43)

and,

3. with both $A_r$ and $F_r \neq 0$:

$$E_\theta = -\frac{1}{r \sin \theta} \frac{\partial F_r}{\partial \phi} + \frac{1}{\hat{y} r} \frac{\partial^2 A_r}{\partial \theta^2}, \quad H_\theta = \frac{1}{r \sin \theta} \frac{\partial A_r}{\partial \phi} + \frac{1}{\hat{z} r} \frac{\partial^2 F_r}{\partial \theta}, \hspace{1cm} (4.44)$$

$$E_\phi = \frac{1}{r} \frac{\partial F_r}{\partial \phi} + \frac{1}{\hat{y} r \sin \theta} \frac{\partial^2 A_r}{\partial \phi \partial \theta}, \quad H_\phi = -\frac{1}{r \sin \theta} \frac{\partial A_r}{\partial \theta} + \frac{1}{\hat{z} r \sin \theta} \frac{\partial^2 F_r}{\partial \phi \partial \theta}, \hspace{1cm} (4.45)$$

where $\hat{y}$ and $\hat{z}$ represent the characteristics of the medium as defined in equation (2.2). Equation (4.42) can be written as

$$E_r = \frac{1}{\hat{y}} \left( \frac{\partial^2}{\partial r^2} + k^2 - \frac{n(n+1)}{r^2} \right) A_r + \frac{n(n+1)}{\hat{y} r^2} A_i.$$  \hspace{1cm} (4.46)

According to equation (4.39), the first term of $A_r$ on the right hand side of equation (4.46) vanishes to yield, for the incident wave,

$$E^i_r = \frac{n(n+1)}{\hat{y} r^2} A^i_r.$$  \hspace{1cm} (4.47)

Then, by substituting for $E^i_r$ from equation (4.41)

$$A^i_r (r, \theta, \phi) = \frac{E_0 \cos \phi}{\omega \mu} \sum_{n=1}^{\infty} c_n \hat{J}_n(kr) \frac{d}{d\theta} P_n(\cos \theta),$$  \hspace{1cm} (4.48)

where

$$c_n = \frac{j^{-n}(2n+1)}{n(n+1)}.$$  \hspace{1cm} (4.49)

Equation (4.48) gives the $r$-component of the magnetic vector potential of the incident wave in terms of the TM mode. Using a similar procedure with the magnetic field $H^i_r$, the $r$-component of the electric vector potential of the incident wave can be found as

$$F^i_r (r, \theta, \phi) = \frac{E_0 \sin \phi}{k} \sum_{n=1}^{\infty} c_n \hat{J}_n(kr) \frac{d}{d\theta} P_n(\cos \theta),$$  \hspace{1cm} (4.50)
where the constant term \( c_n \) is the same as given in equation (4.49). This is the solution for the vector potential of the incident wave in terms of the TE mode. The \( r \)-component of the vector potentials of the scattered field in terms of both the TM and TE modes, can be found as

\[
A_r^s (r, \theta, \phi) = \frac{E_0 \cos \phi}{\omega \mu} \sum_{n=1}^{\infty} c_n \hat{H}_n^{(2)}(kr) \frac{d}{d\theta} P_n(\cos \theta),
\]
(4.51)

\[
F_r^s (r, \theta, \phi) = \frac{E_0 \sin \phi}{k} \sum_{n=1}^{\infty} e_n \hat{H}_n^{(2)}(kr) \frac{d}{d\theta} P_n(\cos \theta),
\]
(4.52)

where \( s_n \) and \( e_n \) are constants and \( \hat{H}_n^{(2)} \) is the Hankel function of second kind associated with equation (4.37) which are chosen since \( \hat{H}_n^{(2)}(kr) \rightarrow 0 \) as \( r \rightarrow \infty \).

The total \( r \)-components of the vector potentials are found from equation (4.48), (4.50), (4.51) and (4.52) as

\[
A_r (r, \theta, \phi) = \frac{E_0 \cos \phi}{\omega \mu} \sum_{n=1}^{\infty} [c_n \hat{J}_n(kr) + s_n \hat{H}_n^{(2)}(kr)] \frac{d}{d\theta} P_n(\cos \theta),
\]
(4.53)

\[
F_r (r, \theta, \phi) = \frac{E_0 \sin \phi}{k} \sum_{n=1}^{\infty} [c_n \hat{J}_n(kr) + e_n \hat{H}_n^{(2)}(kr)] \frac{d}{d\theta} P_n(\cos \theta).
\]
(4.54)

Now we use the boundary conditions on the conducting sphere, with \( r = a \), to find the constants \( s_n \) and \( e_n \). At the boundary (at \( r = a \) where \( a \) is the radius of the sphere), \( E_\phi = E_\theta = 0 \). We have found the relationship of \( A_r \) and \( F_r \) with the field components \( E_\theta \) and \( E_\phi \) in equations (4.44) and (4.45), respectively. Accordingly, by using these boundary conditions in equations (4.53) and (4.54), the two constants are found as

\[
s_n = -c_n \frac{\hat{J}_n'(ka)}{\hat{H}_n^{(2)}(ka)},
\]
(4.55)

\[
e_n = -c_n \frac{\hat{J}_n'(ka)}{\hat{H}_n^{(2)}(ka)}.
\]
(4.56)

Using the solution in equation (4.37), the functions \( \hat{J}_n(kr) \) and \( \hat{H}_n^{(2)}(kr) \) can be written in terms of ordinary Bessel functions as

\[
\hat{J}_n(kr) = \sqrt{\frac{\pi kr}{2}} J_{n+1/2}(kr),
\]
(4.57)
\[
\hat{H}^{(2)}_n(kr) = \sqrt{\frac{\pi kr}{2}} H^{(2)}_{n+1/2}(kr).
\] (4.58)

Now we substitute these formulas for \(\hat{J}_n(kr)\) and \(\hat{H}^{(2)}_n(kr)\) in equations (4.53) and (4.54) to obtain equations for \(A_r\) and \(F_r\) in terms of ordinary Bessel functions. Thus,

\[
A_r(r, \theta, \phi) = -\frac{E_0 \cos \phi \sin \theta}{\omega \mu} \sqrt{\frac{\pi kr}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H^{(2)}_{n+1/2}(kr) \right] P_n'(\cos \theta),
\] (4.59)

\[
F_r(r, \theta, \phi) = -\frac{E_0 \sin \phi \sin \theta}{k} \sqrt{\frac{\pi kr}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H^{(2)}_{n+1/2}(kr) \right] P_n'(\cos \theta),
\] (4.60)

since

\[
\frac{d}{d\theta} P_n(\cos \theta) = -\sin \theta P'_n(\cos \theta).
\] (4.61)

### 4.2.2 Field components

In order to find the field component of \(E_r\), we substitute for \(A_r\) from equation (4.59) in equation (4.42), then simplify further to yield

\[
E_r(r, \theta, \phi) = \frac{1}{y} \frac{E_0 \cos \phi \sin \theta}{4\sqrt{\pi k \mu}} \sqrt{\frac{k}{2r}} \left( \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H^{(2)}_{n+1/2}(kr) \right] P_n'(\cos \theta) \right)
\]

\[
-\frac{1}{2} \frac{k}{y} \frac{E_0}{\sqrt{\pi k \mu}} \cos \phi \sin \theta \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H^{(2)}_{n+1/2}(kr) \right] P_n'(\cos \theta)
\] (4.62)
where

\[ J_{n+1/2}^\prime(kr) = \frac{J_{n-1/2}(kr) - J_{n+3/2}(kr)}{2}, \]

\[ J_{n+1/2}^{\prime\prime}(kr) = \frac{J_{n-3/2}(kr) - 2J_{n+1/2}(kr) + J_{n+5/2}(kr)}{4}, \]

\[ H_{n+1/2}^{(2)}(kr)' = \frac{H_{n-1/2}^{(2)}(kr) - H_{n+3/2}^{(2)}(kr)}{2}, \]

\[ H_{n+1/2}^{(2)}(kr)'' = \frac{H_{n-3/2}^{(2)}(kr) - 2H_{n+1/2}^{(2)}(kr) + H_{n+5/2}^{(2)}(kr)}{4}. \]

(4.63)

Similarly, the field component \( E_\theta \) is found by substituting for \( A_r \) and \( F_r \) from equations (4.59) and (4.60), respectively, in equation (4.44) and further simplifying to yield

\[
E_\theta(r, \theta, \phi) = \frac{E_0}{kr} \cos \phi \sqrt{\frac{\pi k}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \\
- \frac{E_0}{gr\omega \mu} \cos \phi \cos \theta \frac{1}{2} \frac{\sqrt{k}}{2\pi} k \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \\
- \frac{E_0}{gr\omega \mu} \cos \phi \cos \theta \sqrt{\frac{\pi k}{2}} k \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \\
+ \frac{E_0}{gr\omega \mu} \cos \phi \sin^2 \theta \frac{1}{2} \frac{\sqrt{k}}{2\pi} k \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \\
+ \frac{E_0}{gr\omega \mu} \cos \phi \sin^2 \theta \frac{1}{2} \frac{\sqrt{k}}{2\pi} k \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta).
\]

(4.64)

In order to find \( E_\phi \), we substitute for \( A_r \) and \( F_r \) from equations (4.59) and (4.60), respectively, in equation (4.45). The resulting equation found for \( E_\phi \) is
\[ E_\phi (r, \theta, \phi) = -\frac{E_0}{kr} \sin \phi \cos \theta \sqrt{\frac{\pi kr}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \]

\[ + \frac{E_0}{kr} \sin \phi \sin^2 \theta \sqrt{\frac{\pi kr}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + e_n H_{n+1/2}^{(2)}(kr) \right] P''_n(\cos \theta) \]

\[ + \frac{E_0}{2\gamma r \omega \mu} \sin \phi \sqrt{\frac{\pi kr}{2}} \sum_{n=1}^{\infty} \left[ c_n J_{n+1/2}(kr) + s_n H_{n+1/2}^{(2)}(kr) \right] P'_n(\cos \theta) \]

\[ + \frac{E_0}{2\gamma r \omega \mu} \sin \phi \sqrt{\frac{\pi kr}{2}} k \sum_{n=1}^{\infty} \left[ c_n J'_{n+1/2}(kr) + s_n H_{n+1/2}'^{(2)}(kr) \right] P'_n(\cos \theta). \]  

(4.65)

### 4.2.3 Final solution for the total field

The field components \( E_r, E_\theta \) and \( E_\phi \) are the possible fields at point \( O \) in this coordinate system. The total field depends upon the position of the point \( O \) concerned. In other words, these field components can be changed in both magnitude and phase, depending upon the distance \( r \) and the angles \( \theta \) and \( \phi \). Therefore, the total field \( \mathbf{E} \) at the point \( O \) is

\[ \mathbf{E} = \mathbf{u}_r E_r + \mathbf{u}_\theta E_\theta + \mathbf{u}_\phi E_\phi, \]  

(4.66)

where \( E_r, E_\theta \) and \( E_\phi \) are the field components found in equations (4.62), (4.64) and (4.65) and \( \mathbf{u}_r, \mathbf{u}_\theta \) and \( \mathbf{u}_\phi \) are the unit vectors to \( r, \theta \) and \( \phi \)-directions, respectively.

Using an approach similar to the method used in the scattering problem of a cylindrical object, we now find a solution for the scattering field of the sphere at the measuring point. According to the set-up of the measuring system, the field is measured at the same antenna point from which the microwave signal is transmitted. Again, the need for an accurate alignment of the antenna applies here. As described in the two-dimensional approach, this result applies appropriately if the system is properly aligned to receive the maximum scattering response from the internal object. Suppose point \( O \) is rotated to \( O' \), (i.e. \( \theta \) changes by an angle \( \pi - \theta \)
then this point will lie along the $z$ axis and the distance $r$ becomes $d_1$, the distance to the centre of the sphere from the antenna point one. The spherical coordinate system after the rotation is shown in Figure 4.4. The new equation for the total field $E$ at point $O'$ is

$$E = [u_r E_r + u_\theta E_\theta + u_\phi E_\phi]_{\theta=\pi, \phi=0, r=d_1} \quad (4.67)$$

where $E_r$, $E_\theta$ and $E_\phi$ are the field components at $O'$ which can be found using equations (4.62), (4.64) and (4.65), respectively, with $\phi = 0$, $\theta = \pi$, and $r = d_1$.

Therefore, $E = (0, E_\theta, 0)$. Thus, the total field at $O'$ is

$$E_\theta = E_0 \sqrt{\frac{\pi}{2kd_1}} \sum_{n=1}^{\infty} (c_n \left(1 - \frac{j}{2kd_1}\right) J_{n+1/2}(kd_1)$$

$$+ \left(c_n - \frac{j s_n}{2kd_1}\right) H_{n+1/2}^{(2)}(kd_1) - j (c_n J_{n+1/2}'(kd_1) + s_n H_{n+1/2}'^{(2)}(kd_1)) \right) P_n^{'}(-1).$$

$$ (4.68)$$
In order to find the constants \( s_n \), we substitute for \( c_n \) from equation (4.49) in equation (4.55) and, by replacing \( \hat{J}_n'(ka) \) and \( \hat{H}_n^{(2)'}(ka) \) with \( J_n'(ka) \) and \( H_n^{(2)'}(ka) \), respectively using equation (4.37), and with further simplification we obtain

\[
\begin{align*}
  s_n &= -j^{-n}(2n+1) \left( \frac{J_{n+1/2}'(ka)}{n(n+1)} + \frac{1}{2ka} J_{n+1/2}(ka) \right), \\
  &\quad \left( \frac{H_{n+1/2}'(ka)}{n(n+1)} + \frac{1}{2ka} H_{n+1/2}(ka) \right) .
\end{align*}
\]

(4.69)

Similarly the constants \( e_n \) are found using equations (4.49), (4.56) and (4.37), and further simplifying to yield

\[
\begin{align*}
  e_n &= -j^{-n}(2n+1) \frac{J_{n+1/2}(ka)}{n(n+1)} ,
\end{align*}
\]

(4.70)

Now we substitute for the constants \( c_n \), \( s_n \) and \( e_n \), from equations (4.49), (4.69) and(4.70), respectively, in equation (4.68), and obtain

\[
\begin{align*}
  E_\theta &= E_0 \sqrt{\frac{\pi}{2kd_1}} \sum_{n=1}^{\infty} j^{-n(2n+1)} P_{1/2}(-1) \left( (1 - j \frac{2kd_1}{2kd_1}) J_{n+1/2}(kd_1) - H_{n+1/2}^{(2)}(kd_1) \right) \frac{J_{n+1/2}(ka)}{H_{n+1/2}(ka)} \\
  &\quad + \left( \frac{2kJ_n'(ka)+J_{n+1/2}'(ka)}{2kJ_{n+1/2}(ka)+H_{n+1/2}'(ka)} \right) \left( j \frac{2kd_1}{2kd_1} H_{n+1/2}(kd_1) + jH_{n+1/2}'(kd_1) \right) - jJ_n'(kd_1) .
\end{align*}
\]

(4.71)

Equation (4.71) gives the solution for the scattering problem of the sphere inside the host when the field point is at the new position \( O' \). This result is now appropriate for the use of a single antenna for both the transmit and receive signals. This is further explained in Chapter 6. However, using equation (4.66), this method can be generalised to obtain a solution for the forward problem at any point in the scattering field around the neighbourhood of the centre of the sphere (it is \( C \) in this model). If we apply this model for internal object detection, then \( a \) and \( d_1 \) in equation (4.71) represent the radius of the object and its distance from the surface of the host (the subscript “1” in \( d_1 \) is for antenna one). Similar to the two-dimensional wave problem, the forward equation found for the spherical waves also has an infinite series of wave functions. A reasonable solution can be obtained by computing partial sums of the series in equation (4.71) until they approach a constant value.
4.3 Inverse scattering problem of the conducting sphere

The inverse problem associated with the scattering from a sphere has to deal with the solutions obtained for forward problems in previous sections. There are field components in three different directions $r$, $\theta$ and $\phi$. When obtaining measurements in a location apart from the position of the antenna of transmission (when two antennas are used: one for transmission and one for receiving), then the angles $\phi$ and $\theta$ depend upon the position of the receiving antenna. With these data, the inverse method can compute the radius of the object and its distance from the measuring point. Again, the antenna alignment is very important here. It should be noted that the solution to the forward problems we obtained are for an ideal situation and therefore, in order to achieve good results, the microwave measurements must be obtained only after aligning the antenna to receive the maximum response from the foreign object.

The solutions to this inverse problem are found using the same iterative procedure explained previously in the one-dimensional and two-dimensional cases. However, the development of the inverse algorithm and computation of the unknowns are much harder compared to the previous cases as the forward equations need more terms in order to converge to sufficient accuracy. Again, for simplicity, we take the case with just two unknowns.

4.3.1 The general equation

Using the solutions to the forward problem obtained in equation (4.71), we form two general equations with two frequencies of the form

\[
\Delta \mathbf{E} = \begin{bmatrix} M_1 - E_1 \\ M_2 - E_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

(4.72)
where $E_1$ and $E_2$ are found from equation (4.71) with $k = k_i$ (where $k_i$ are the wave numbers which can be found from equation (3.24) with frequencies $f_i$ for $i = 1, 2$) and $M_i$ for $i = 1, 2$ are the measured field components with these two frequencies.

Equations for $E_1$ and $E_2$ in (4.72) are

$$E_i = -E_0 \sqrt{\frac{\pi}{2k_id_1}} \sum_{n=1}^{\infty} j^n \frac{(2n+1)P_n^{(1)}(-1)}{2} \left(1 + \frac{j}{2k_id_1} \right) J_{n+1/2}(k_id_1)$$

$$- \frac{H_{n+1/2}^{(2)}(k_id_1) J_{n+1/2}(k_ia)}{H_{n+1/2}(k_ia)} - \left( \frac{2k_iaJ_{n+1/2}'(k_ia)+J_{n+1/2}(k_ia)}{2k_iaH_{n+1/2}'(k_ia)+H_{n+1/2}(k_ia)} \right) \times$$

$$\left( \frac{j}{2k_id_1} H_{n+1/2}^{(2)}(k_id_1) - jH_{n+1/2}'(k_id_1) \right) + jJ_{n+1/2}'(k_id_1),$$

where $i = 1, 2$.

### 4.3.2 Jacobian matrix and the iterative procedure

The procedure of calculating the unknowns is very similar to that we used in the previous chapters and therefore the explanation here is limited. Consider

$$F_1 = \Delta E_1 = M_1 - E_1,$$

$$F_2 = \Delta E_2 = M_2 - E_2. \tag{4.74}$$

We construct the Jacobian matrix of the form

$$J(a, d_1) = \begin{bmatrix} J_{1,1}(a, d_1) & J_{1,2}(a, d_1) \\ J_{2,1}(a, d_1) & J_{2,2}(a, d_1) \end{bmatrix}, \tag{4.75}$$

where

$$J_{1,1}(a, d_1) = \frac{\partial E_1}{\partial a}, \quad J_{1,2}(a, d_1) = \frac{\partial E_1}{\partial d_1}, \quad J_{2,1}(a, d_1) = \frac{\partial E_2}{\partial a}, \quad J_{2,2}(a, d_1) = \frac{\partial E_2}{\partial d_1}, \tag{4.76}$$

in which we use the expression for the fields $E_1$ and $E_2$ (these are for two frequencies)
given by equation (4.73). (For convenience, we use only two variables to demonstrate the procedure of solving for unknowns.) The derivatives are explicitly

$$J_{1,1}(a, d_1) =$$

$$E_0 \sqrt{\frac{\pi}{2k_1 d_1}} \sum_{n=1}^{\infty} j^{-n(2n+1)/2} P_n(-1) \left( \frac{H_{n+1/2}^{(2)}(k_1 d_1)}{H_{n+1/2}^{(2)}(k_1 a)} \right)^2 \left( H_{n+1/2}^{(2)}(k_1 a) k_1 J'_{n+1/2}(k_1 a) - 

J_{n+1/2}(k_1 a) k_1 H_{n+1/2}^{(2)}(k_1 a) \right) + \frac{j \left( \frac{H_{n+1/2}^{(2)}(k_1 d_1)}{\sqrt{2k_1 d_1}} - H_{n+1/2}^{(2)}(k_1 d_1) \right)}{H_{n+1/2}^{(2)}(k_1 a) + \frac{1}{2k_1 a} H_{n+1/2}^{(2)}(k_1 a)} \times 

\left( H_{n+1/2}^{(2)}(k_1 a) + \frac{1}{2k_1 a} H_{n+1/2}^{(2)}(k_1 a) \right) \left( k_1 J''_{n+1/2}(k_1 a) + \frac{1}{2a} J'_{n+1/2}(k_1 a) \right) - 

J_{n+1/2}(k_1 a) \frac{1}{2k_1 a^{2}} \right) \times 

\left( k_1 H_{n+1/2}^{(2)}(k_1 a) + \frac{1}{2a} H_{n+1/2}^{(2)}(k_1 a) - H_{n+1/2}^{(2)}(k_1 a) \frac{1}{2k_1 a^{2}} \right) \right),$$

(4.77)
\[ J_{1,2}(a, d_1) = \]

\[ E_0 \sqrt{\frac{\pi}{2k_1 d_1}} \sum_{n=1}^{\infty} \frac{j^{-n(2n+1)P_n(-1)}}{2} \left( -k_1 J'_{n+1/2}(k_1 d_1) \left( 1 + \frac{j}{2k_1 d_1} \right) + J_{n+1/2}(k_1 d_1) \frac{j}{2k_1 d_1} + \right) \]

\[ k_1 H^{(2)}_{n+1/2} \left( j(k_1 d_1) \right) \frac{J_{n+1/2}(k_1 a)}{H^{(2)}_{n+1/2}(k_1 a)} + j \left( \frac{J'_{n+1/2}(k_1 a) + \frac{1}{2k_1} J_{n+1/2}(k_1 a)}{H^{(2)}_{n+1/2}(k_1 a)} + \frac{1}{2k_1} H^{(2)}_{n+1/2}(k_1 a) \right) \times \]

\[ \left( \frac{H^{(2)}_{n+1/2}(k_1 d_1)}{2d_1} - \frac{H^{(2)}_{n+1/2}(k_1 d_1)}{2k_1 d_1^2} - k_1 H^{(2)}_{n+1/2} \left( j(k_1 d_1) \right) - jk_1 J''_{n+1/2}(k_1 d_1) \right) \]

\[ -E_0 \sqrt{\frac{\pi}{2k_2 d_1}} \sum_{n=1}^{\infty} \frac{j^{-n(2n+1)P_n(-1)}}{2} \left( -J_{n+1/2}(k_1 d_1) \left( 1 + \frac{j}{2k_1 d_1} \right) + \frac{H^{(2)}_{n+1/2}(k_1 d_1)}{H^{(2)}_{n+1/2}(k_1 a)} \right) + \]

\[ j \left( \frac{J'_{n+1/2}(k_1 a) + \frac{1}{2k_1} J_{n+1/2}(k_1 a)}{H^{(2)}_{n+1/2}(k_1 a)} + \frac{1}{2k_1} H^{(2)}_{n+1/2}(k_1 a) \right) \left( \frac{H^{(2)}_{n+1/2}(k_1 d_1)}{2k_1 d_1} - \frac{H^{(2)}_{n+1/2}(k_1 d_1)}{2k_1 d_1^2} - jJ'_{n+1/2}(k_1 d_1) \right), \tag{4.78} \]

\[ J_{2,1}(a, d_1) = \]

\[ E_0 \sqrt{\frac{\pi}{2k_2 d_1}} \sum_{n=1}^{\infty} \frac{j^{-n(2n+1)P_n(-1)}}{2} \left( \frac{H^{(2)}_{n+1/2}(k_2 d_1)}{H^{(2)}_{n+1/2}(k_2 a)} \right) \left( \frac{H^{(2)}_{n+1/2}(k_2 a) k_2 J'_{n+1/2}(k_2 a) -} \right) \]

\[ J_{n+1/2}(k_2 a) k_2 H^{(2)}_{n+1/2} \left( j(k_2 a) \right) + \frac{j \left( \frac{H^{(2)}_{n+1/2}(k_2 d_1)}{2k_2 d_1} - \frac{H^{(2)}_{n+1/2}(k_2 d_1)}{2k_2 d_1^2} \right)}{H^{(2)}_{n+1/2}(k_2 a) + \frac{1}{2k_2 a} H^{(2)}_{n+1/2}(k_2 a)} \times \]

\[ \left( H^{(2)}_{n+1/2}(k_2 a) + \frac{1}{2k_2 a} H^{(2)}_{n+1/2}(k_2 a) \right) \left( k_2 J''_{n+1/2}(k_2 a) + \frac{1}{2a} J'_{n+1/2}(k_2 a) - \right) \]

\[ J_{n+1/2}(k_2 a) \frac{1}{2k_2 a^2} \right) - \left( J'_{n+1/2}(k_2 a) + \frac{1}{2k_2 a} J_{n+1/2}(k_2 a) \right) \times \]

\[ \left( k_2 H^{(2)}_{n+1/2} \left( k_2 a \right) + \frac{1}{2a} H^{(2)}_{n+1/2}(k_2 a) - H^{(2)}_{n+1/2}(k_2 a) \frac{1}{2k_2 a^2} \right) \right), \tag{4.79} \]
\[ J_{2,2}(a, d_1) = \]
\[ E_0 \sqrt{\frac{n}{2k_2d_1}} \sum_{n=1}^{\infty} \frac{j^{-n}(2n+1)P_n(-1)}{2} \left( -k_2J'_{n+1/2}(k_2d_1) \left( 1 + \frac{j}{2k_2d_1} \right) + J_{n+1/2}(k_2d_1) \frac{j}{2k_2d_1} + \right) \]
\[ k_2 H^{(2)}_{n+1/2}(k_2d_1) \frac{J_{n+1/2}(k_2a)}{H_{n+1/2}(k_2a)} + j \left( \frac{J'_{n+1/2}(k_2a) + \frac{1}{2}J_{n+1/2}(k_2a)}{H_{n+1/2}(k_2a) + \frac{1}{2}H_{n+1/2}(k_2a)} \right) \times \]
\[ \left( \frac{H_{n+1/2}'(k_2d_1)}{2d_1} - \frac{H_{n+1/2}(k_2d_1)}{2k_2d_1^2} - k_1 H^{(2)}_{n+1/2}(k_2d_1) - jk_2 J''_{n+1/2}(k_2d_1) \right) \]
\[ - E_0 \sqrt{\frac{n}{2k_2d_1}} \sum_{n=1}^{\infty} \frac{j^{-n}(2n+1)P_n(-1)}{2} \left( -J_{n+1/2}(k_2d_1) \left( 1 + \frac{j}{2k_2d_1} \right) + \frac{H^{(2)}_{n+1/2}(k_2d_1)J_{n+1/2}(k_2a)}{H_{n+1/2}(k_2a)} + \right) \]
\[ \frac{j}{2k_2d_1} \left( \frac{J'_{n+1/2}(k_2a) + \frac{1}{2}J_{n+1/2}(k_2a)}{H_{n+1/2}(k_2a) + \frac{1}{2}H_{n+1/2}(k_2a)} \right) \left( \frac{H_{n+1/2}'(k_2d_1)}{2k_2d_1} - H^{(2)}_{n+1/2}(k_2d_1) - jJ'_{n+1/2}(k_2d_1) \right). \]

Each derivative consists of an infinite series indexed by \( n \). Also, the Bessel functions and Hankel functions have first and second order derivatives given by

\[ J'_{n+1/2}(k_2a) = \frac{1}{2} \left( J_{n-1/2}(k_2a) - J_{n+3/2}(k_2a) \right), \quad (4.81) \]
\[ H^{(2)}_{n+1/2}'(k_2a) = \frac{1}{2} \left( H^{(2)}_{n-1/2}(k_2a) - H^{(2)}_{n+3/2}(k_2a) \right), \quad (4.82) \]
\[ J''_{n+1/2}(k_2a) = \frac{1}{4} \left( J_{n-3/2}(k_2a) - 2J_{n+1/2}(k_2a) + J_{n+5/2}(k_2a) \right), \quad (4.83) \]
\[ H^{(2)}_{n+1/2}''(k_2a) = \frac{1}{4} \left( H^{(2)}_{n-3/2}(k_2a) - 2H^{(2)}_{n+1/2}(k_2a) + H^{(2)}_{n+5/2}(k_2a) \right), \quad (4.84) \]

where \( i = 1, 2 \). A code was written in MATLAB for the above system. Each infinite series needs to be truncated at a point at which the truncation error is negligible. Once the Jacobian matrix is formed, the rest of the procedure is very similar to the method used in sections 2.4 and 3.2.2.
Again, this system needs a set of guess values for computing the unknowns. Starting from the initial guess values, the program runs for a number of iterations until the stopping criterion is satisfied. Here we use the minimum values of the difference of the field components, $|\Delta E_1|$ and $|\Delta E_2|$, for the stopping criterion. We have developed a scanning method for calculating unknowns and this will be discussed in Chapter 5.

### 4.4 Plane wave scattering from a non-conducting sphere

Here, we consider the object to be a non-conducting sphere. Similar to the approach for the non-conducting cylinder, we solve for the boundary condition of the object. The host model and its coordinate system are the same as in Figure 4.2 except that the circular object inside the model is assumed to be a non-conducting sphere.

#### 4.4.1 Forward problem

The electrical properties inside and outside the non-conducting sphere are assumed to be the same as those of the object and the host, respectively. The corresponding coordinate system is the same as in Figure 4.3. Here, the modal coefficients are found using the incident and scattered waves. Again, this approach is similar to the procedure used for the dielectric cylinder in section 3.3.1.

In equations (4.44) and (4.45), the solutions to $E_\theta$ and $H_\phi$ (with both $A_r, F_r \neq 0$) have been obtained by expanding equations (4.21) and (4.22). For the transverse magnetic (TM) mode, $F_r = 0$ and therefore, by substituting for $A_r$ from equation (4.48) in equations (4.44) and (4.45) and further simplifying, the impedance for the $n^{th}$ mode of the radially directed inward and outward-travelling waves at $r = a$
outside the sphere is obtained as

\[
Z_{1,n} = -\frac{E_\theta}{H_\phi} = \frac{k_1^2 k_1 J_n'(k_1 a) + k_1 C_{s,n}^{TM} H_n''(k_1 a)}{\hat{J}_n(k_1 a) + C_{s,n}^{TM} H_n''(k_1 a)},
\]

(4.85)

where \(\varepsilon_1\) and \(k_1\) are the permittivity and the wave number of medium one (the host) outside the sphere, respectively, and \(C_{s,n}^{TM}\) is the modal coefficient of the scattered wave for TM mode. Here, the media are assumed to be perfect and also \(\mu = 1\).

Similarly, the modal impedance for a radially directed wave inside the sphere, at \(r = a\) is

\[
Z_{2,n} = -\frac{E_\theta}{H_\phi} = \frac{k_2 J_n'(k_2 a)}{J_n(k_2 a)},
\]

(4.86)

where \(\varepsilon_2\) and \(k_2\) are the permittivity and the wave number of the medium inside the dielectric sphere (the object), respectively. The boundary conditions of the surface of the sphere \(r = a\) require the tangential component of the electric and magnetic fields to be continuous and so, \(Z_{1,n} = Z_{2,n}\) and, using equations (4.85) and (4.86), the modal coefficient \(C_{s,n}^{TM}\) is found as

\[
C_{s,n}^{TM} = \frac{-J_n'(k_1 a)}{H_n''(k_1 a)} \left[ \frac{\varepsilon_2 J_n(k_2 a)}{\varepsilon_1 k_2 J_n'(k_2 a)} - \frac{J_n(k_1 a)}{k_1 J_n'(k_1 a)} \right].
\]

(4.87)

Equation (4.87) is simplified to yield

\[
C_{s,n}^{TM} = q_n R_{s,n}^{TM}.
\]

(4.88)

where \(q_n = \frac{-J_n'(k_1 a)}{H_n''(k_1 a)}\) and

\[
R_{s,n}^{TM} = \frac{(\varepsilon_2 k_1 J_n(k_2 a) J_n'(k_1 a) - \varepsilon_1 k_2 J_n(k_1 a) J_n'(k_2 a)) H_n''(k_1 a)}{(\varepsilon_2 k_1 J_n(k_2 a) H_n''(k_1 a) - \varepsilon_1 k_2 J_n'(k_2 a) H_n''(k_1 a)) J_n'(k_1 a)}. \]

(4.89)

Similarly, for the transverse electric (TE) mode, \(A_r = 0\) and therefore, by substituting for \(F_r\) from equation (4.50) in equations (4.44) and (4.45) and further simplifying, the modal impedances outside and inside the sphere for the \(n^{th}\) mode of the radially directed inward and outward-travelling waves at \(r = a\) are found and
subsequently the modal coefficient for the TE mode is found as
\[
C_{s,n}^{TE} = -\frac{\hat{J}_n(k_1a)}{\hat{H}_n^{(2)}(k_1a)} \left[ \frac{\sqrt{\varepsilon_2}\hat{J}_n(k_2a) - \hat{J}_n(k_1a)}{\sqrt{\varepsilon_1}\hat{J}_n(k_1a)} - \frac{\hat{H}_n^{(2)}(k_1a)}{\hat{H}_n^{(2)}(k_1a)} \right].
\]  
(4.90)

\[
C_{s,n}^{TE} = a_n R_{s,n}^{TE},
\]  
(4.91)

where \(a_n = -\frac{\hat{J}_n(k_1a)}{\hat{H}_n^{(2)}(k_1a)}\) and
\[
R_{s,n}^{TE} = \frac{\left(\sqrt{\varepsilon_2}\hat{J}_n'(k_2a)\hat{J}_n(k_1a) - \sqrt{\varepsilon_1}\hat{J}_n'(k_1a)\hat{J}_n(k_2a)\right)\hat{H}_n^{(2)}(k_1a)}{\left(\sqrt{\varepsilon_2}\hat{J}_n'(k_2a)\hat{H}_n^{(2)}(k_1a) - \sqrt{\varepsilon_1}\hat{H}_n^{(2)*}(k_1a)\hat{J}_n(k_2a)\right)\hat{J}_n(k_1a)}. \]  
(4.92)

Now, the scattered fields for the dielectric sphere are found using the modal coefficients in equations (4.88) and (4.91) with constants \(s_n\) and \(e_n\) in equations (4.55) and (4.56), respectively. That is,
\[
c_n C_{s,n}^{TM} = c_n q_n R_{s,n}^{TM} = s_n R_{s,n}^{TM},
\]
\[
c_n C_{s,n}^{TE} = c_n a_n R_{s,n}^{TE} = e_n R_{s,n}^{TE}.
\]

Thus, the new equations for the total vector components \(A_r\) and \(F_r\) analogous to equations (4.59) and (4.60) are
\[
A_r(r, \theta, \phi) = \frac{E_0 \cos \phi}{\omega \mu} \sum_{n=1}^{\infty} \left[ c_n \hat{J}_n(kr) + s_n R_{s,n}^{TM} \hat{H}_n^{(2)}(kr) \right] \frac{d}{d\theta} P_n(\cos \theta),
\]  
(4.93)

\[
F_r(r, \theta, \phi) = \frac{E_0 \sin \phi}{k} \sum_{n=1}^{\infty} \left[ c_n \hat{J}_n(kr) + e_n R_{s,n}^{TE} \hat{H}_n^{(2)}(kr) \right] \frac{d}{d\theta} P_n(\cos \theta),
\]  
(4.94)

where the constants \(s_n\) and \(e_n\) have been replaced with \(s_n R_{s,n}^{TM}\) and \(e_n R_{s,n}^{TE}\), respectively. The constants \(R_{s,n}^{TM}\) and \(R_{s,n}^{TE}\) modify equations (4.53) and (4.54) so that the parameters for the properties of both regions, inside and outside the sphere, appear inside the equations. The functions \(\hat{J}_n(.)\), \(\hat{H}_n^{(2)}(.)\) and their derivatives are given in equations (4.57), (4.58) and (4.63), respectively. Once these modified equations are obtained, the rest of the procedure for finding equations for the total field at the measuring point is similar to the procedure for the conducting sphere discussed in section 4.2.2.
Again, as in the case of the non-conducting cylinder, one can see that, when the permittivity inside the sphere is large, that is when \( \epsilon_2 \) in equations (4.87) and (4.90) is large, the coefficients \( R_{s,n}^{TM} \) and \( R_{s,n}^{TE} \) tend to unity and therefore equations (4.93) and (4.94) become similar to equations (4.53) and (4.54) which have been obtained for the case of a conducting sphere.

4.5 Inverse problem of the non-conducting sphere

The solutions to the inverse problem of the non-conducting sphere are found using the same iterative method we used previously. The two general equations are found from equation (4.72) with the new forward equations. These equations can be found by using the vector components found in equations (4.93) and (4.94) and following the same procedure discussed in sections 4.2.2 and 4.2.3. Thus, equation (4.68) is modified to obtain the field components at \( O' \) for frequency \( f_1 \) and frequency \( f_2 \) as

\[
E_{\theta,1} = E_0 \sqrt{\frac{\pi}{2k_1d_1}} \sum_{n=1}^{\infty} \left( c_n \left( 1 - \frac{j}{2k_1d_1} \right) \right) J_{n+1/2}(k_1d_1) + \left( e_n R_{s,n,1}^{TE} - \frac{j s_n R_{s,n,1}^{TM}}{2k_1d_1} \right) H_{n+1/2}^{(2)}(k_1d_1) - j \left( c_n J_{n+1/2}'(k_1d_1) + s_n R_{s,n,1}^{TM} H_{n+1/2}(k_1d_1) \right) P_n'(-1),
\]

(4.95)

\[
E_{\theta,2} = E_0 \sqrt{\frac{\pi}{2k_3d_1}} \sum_{n=1}^{\infty} \left( c_n \left( 1 - \frac{j}{2k_3d_1} \right) \right) J_{n+1/2}(k_3d_1) + \left( e_n R_{s,n,2}^{TE} - \frac{j s_n R_{s,n,2}^{TM}}{2k_3d_1} \right) H_{n+1/2}^{(2)}(k_3d_1) - j \left( c_n J_{n+1/2}'(k_3d_1) + s_n R_{s,n,1}^{TM} H_{n+1/2}(k_3d_1) \right) P_n'(-1),
\]

(4.96)

where \( R_{s,n,1}^{TM} \) and \( R_{s,n,1}^{TE} \) are the coefficients for frequency \( f_1 \) which can be found from
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equations (4.89) and (4.92) and $R_{s,n,2}^{TM}$ and $R_{s,n,2}^{TE}$ are the coefficients for frequency $f_2$
which can be obtained with $k_1$ replaced with $k_3$ and $k_2$ replaced with $k_4$, respectively.

Equations for $R_{s,n,2}^{TM}$ and $R_{s,n,2}^{TE}$ are

\[
R_{s,n,2}^{TM} = \left(\varepsilon_2 k_3 J_n(k_4 a) J_n'(k_3 a) - \varepsilon_1 k_4 J_n(k_3 a) J_n'(k_4 a)\right) H_n^{(2)}(k_3 a) - \varepsilon_1 k_4 J_n'(k_3 a) J_n(k_4 a) J_n'(k_3 a),
\]

\[
R_{s,n,2}^{TE} = \frac{\left(\sqrt{\varepsilon_2} J_n'(k_4 a) J_n(k_3 a) - \sqrt{\varepsilon_1} J_n'(k_3 a) J_n(k_4 a)\right) H_n^{(2)}(k_3 a)}{\left(\sqrt{\varepsilon_2} J_n'(k_4 a) H_n^{(2)}(k_3 a) - \sqrt{\varepsilon_1} H_n^{(2)}(k_3 a) J_n'(k_4 a) J_n(k_3 a)\right)}.
\]

The constants $c_n$, $s_n$ and $e_n$ in equations (4.95) and (4.96) can be found from equations (4.49), (4.55) and (4.56), respectively. Wave numbers $k_1$ and $k_2$ for frequency $f_1$ and $k_3$ and $k_4$ for frequency $f_2$ can be found from equations (3.24) and (3.43), respectively. The rest of the procedure to find solutions for the inverse problem with the non-conducting sphere is similar to the method we explained in sections 3.3.2 and 4.3.

4.6 Results and discussion: spherical wave scattering

The forward equations of the conducting and non-conducting spheres obtained in the previous sections, were tested using MATLAB programs and the results are discussed in this section. A set of data which have been calculated using simulations was used to test the inverse algorithms.

4.6.1 Calculation of the field components

The two forward equations of the conducting sphere for frequency $f_1$ and frequency $f_2$ are found from equation (4.73). Using this result, the real and imaginary values of the field components of $E_1$ and $E_2$ were calculated for two sets of $a$ and $d_1$ values $(a$ and $d_1$ are the radius of the sphere and the distance to the measuring point from
the centre of the sphere, respectively) and the results are plotted in Figures 4.5 and 4.6, respectively. \( (E_1 \text{ and } E_2 \text{ are normalised with } E_0 = 1 \text{ volts m}^{-1}. \) Note: convergence here is subjective - it is the level of accuracy to which we are looking (the level of convergence depends upon the number of terms used). We can see that the field components have converged after approximately sixteen terms. These results are acceptable.

4.6.2 Calculation of unknowns

Figures 4.7 and 4.8 show the plots of the calculated values of \( a \), the radius of the sphere, and \( d_1 \), the distance to the centre of the sphere from the measuring point, respectively. Similar to the previous results for the calculation of unknowns, the corresponding values of \( |\Delta E_1| \) and \( |\Delta E_2| \) for frequencies \( f_1 \) and \( f_2 \), respectively, approach zero as can be seen in Figure 4.9. The inverse algorithm discussed in section 4.3 was used to obtain these results. For this test, two sets of guess values were
Figure 4.6: Plots of the imaginary parts of $E_1$, $E_2$ calculated using the forward equation for a spherically-shaped object, with two different frequencies $f_1$ and $f_2$.

used: $a=0.0035$ m, $d_1=0.045$ m and $a=0.0025$ m, $d_1=0.035$ m and, in the Figures 4.7, 4.8 and 4.9, the corresponding results are marked as (a) and (b), respectively. With each set of these guess values, the simulation process ran for 31 iterations.

In both of these simulation cycles, the algorithm has converged to the exact values $a$ and $d_1$ ($a=0.003$ m and $d_1=0.04$ m) to machine accuracy. Also at the same time the corresponding values of $|\Delta E_1|$ and $|\Delta E_2|$ have reached zero (Figure 4.9). In practical applications, the measured data can have errors due to noise. Here we investigate the effect of this noise for the calculation of unknowns using the inverse method. With $a = 0.002$ m and $d_1 = 0.04$ m, we calculated $E_{\theta,1}$ and $E_{\theta,2}$ from equations (4.95) and (4.96), respectively. Then errors were added into these calculated values and the unknowns were found using the inverse method of the sphere. The guess values were taken as $a =0.0022$ m and $d_1 =0.044$ m while the real values of $a$ and $d_1$ are: $a =0.002$ m and $d_1 =0.04$ m. The unknowns were calculated with 7, 3 and 0 percent errors added into the calculated values of $E_{\theta,1}$ and $E_{\theta,2}$. 
Figure 4.7: Plot of the calculated values of radius $a$ of the sphere using the inverse method. Plot (a) with guess values $a=0.0035$ m, $d_1=0.045$ m and (b) with $a=0.0025$ m, $d_1=0.035$ m (shown from the first iteration).

The errors were added into the real and imaginary values of the calculated $E_{\theta,1}$ and $E_{\theta,2}$ as a percentage. It was found that the results still converges to values $a$ and $d_1$ close to the original exact values but with some errors. The results are plotted in Figures 4.10 and 4.11. The calculated value of $a$ is more sensitive to noise compared to that of $d_1$. One should realise that the size of $a$ we used here is equal to 1/20 of the size of $d_1$ in metres. This effect is further investigated using the results of the cylindrical object and will be discussed in the next chapter.

We have calculated $a$ and $d_1$ with different sets of guess values. From these results we observed that the accuracy of the calculated values depends upon the guess values. If they are very far from the actual values one needs more iterations for the same accuracy. These limitations in the convergence process need to be further investigated and are discussed in the next chapter.

Solutions to the scattering problem of a non-conducting sphere discussed in
Figure 4.8: Plot of the calculated distance $d_1$ of the sphere using the inverse method. Plot (a) with guess values $a=0.0035$ m, $d_1=0.045$ m and (b) with $a=0.0025$ m, $d_1=0.035$ m (the initial guess and first iterations are outside of the scale used).

Figure 4.9: Values of $|\Delta E_1|$ and $|\Delta E_2|$ for each iteration within the inverse method.
Figure 4.10: Calculated sphere radius $a$ with errors added into the field components.

this chapter may be appropriate for a more realistic situation. Even though the unknowns calculated here are only the radius of the sphere and its distance from the measuring point, we can also, in principle, find some other unknowns (such as electrical properties) using several frequencies. If the permittivities inside and outside the object are also included as unknowns, then there would be four unknowns and the algorithm could have a $4 \times 4$ Jacobian matrix constructed from four general equations by using four different frequencies.

The derivatives of the Jacobian matrix have many terms that include series of Bessel functions, Hankel functions and Legendre functions and therefore the iteration process is more complicated. On the other hand, if the guess values are closer to the exact values of the unknowns, then the results can easily (with a lesser number of terms) converge to constant values. This is not the case when the guess values are far away from the exact values of unknowns. In practical situations there may be only limited information available for the unknowns. Therefore, in the next
chapter we develop a method to support the computation of the unknowns. This process scans for possible unknowns over certain ranges within which the values of the unknowns can be expected.
Chapter 5

Scattering response and computational stability

In previous chapters, both the forward and inverse problems of two-dimensional and three-dimensional scattering have been discussed. Here we further investigate the behaviour of the incident and backscattered field components with respect to variables such as the size of the object, the distance of the object from the measuring point and the dielectric properties of both the host and the scattering object. Also, an analysis is carried out for the inverse method to investigate the computational robustness with respect to the selection of guess values. In experimental or practical situations the data obtained with microwave measurements can have errors due to noise. Therefore the stability of the inverse method is further investigated with respect to errors added into phase and magnitude values of the field components. Overall, the motivation for these studies is to refine the forward and inverse methods for use in experimental and practical applications. We will use a two-dimensional case of a cylinder for illustration purposes.
5.1 Investigation on scattering response

According to the forward equations obtained in the previous chapters, both field components, $E_1$ and $E_2$ (for frequency $f_1$ and frequency $f_2$, respectively), can vary with the dielectric properties inside and outside the object as well as with the values of $a$ and $d_1$. In practice the size and the location of the object is not known but some information for the possible ranges within which these unknowns are expected may be available. When using the inverse method for computing unknowns, having this prior knowledge of the behaviour of the field components with respect to different values of the unknowns may be useful. In this section the response of the fields $E_1$ and $E_2$ is investigated when the scattering object takes different sizes, as well as different distances from the measuring point. Both the case of the object being a conducting cylinder and the subsequent modification of this to a non-conducting cylinder are considered. The latter case is tested by calculating $R_{c,n}$ for the asymptotic values when $\varepsilon_2$, the relative permittivity inside the cylinder, is large.

5.1.1 Field effect from the scattering object

The field components $E_1$ and $E_2$ were calculated using the forward equation (3.21) with frequency $f_1 = 2.0$ GHz and $f_2 = 2.2$ GHz of the of the conducting cylinder with different values of $a$ and $d_1$. For six pairs of $a$ and $d_1$ the corresponding field components were calculated using two different frequencies. For each pair of $a$ and $d_1$ the calculation process used sixteen terms after which $E_1$ and $E_2$ had converged to sufficient accuracy. The calculated results for the magnitudes of $E_1$ and $E_2$ are plotted in Figure 5.1 ($E_1$ and $E_2$ are normalised with $E_0 = 1$ volt m$^{-1}$).

The first three subplots show three sets of magnitudes for $E_1$ calculated with two sets of $a$ and $d_1$ values (set (1): $a = 0.004$ m and $d_1 = 0.02$ m, $a = 0.004$ m and $d_1 = 0.025$ m, and $a = 0.004$ m and $d_1 = 0.03$ m; set (2): $a = 0.002$ m and $d_1 = 0.025$ m, $a = 0.002$ m and $d_1 = 0.025$ m, and $a = 0.002$ m and $d_1 = 0.03$ m).
Figure 5.1: The calculated results of $E_1$ and $E_2$ (Magnitude) for different values of $a$ and $d_1$ (Plot (1) for $a=0.004$ m, Plot(2) for $a=0.002$ m).

Figure 5.2: The calculated results of $E_1$ and $E_2$ (Phase) for different values of $a$ and $d_1$ (Plot (1) for $a=0.004$ m, Plot(2) for $a=0.002$ m).
Similarly, the second three subplots show three sets of calculated magnitudes of $E_2$ with the same two sets of $a$ and $d_1$ values. In each plot the $x$-axis shows $N$, the number of terms in the calculation process. Similarly, the phase values of the field components $E_1$ and $E_2$ were calculated and the results are plotted in Figure 5.2.

In order to study the variations of $E_1$ and $E_2$ further, we solved the forward equation using a large range of $a$ and $d_1$. The results are plotted in Figures 5.3 and 5.4. The magnitude values of $E_1$ and $E_2$ oscillate trending downwards with respect to the distance $d_1$. The phase values of $E_1$ and $E_2$ increase steadily with the distance of the object from the antenna. For convenience, we have plotted the phase values in a range between $\pm \pi$ (one can see that the phase values have sudden jumps of $2\pi$ and this is purely because we have presented the results modulo $2\pi$).

The oscillations observed in magnitude and also the rate of change of the phase are related to the frequency of the signal used in the equations of $E_1$ and $E_2$. The magnitude oscillation repeats at a distance of one half of the wavelength of the microwave frequency, while the phase changes from $-\pi$ to $+\pi$ at a distance equal to the wavelength of the microwave frequency. (The wavelengths of $E_1$ and $E_2$ are approximately 15 cm and 13.6 cm, respectively.)

### 5.1.2 Field effect from dielectric properties

In this section the response of the scattered field with respect to the dielectric properties of the object inside the host is investigated. The modifications made to the forward equations using a non-conducting cylinder in Chapter 3 have been taken into consideration for this analysis. The values of $R_{c,n,1}$ and $R_{c,n,2}$ in equations (3.41) and (3.42) were calculated with different values of permittivities inside and outside the non-conducting cylinder. The simulation process needs a similar approach to that used in the previous calculations as there are terms containing Bessel and Hankel functions in these equations. We found that at least 30 terms were needed
Figure 5.3: Calculated values (magnitude) of $E_1$ for 2.0 GHz and $E_2$ for 2.2 GHz as functions of $d_1$.

Figure 5.4: Calculated values of $E_1$ and $E_2$ (Phase) as functions of $d_1$. 
for the series to converge to sufficient accuracy.

We used two frequencies and a set of reasonable values of \( a \) and \( d_1 \) for these calculations. The relative permittivity outside the object \((\varepsilon_1)\) was kept constant at 10 while the relative permittivity inside the object \((\varepsilon_2)\) was changed logarithmically up to a very large value (from 10 to \(10^{15}\) in 14 steps). The results obtained using equation (3.35) are plotted in Figure 5.5 \((R_{c,n,1} \text{ and } R_{c,n,2} \text{ have no units.})\). This figure illustrates some of the features of the magnitude of the coefficient \( R_{c,n} \):

1. The magnitudes of \( R_{c,n,1} \) and \( R_{c,n,2} \) increase as the relative permittivity \( \varepsilon_2 \) increases.

2. When \( \varepsilon_1 = \varepsilon_2 \), \( R_{c,n,1} = R_{c,n,2} = 0 \).

3. As \( \varepsilon_2 \rightarrow \infty \), magnitudes of \( R_{c,n,1}, R_{c,n,2} \rightarrow 1 \).

With large values of \( \varepsilon_2 \), the calculated values of field components \( E_1 \) and \( E_2 \) are approximately equal to those calculated with a conducting cylinder.

### 5.2 Limitations of the inverse method

When calculating the unknowns using the inverse method, we encounter a number of limitations. Here we analyse those factors in order to develop a robust system for the detection process. Consider the initial guess values of \( a \) and \( d_1 \). These have a large influence on the convergence to the solution. In section 3.6.1.2, Figure 3.8 illustrates the calculation of unknown \( a \) and \( d_1 \) values using two different sets of initial guess values. The results are acceptable as both sets of iterations converge to the actual values of \( a \) and \( d_1 \). However, for guess values further from the actual values this method does not converge.

Using the inverse method, we have computed a set of unknowns from different guess values. A set of known values \((a = 0.01 \text{ m and } d_1 = 0.16 \text{ m})\) was taken for
Figure 5.5: Calculated values of $R_{c,n}$ with different values of permittivity inside the object. (Note: the values have exceeded unity because of numerical error.)

Figure 5.6: Calculated values of the distance $d_1$ for a range of guess values. (The exact value of $d_1$ is 0.16m.)
Figure 5.7: Calculated values of the radius $a$ for a range of guess values. (The exact value of $a$ is 0.01 m.)

This computation. Each pair of guess values is iterated 30 times to compute $a$ and $d_1$. The total simulation process was then run for all pairs of guess values within a range. Final results of this simulation are plotted in Figures 5.6 and 5.7. Plot (1) was obtained with the guess values of $a = 0.006$ m and $d_1$ from 0.06 to 0.23 m in steps of 0.01 m, and plot (2) was obtained with the guess values of $a = 0.013$ m and $d_1$ from 0.06 to 0.23 m in steps of 0.01 m. These figures indicate that the calculated values of $a$ and $d_1$ are correct only within a certain range of guess values. Both calculated values of $a$ and $d_1$ are equal to their exact values only when the selected guess values of $d_1$ are within 0.13 to 0.19 m.

For each set of exact values of $a$ and $d_1$, there is a specific range of initial guess values within which the algorithm can calculate acceptable values for unknowns. We call this the safe range. The safe range for two specific examples is presented in Table 5.1. However, the range of initial guess values of these unknowns can
be further extended at the expense of some acceptable errors in calculated results. Further to these results, the number of iterations needed for convergence varies with the selected guess values. The effects of these upon the computational performance will be discussed in the next section.

### 5.3 Stability analysis

This section demonstrates the results of an analysis carried out to test the performance of the inverse algorithm. First, the performance of the convergence process for calculating unknowns was tested using a large number of guess values. Secondly, the accuracy of the calculated results in the presence of noise in the measurement result is investigated.

We carried out a number of simulations to test our inverse algorithm for convergence. First, using the forward method for the conducting cylinder (equation (3.21)), the values of $E_1$ and $E_2$ were calculated for the values of $a$ and $d_1$ equal
Figure 5.8: Number of iterations required for convergence of the simulations with different initial guess values of $a$ and $d_1$.

to 0.002 m and 0.04 m, respectively. Then, the inverse algorithm (section 3.2.2) was tested for convergence using a range of initial (guess) values of $a$ and $d_1$. The selected range starts from $a = 0.001$ m and $d_1 = 0.03$ m with steps of 0.0002 and 0.002 m, respectively, to $a = 0.0035$ m and $d_1 = 0.048$ m. Every pair of initial values was tested separately to determine the number of iterations, $N$, required for convergence. In Figure 5.8, the number of iterations is shown for each pair of initial (guess) values of $a$ and $d_1$. (See key at right-hand corner of the chart.)

When the guess values are closer to the exact values the system requires only a few iterations (blue colour regions in the chart). On the other hand, when the initial values are far away from the true values we require a large number of iterations and furthermore there exists a range beyond which we cannot expect any accuracy in the convergence. In our test, with less than 9 iterations, $a$ and $d_1$ can vary up to $\pm 50\%$ and $\pm 25\%$ from their actual values, respectively. For our example we found
Figure 5.9: Inverse solutions for $a$ and $d_1$ from the field components with added measurement errors.

$a = 0.001$ to $0.003$ m and $d_1 = 0.03$ to $0.48$ m are the safe ranges for convergence to exact values of $a = 0.002$ m and $d_1 = 0.04$ m. We suggest that in general 20 iterations are used in order to determine whether the process is within a safe range before restarting the iteration process with alternative starting values for $a$ and $d_1$. It is important to display the result with double precision in order to obtain the exact solutions so that more realistic answers for the unknowns can be identified.

5.4 Error analysis

In a practical situation, there will be errors in the measurement process due to a number of factors such as inaccuracy in the calibration, antenna alignment, focusing, etc. Finding approximate solutions to the inverse problem, even with some errors in the measurement data (in an acceptable range), is then required.
In section 4.6.2, we added errors into the field components to investigate the subsequent errors in the calculated unknowns. Further to this, here in this section, we carry out a series of tests to find the stability of the inverse method against the errors in the field components.

By adding errors to the results of the calculated values of the forward equation, that is $E_1$ and $E_2$ in equation (3.23), we simulated to find the corresponding errors in $a$ and $d_1$. With one set of guess values within the acceptable safe range, the values of $a$ and $d_1$ were computed using the inverse algorithm. We added 10%, 20% and 30% errors into the calculated field components in the general equation (3.23) to simulate the inverse algorithm for convergence. The results of the calculated unknowns $a$ and $d_1$, and $|\Delta E_1|$ and $|\Delta E_2|$ are shown in Figures 5.9 and 5.10, respectively. $|\Delta E_1|$ and $|\Delta E_2|$ have converged towards zero. When the error added into $E_1$ and $E_2$ is small the corresponding errors in the calculated values of $a$ and $d_1$ are relatively small.
Apart from this, we have carried out separate simulations to investigate the behaviour of the inverse algorithm at the presence of errors in the field components. The errors in the measurement values and the corresponding errors found in the real values of $a$ and $d_1$ are presented in Table 5.2 (this investigation is different to the test results discussed above).

<table>
<thead>
<tr>
<th>Measurement error</th>
<th>Error in $a$</th>
<th>Error in $d_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>2.1%</td>
<td>0.005%</td>
</tr>
<tr>
<td>2%</td>
<td>5.1%</td>
<td>0.125%</td>
</tr>
<tr>
<td>3%</td>
<td>10.5%</td>
<td>0.16%</td>
</tr>
<tr>
<td>5%</td>
<td>18.5%</td>
<td>0.31%</td>
</tr>
<tr>
<td>7.5%</td>
<td>29.5%</td>
<td>0.41%</td>
</tr>
<tr>
<td>10%</td>
<td>41.5%</td>
<td>0.54%</td>
</tr>
</tbody>
</table>

The percentage error in $a$ is quite large with large measurement errors (percentage error is defined as the percentage of the absolute difference of the calculated values and the exact values of the unknowns). We should note that our original value of $a$ is small compared to $d_1$ ($d_1$ is twenty times larger than $a$). However, in general, $d_1$ is less sensitive to measurement errors than $a$. In the application the value of $d_1$ which is the distance to the location of the object is more important. In practice some form of calibration could be performed to reduce the influence of the measurement error.
5.5 Scanning method

To obtain acceptable solutions using microwave measurement data in practical applications, the inverse method has to deal with two major situations. One is the noise which can be included in the measurement data (section 5.4). The other is the lack of information about the unknowns. When finding solutions to the inverse problem in simulations, we have information about the exact values of the unknowns, but in practical applications the information is more limited. For example, in breast tumour detection, it is known that a tumour must be within a possible range of 0 to 6 cm within the breast. Therefore, we develop an approach capable of finding suitable solutions within an appropriate range, depending upon the type of application.

5.5.1 Safe range

The final result of the inverse method depends upon the following factors:

1. Selection of the guess values.

2. Number of terms required for the forward equations to converge.

3. Stopping criteria of the simulation process.

4. Number of iterations required for the calculation process.

5. The values of the residuals at convergence (to converge to zero).

6. The values of the calculated unknowns.

In practical applications, in order to find the unknowns using the measured data, we need to know the possible safe regions that can be used in the inverse algorithm. The safe region is the limit of the guess values of unknowns ($a$ and $d_1$) where the general equation safely converges to a feasible value (real, positive and of the right
This can be found by using several guess values (section 5.3). That is, using a number of guess values, \( a_g, d_{1,g} \) the safe regions for \( a \) and \( d_1 \), respectively, are found such that within these regions the system converges safely to the exact known values of \( a \) and \( d_1 \). Then, by using these estimates with step-size of \( x_1 \) and \( x_2 \), a complete test for finding the unknowns can be performed. Here, the ranges within which the unknown values of \( a \) and \( d \) can be expected are divided equally are called the safe ranges. This is described in the following paragraph and illustrated in Figure 5.11.

### 5.5.2 Test for convergence

In order to find the exact solution for the unknown radius of the object and its position, the scanning method requires a series of tests. The distribution of the grid points chosen for the convergence test is shown in Figure 5.11. The procedure is
as follows: Take $a_r, r = 1, \ldots, R$ where $a_r$ denotes the $r^{th}$ candidate object radius from a set of radii ranging from $a_1$ in steps of $x_1$ to $a_R$ where $x_1$ is the smallest safe range for the radius $a$. Similarly for the antenna one, $d_{1,g}, g = 1, \ldots, G$, where $d_{1,g}$ denotes the $g^{th}$ candidate object distance from a set of distances ranging from $d_{1,1}$ in steps of $x_2$ to $d_{1,G}$ where $x_2$ is the smallest safe range for the distance $d_1$. Then, we use a set of $G \times R$ tests where the initial hypothesis is that either no object is present at distance $d_{1,g}$ or the object radius $a_r$ is incorrect. An alternative candidate is selected sequentially for the next test from the set of candidate identities:

$$\left\{ \begin{array}{c}
\left[ \begin{array}{c}
a_1 \\
d_{1,1}
\end{array} \right],
\left[ \begin{array}{c}
a_1 + x_1 \\
d_{1,1}
\end{array} \right],
\left[ \begin{array}{c}
a_1 + 2x_1 \\
d_{1,1}
\end{array} \right],
\cdots
\end{array} \right\}$$

$$\left\{ \begin{array}{c}
\left[ \begin{array}{c}
a_R \\
d_{1,1}
\end{array} \right],
\left[ \begin{array}{c}
a_1 \\
d_{1,1} + x_2
\end{array} \right],
\left[ \begin{array}{c}
a_1 + x_1 \\
d_{1,1} + x_2
\end{array} \right],
\cdots
\end{array} \right\}$$

(5.1)

The validity of the initial hypothesis is decided using criteria which depend upon certain conditions (for example, that the distances are feasible and positive real). Results of each simulation (that is real and imaginary values of $\Delta E$, object radius $a$ and distance $d_1$) are compared at the end of each test according to:

- the initial hypothesis is selected if the results do not exactly match the criteria,
- otherwise, the alternative hypothesis is selected to stop the testing process and to provide estimates for the unknowns.

The criteria for accepting the solutions as correct are decided by considering the final value of $|\Delta E|$ and the calculated values of $a$ and $d_1$. Further investigation on this has been carried out with an experimental situation so as to confirm the accuracy and the results are discussed in Chapter 7.

In the simulation test, we calculated unknowns when $|\Delta E| \leq 1 \times 10^{-8}$ and $a$ and $d_1$ are purely positive and real. We set the total scanning range $a$ from 0.0005 to
0.004 m and \(d_1\) from 0.005 to 0.06 m to test for some known pairs of \(a\) and \(d_1\) values using the inverse method. Using a 3.2 GHz, P4 processor our program took less than a minute to find \(a\) and \(d_1\) even if their exact values are in the extreme positions of this scanning range (exact values of \(a\) and \(d_1\) are 0.004 and 0.06 m, respectively). This procedure can be used to compute the radius of the object and its distance from other antenna positions using respective phase and magnitude values of the field components. Then it is a matter of geometry to find the location of the object within the host.

**5.6 Chest-wall effect**

In this section the effect of the chest wall on the signal scattered from the tumour is discussed. According to the biological structure, it is hard to distinguish the effect of the signal reflected from the chest wall completely but, it may be possible to minimise the prediction error of the values of the calculated unknowns by considering the backscattering effect in the proximity of chest muscle. We are analysing the signal in the frequency domain. Therefore, the influence of various sources of clutter that can obscure the tumour detection do not severely affect the results when compared to the noise and dispersion effects in time-domain microwave breast imaging methods [81, 104].

In practical applications, the field at the antenna point is found using microwave measurements. Then the values for the unknown tumour radius and its distance from the breast surface may be calculated using the inverse method. However, as well as the reflection from the tumour, the reflection from the chest wall can have a significant effect on the measurements. Therefore, using the same model we shall now discuss the effect of the chest wall which we assume to be just behind the (presumed to be) conducting cylinder.

When the signal is sent from the antenna front-end, we would expect that a large
amount of its energy would be dissipated through the chest wall while only a small amount of the signal is reflected back to the antenna. From equations (3.14) and (3.36), the new equation for the resultant field at the antenna due to the reflection of both the tumour and the chest wall may be found as

\[
E_{1,z}^{s,t}(d_1, f_1) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} \left[ -\frac{J_n(k_1 a)}{H_n^{(2)}(k_1 a)} R_{c,n} H_n^{(2)}(k_1 d_1) \right] e^{j n \phi} + E_{1,z}^{s,w}(d_1, f_1), \tag{5.2}
\]

where \(E_{1,z}^{s,w}(d_1, f_1)\) is the reflected signal from the chest wall. If the magnitude of the reflection coefficient of the chest wall is \(R_w\) then

\[
E_{1,z}^{s,w}(d_1, f_1) = E_0 R_w e^{j(k_1 d_1 + 2k_1(y - d_1) + \theta_w)}, \tag{5.3}
\]

where \(y\) is the distance to the chest wall from the antenna point and \(\theta_w\) is the phase shift of the reflected signal at the wall boundary. Here, the total field is considered as approximately equal to the superposition of the scattered field from the tumour and the scattered field from the chest wall. We show this using a similar situation in the experimental study which is explained in Chapter 6.

Now, equation (3.37) can be modified (this is the forward equation of the two-dimensional scattering problem of the dielectric cylinder after \(\phi\) is rotated by an angle \(\pi - \phi\)) to include the chest-wall effect. The resultant field at the antenna due to the reflection of both the cylinder and the chest wall is

\[
E_{1,z}^{t}(d_1, f_1) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} \left[ J_n(k_1 d_1) - \frac{J_n(k_1 a)}{H_n^{(2)}(k_1 a)} R_{c,n} H_n^{(2)}(k_1 d_1) \right] + E_{1,z}^{s,w}(d_1, f_1). \tag{5.4}
\]

where \(E_{1,z}^{s,w}(d_1, f_1)\), the reflected signal from the chest-wall at the receiving point in the absence of an object which would of course present practical difficulties for in-vivo breast tumour detection, is replaced with equation (5.3) (here, we assume that there no effect due to multiple scattering). Once the total field is measured at the antenna point, the same procedure of the inverse method is used to find more accurate values for the unknown tumour radius and location.
5.7 Frequency selection

When a microwave signal is propagating in a lossy medium the wave is attenuated in the direction of travel. Equation (3.10) which was used for a loss-less medium can now be modified for a lossy medium and the wave number at frequency $f_1$ can be written as

$$k_1^t = \frac{\omega_1}{c} \sqrt{(\varepsilon' - j\varepsilon'') - \frac{j\sigma}{\omega_1\varepsilon_0}},$$

(5.5)

where $\sigma$ is the conductivity, $\varepsilon'$ is the relative permittivity, $\varepsilon''$ is the relative dielectric loss factor and $\varepsilon_0$ is the permittivity of free space given by $8.854 \times 10^{-12}$ F/m. Here we assume the relative permeability does not make a significant contribution to the loss of the signal and therefore equate it to 1.

The measured data for the above properties of both the breast tissue and the tumour are available in the literature [104, 54]. By selecting reasonable values for the properties of the tumour and the breast tissue, we can find the wave number for the breast tissue using equation (5.5). Then, equation (3.10) can be replaced with equation (5.5) when used in practical applications. According to the results of the practical measurements [54, 57], the permittivity and conductivity of a tumour are significantly different to normal breast tissue. The effect of conductivity on the wave propagation can be considered as having a smaller contribution at high frequencies (this can be seen from equation (5.5)) compared to that of the permittivity.

The breast tissue in which the microwave signal travels is frequency dispersive. This can be clarified when looking at the experimentally determined results in [104, 105]. The relative dielectric constant of a tumour is significantly higher at low frequencies of the order of few MHz, but it is highly frequency dispersive at low frequencies. Therefore, it is very important to select a range of frequencies in which there exists a minimal variation in the electrical properties of both the breast tissue and the tumour.
Apart from this, the scan-depth can vary with the wavelength of the signal. Accordingly, a frequency range of 1-3 GHz can be used for this application.
Chapter 6

Laboratory experiment for microwave detection

The solutions obtained for the two-dimensional and three-dimensional scattering problems are tested experimentally in this chapter. First, the experimental set-up and the measurement procedure are described. Then the measurement results are analysed for the purpose of detecting a foreign object using microwave measurements. The experimental results have a good agreement with the analytically calculated results.

6.1 Measurement system

The experimental set-up for microwave detection is shown in Figure 6.1. This arrangement is similar to the microwave application system shown in Figure 1.3. In this experiment, the backscattered field measured at a single antenna is studied in detail. The arrangement is as follows: The Network Analyser (NA) sends the microwave signal to the antenna through the waveguide. The scattering object, which is kept in front of the antenna, is illuminated by the microwave signal radiated from its aperture. In this experiment, the air represents the host in the model which was
used in the analytical study (see Figure 3.3). Similarly the concrete wall behind the object represents the wall in the model. The backscattered signal is received by the same antenna and is sent back to the analyser for measurements. A long copper cylinder was taken as the object for this experiment.

A Vector Network Analyser (VNA) was used for this experiment to obtain accurate measurements of the reflection coefficient. (Network analysers are used to measure microwave signals and analyse both the amplitude and phase properties [2, 35].) The specification of the instrument is as follows: The product is Agilent Technologies 8714ES Radio Frequency Network Analyser (S-parameter), 300kHz to 3GHz. More details are available in the user’s guide [106]. The NA generates the microwave signal. The RF coaxial type wave guide carries forward and backward signals between the analyser and the antenna. The RF loss in the wave guide and the connectors are assumed to be very minimal and therefore can be neglected in
this analysis. One end of the wave guide is connected to the NA while the other end is connected to the antenna flange. The design parameters of the flange are given in the next section. More details on wave guides and microwave transmission are available in the references [10, 97].

6.1.1 Antenna and design parameters

An electromagnetic horn antenna is used to match the waves from the guiding system to a large radiating aperture. Figure 6.2 shows an isometric view of the antenna through which the signals are transmitted and received in this experiment. The design parameters of the antenna flange follow the basic concepts of wave guide theory [7, 14, 107]. Its physical size, $U$ and $V$ in Figure 6.2, determines the mode of propagation. It is considered that this system fulfils the following requirements:

1. The waves (transmitted and received) can be propagated between the NA and the antenna aperture with minimal loss of signal.

2. The rectangular wave guide (flange) is able to propagate the dominant mode, $TE_{01}$, in a loss-free dielectric medium.

3. It is possible to operate well above the cut-off frequency.

The actual antenna dimensions are $A = 0.235$ m, $B = 0.308$ m (these are vertical and horizontal lengths, respectively), $V = 0.10$ m, $U = 0.05$ m with an antenna horn angle of 17.5 degrees.

In this antenna system, microwave propagation takes place only when the width of the wave guide ($V$ in the diagram) is greater than one half of the wavelength [14, 8]. Accordingly, $\lambda_c$, the cut-off wavelength, is 20 cm for $TE_{01}$ mode ($V/U=2$ to have a 2:1 frequency range of single-mode operation [14]) and therefore the cut-off frequency is found according to the fundamental relationship

$$f_c = \frac{c}{\lambda_c},$$

(6.1)
where $c$ is the velocity of light. In this experiment the size of the waveguide feed has been chosen so that the desired operating frequency of 2-3 GHz lies within the frequency range for which only the transverse electric ($TE_{01}$) mode propagates. When frequencies of 2-3 GHz are used, this system operates well above the cut-off.

6.1.2 Measuring environment

When the microwave field measurements were obtained, the antenna was directed at a blank concrete wall. A copper circular cylinder which represents the object in this experiment was placed in front of the antenna parallel to its front face as shown in Figure 6.1. The NA, waveguide and the antenna were placed on a wooden bench so that this whole system can be moved forward and backward. Similarly, the cylinder was fixed in a separate stand to make it possible to change the distance to the cylinder from the aperture of the antenna. The experimental set-up was not
isolated from external microwave sources and so, in principle, it was possible for noise to affect the measuring environment.

### 6.1.3 Instrumental calibration for measurements

The microwave network consists of the wave guide and its connectors, the antenna system and the host which is electrically coupled with the antenna aperture (we take air as the medium of the host in this experiment).

The NA is adjusted before connecting to the circuit for measurements. The frequency, power, magnitude, phase and other parameters were set using the keypad of the analyser. The details of the settings and the instrument calibration procedure are available in the guidelines of the user’s manual of the NA [106].

#### 6.1.3.1 Normalising at the antenna aperture

When the wave propagates to the antenna from the instrument, its amplitude and phase can change due to the characteristic impedance of the microwave circuit. In order to deal with this situation, the signal at the front-face (aperture) of the antenna was normalised before obtaining the measurements.

There is a simple procedure to normalise the signal to the antenna aperture. First, the signal frequency and its power have to be adjusted at the NA to the desired values. Then, the front-face of the horn antenna has to be closed properly using a conducting plate to make a perfect short circuit at the antenna aperture. Then, the instrument is set to the normalising mode. Now, the instrument itself adjusts the transmitted signal so that the signal which has been set in the instrument keypad would be available at the aperture when the short circuit is removed. According to our settings, the antenna aperture radiates a signal of unit amplitude with zero degrees for the phase angle.
6.1.3.2 Measurement procedure

Microwave measurements are taken from the analyser in several situations as required for our investigation. The copper cylinder was illuminated with a microwave signal radiated from the antenna to measure the reflection coefficient. The NA was connected to a computer to record the measurement data using a data transport network. Some of the important steps followed for obtaining microwave measurements with the cylinder are:

1. Ensure all the connections of the experimental set-up are in order.

2. Set the NA for reflection coefficient measurements and adjust to the required frequency (for more details on NA settings, see [106]).

3. Normalise the signal at the antenna front-end.

4. Obtain measurements with the antenna directed towards the wall. Also measure the distance from the antenna to the wall (the length $d_1 + l$ in Figure 6.1).

5. Obtain measurements with the scattering object placed in front of the antenna along its bore sight axis (the cylinder must be kept parallel to the aperture plane of the antenna).

6. Repeat step 5 with the object placed at different positions along the bore sight axis in front of the antenna. At every measurement, when moving the object, the distance to the centre of the cylinder from the antenna aperture is measured (the length $d_1$ in Figure 6.1).

7. Change the frequency and repeat 3-6.

Apart from the measurements with the cylinder, we conducted a similar experiment with a sphere. The procedure for obtaining measurements with the sphere is much the same as the above steps. More details are given later in this chapter.
6.2 Experimental data record

The measuring instrument was adjusted to display the amplitude and phase values of the reflection coefficients. It is not possible to measure the reflection coefficient of the cylinder directly. Instead it is computed from two sets of measured data with and without the cylinder. In the first part of the experiment, the antenna is kept fixed and the cylinder is moved away from the antenna towards the wall in 5 mm steps to obtain measurements. (Note that the antenna was kept closer to the front wall in order to minimise the effect from neighbouring walls.) For each position of the cylinder, the measurements are repeated twenty times at the selected frequencies. The results at each frequency are averaged. All distances are measured in metres.

In the second part of the experiment, measurements were obtained without the cylinder and with only the wall. The antenna was moved towards the wall and, after each step, the length between the aperture and the wall \((l + d_1\) in Figure 6.1) and the reflection coefficients were measured. The output power of the signal is 1 mW.

Details of the recorded items:

1. \(U(s/c)\) and \(\theta(s/c)\) - Magnitude and phase of the reflection coefficient with short circuit \((s/c)\) antenna. These measurements are related to the antenna normalization discussed in section 6.1.3.1. It is important to make a good short circuit at the aperture so that the values of \(U(s/c)\) and \(\theta(s/c)\) are equal to one and zero radians, respectively.

2. \(U(o/c)\) and \(\theta(o/c)\) - Magnitude and phase of the reflection coefficient with open circuit \((o/c)\) antenna, that is, the short circuit of the antenna aperture is removed and the reflection from the wall is measured (without the cylinder).

3. \(U_{c+w}\) and \(\theta_{c+w}\) - Magnitude and phase of the reflection coefficient with the
cylinder and the wall. For this case, the cylinder is placed between the antenna and the wall and then the reflection coefficient is measured.

4. \( a \) and \( d_1 \) - Radius of the cylinder and the distance of its centre from the antenna. For each measurement, the distance to the centre of the cylinder from the aperture plane was recorded (distance \( d_1 \) in Figure 6.1).

5. The room in which the measurements were made is approximately 8 m × 6 m × 3 m in size. The distance between the aperture plane and the wall (\( l + d_1 \) in Figure 6.1) is equal to 83.5 cm. The walls are made of concrete materials but we are not aware of their electrical properties. Further investigation on the surrounding materials and their effect on microwave frequencies is beyond the scope of the project at this stage.

6.3 Measurement results

The data collected from the measurements with a cylinder of diameter 1.3 cm have been plotted in Figure 6.3. The magnitude of the reflection coefficient oscillates in a pattern with respect to the distance \( d_1 \). The repetition of the maxima and the minima is found to be approximately equal to one half of the wavelength of the signal that is used to obtain these measurements (\( \lambda/2 = 6.25 \) cm at 2.4 GHz). The phase of the reflection coefficient oscillates in a similar way to the magnitude (see Figure 6.4). These variations are discussed further in section 6.4.

6.3.1 Calculation of the cylinder reflections from measured results

Once the signal is excited from the antenna aperture, it propagates towards the cylinder and the wall (we assume the medium inside the room is loss-free). Two
Figure 6.3: Reflection coefficient measured with the wall and the cylinder at 2.4 GHz frequency: magnitude versus distance.

Figure 6.4: Reflection coefficient measured with the wall and the cylinder at 2.4 GHz frequency: phase (modulo $2\pi$) versus distance.
Figure 6.5: Wave reflection and transmission at the boundaries of the propagation medium.

major backward waves can be expected. When the wave is incident upon the boundary of the wall, a part of this wave may be reflected back from the boundary while the rest is being transmitted through the surface into the wall. This is illustrated in Figure 6.5. The waves which hit the conducting cylinder are completely scattered away from its boundary. Accordingly, two backscattered waves can be expected: one which is from the cylinder and another from the wall. These scattered waves are captured when they reach the aperture of the antenna. Figure 6.5 shows the wave transmission and reflection from the boundaries of the wall and the conducting cylinder. It also illustrates the cylindrical coordinate system associated with the conducting cylinder. The length $B$, as marked along the front-face of the antenna, and other details of the microwave network are given in section 6.1.1 (see under antenna dimensions). The bore sight axis of the antenna is perpendicular to the wall. The wave excited from the antenna is $z$-polarized and travelling in the
The complex reflection coefficient of the wall looking at $O'$, that is from a distance $d_1 + l$ from the boundary of the wall, can be written as

$$U_w e^{j\theta_w} = \Gamma_w e^{-j(2k_1(d_1+l)+\xi)}, \quad (6.2)$$

where $\Gamma_w$ and $\xi$ are the magnitude and phase of the reflection coefficient of the wall at its boundary, respectively, and $k_1$ is the wave number of the medium at frequency $f_1$. The complex reflection coefficient of the conducting cylinder at $O'$, which is at a distance $d_1$ from the centre of the cylinder is given by,

$$U_c e^{j\theta_c} = \Gamma_c(0)e^{-2jk_1d_1}, \quad (6.3)$$

where $\Gamma_c(0)$ is the magnitude of the complex valued reflection coefficient of the cylinder at its boundary. In equations (6.2) and (6.3) it is considered that the magnitudes of the reflection coefficients remain unchanged ($U_w = \Gamma_w$ and $U_c = \Gamma_c(0)$) while their phase angles are changed with respect to the distance to the antenna from the scattering object.

Consider an error box (a two port network) and let $\Gamma_L$ be the reflection coefficient of the wall and the cylinder. We need to find the reflection of the cylinder. The error box represents the error due to the reflection from the wall. This situation can be interpreted using a two port network and

$$\Gamma = \frac{a + b\Gamma_L}{c + d\Gamma_L}, \quad (6.4)$$

where $a, b, c$ and $d$ are parameters of the error box and these can be found by connecting successively three known terminations to the measuring port (see more details in [108]). Thus, considering the separate measurements that can be obtained with only the wall present, from the above bilinear transformation [108]

$$U_c e^{j\theta_c} = \frac{gU_{c+w}e^{j\theta_{c+w}} + h}{qU_{c+w}e^{j\theta_{c+w}} + 1}, \quad (6.5)$$
where $U_{c+w}$ is the magnitude of the complex reflection coefficient measured at $O'$ with both the wall and the cylinder present and $\theta_{c+w}$ is the corresponding phase angle. In the experiment, we measured $U_{c+w}$, $\theta_{c+w}$, $U_w$ and $\theta_w$ with several frequencies. We used these data in equation (6.5) to find $U_c$ and $\theta_c$. Good approximate results are observed by setting $g = 1, q = 0, h = -U_w e^{j \theta_w}$ ($q = 0$ is the best match without multiple reflection) and so the complex reflection coefficient of the cylinder can be found as

$$U_c e^{j \theta_c} \approx U_{c+w} e^{j \theta_{c+w}} - U_w e^{j \theta_w}. \quad (6.6)$$

### 6.3.2 Reflection from the wall and the cylinder

The reason for the variations of the reflection coefficient with respect to the distance $d_1$ can be identified by considering the received waves at the antenna aperture. Assume the medium inside the room is loss-free and the antenna receives only the waves scattered directly from the wall and the cylinder. The reflection coefficient is defined as the ratio of the amplitude of the reflected wave to the amplitude of the incident wave at the load (this is considered as the discontinuity in transmission line [7]). This can be generalised to any point along the line that the wave travels. Thus, the reflection coefficient of the conducting cylinder referred to the antenna aperture (point $O'$ in Figure 6.5) can be found according to equation (2.8) as

$$\Gamma_c(-d_1) = \frac{E_- e^{-jk_1d_1}}{E_+ e^{jk_1d_1}} = \Gamma_c(0) e^{-2jk_1d_1}, \quad (6.7)$$

where $\Gamma_c(0) = \frac{E_-}{E_+}$ is the magnitude of the reflection coefficient of the conducting cylinder at its boundary and $E_+$ and $E_-$ are the magnitudes of the electric field intensities of the forward and backward waves, respectively. From the antenna normalization, it is known that the antenna transmits a wave with unit magnitude and a zero phase angle from its aperture. Therefore, the reflected wave from the
The cylinder received at the antenna aperture plane is

\[ E^r_c = \Gamma_c(0) E_0 e^{-2jk_1d_1}, \]  

(6.8)

where \( E_0 \) is the magnitude of the field of the transmitted wave, \( E_0 = |E^+| \). Similarly, the reflected wave from the wall received at the antenna aperture plane is

\[ E^r_w = \Gamma_w E_0 e^{-j(2k_1(d_1+l)+\xi)}, \]  

(6.9)

where \( \Gamma_w \) and \( \xi \) are the magnitude and phase of the reflection coefficient of the wall at its boundary. The resultant field received at the antenna aperture plane can be considered as a superposition of the two reflected waves. Therefore using equations (6.8) and (6.9), the total field received at the antenna is

\[ E^r_{c+w} = \Gamma_c(0) E_0 e^{-2jk_1d_1} + \Gamma_w E_0 e^{-j(2k_1(d_1+l)+\xi)} = |E^r_{c+w}| e^{j\theta_{c+w}}. \]  

(6.10)

The field in equation (6.10) can be expressed in terms of amplitude and phase. The root mean square amplitude of this resultant field is

\[ |E^r_{c+w}| = E_0 \sqrt{(\Gamma_c(0))^2 + (\Gamma_w)^2 + 2\Gamma_c(0)\Gamma_w \cos(2k_1l + \xi)}, \]  

(6.11)

and the phase of the resultant field is

\[ \theta_{c+w} = -\tan^{-1}\left(\frac{\Gamma_c(0) \sin(2k_1d_1) + \Gamma_w \sin(2k_1(d_1+l) + \xi)}{\Gamma_c(0) \cos(2k_1d_1) + \Gamma_w \cos(2k_1(d_1+l) + \xi)}\right). \]  

(6.12)

The root mean square amplitude of the reflected field in equation (6.11) varies with respect to the argument of the cosine term. The NA displays the reflection coefficient which was calculated as the ratio of the received to transmitted signals at its aperture. Therefore, we can expect a variation of the magnitude of the measured reflection coefficient with respect to the distance between the cylinder and the wall according to the argument of the cosine function in (6.11). Note that the incident and reflected fields considered here are only for understanding the variations of the measured results with respect to the distance from the antenna. A complete solution
Figure 6.6: Reflection coefficient of the cylinder at 2.4 GHz frequency, calculated from the measured data (Magnitude versus distance $d_1$).

for the incident and scattered fields in the experimental situation is given in section 7.1.

Even if the wave number $k_1$ is constant, the length $l$, the gap between the centre of the cylinder and the wall, varies with $d_1$ ($l$ decreases as the cylinder is moved away from the antenna towards the wall). Therefore, in this experiment, a significant change in the magnitude of the total reflected field relative to the position of the cylinder can be expected. Similarly, according to equation (6.12), the phase of the total field also changes between $-\pi$ and $+\pi$ depending upon the position of the cylinder. These variations can be seen in Figure 6.4. Further discussion on this appears later in this chapter.
Figure 6.7: Reflection coefficient of the cylinder at 2.4 GHz frequency, calculated from the measured data (Phase (modulo $2\pi$) versus distance $d_1$).

### 6.3.3 Cylinder reflection

Equation (6.6) is used to calculate the reflection coefficient of the cylinder from the experiments. The calculated magnitude and phase of the reflection coefficients were plotted against $d_1$, the distance of the cylinder from the measuring point, and the results are shown in Figures 6.6 and 6.7, respectively.

The new results show significant changes when compared to the results plotted in Figures 6.3 and 6.4. Once the effect of the wall reflection has been removed from the reflection coefficients measured with the wall and the cylinder, the oscillations in magnitude with respect to $d_1$ are significantly reduced. The new results give us the reflection coefficient of the cylinder as measured at the aperture of the antenna. Even though the oscillations have been removed, there is still a reduction in the magnitude of the reflection coefficient with respect to $d_1$ in general. This may be because the reflection has taken place from a cylindrically-shaped boundary (see the forward equation of the cylinder: equation (3.21) has evidence for this behaviour.
and there is further explanation in section 3.2.1).

There may be other factors involved due to the antenna near field effect and noise due to other reflections, multiple scattering, interferences from other sources, etc. Apart from these, there may be experimental errors when moving the cylinder and measuring the distance between the aperture of the antenna and the centre of the cylinder. All of these effects should be minimised to achieve better results.

6.4 Analysis of the measurement results

6.4.1 Polar display of the measured data

It is convenient to analyse the measured data using a polar display and comparing it with the Smith chart. The Smith chart is plotted on the complex reflection coefficient plane in two dimensions and is scaled with normalised impedance. In many transmission line problems, the Smith chart is used to find how impedances are transformed along the line or to find how the impedance relates to the reflection coefficient. This chart consists of loci of constant resistance and reactance plotted on a polar diagram.

The Smith chart has circumferential scaling in wavelengths and degrees. The wavelengths scale represents the distance measured along the transmission line (considered as the line connected between the generator or source and the load) to the point under consideration. The degrees scale represents the phase angle of the reflection coefficient at that point. Use of the Smith chart and the interpretation of the results obtained using it require a good understanding of AC circuit theory and transmission line theory. The method of finding impedance and reflection coefficients using the Smith chart is available at [99, 106, 109].

The behaviour of the complex reflection coefficient was monitored using the Smith chart display of the NA and it was observed that its locus always moves
Figure 6.8: Polar plot of the reflection coefficient at 2.4 GHz frequency measured with both the wall and the cylinder. (a) Before adjustment. (b) After adjustment.

towards the generator (the source) when the cylinder moves towards the wall. The cylinder is moved in steps of 0.5 cm over a distance of 15 cm (which gives us 30 steps in total). At a frequency of 2.0 GHz, the cylinder’s movement in one step (0.5 cm) is equivalent to $1/30^{th}$ of the wavelength $\lambda$ ($\lambda = 15$ cm at this frequency) and this corresponds to a movement of $1/15^{th}$ of the full circle of the Smith chart. Increasing the distance from the load corresponds to moving towards the generator and this corresponds to a clockwise motion about the complex plane of the Smith chart. Also, we observe that, throughout the whole movement, the absolute magnitude of the reflection coefficient slowly decreases with an increase in $d_1$.

Figure 6.8 (line (a)) shows a polar plot of the measured reflection coefficients with both the wall and the cylinder. In this graph, the locus of the magnitude of the reflection coefficient rotates in a clockwise circular path but its centre does not coincide with the zero point of the real and imaginary axis, the centre of the
Smith chart, see [99]. In order to find the correct path of the locus in our polar plot, through trial and error we aligned its centre by eye to coincide with the zero point of the real and imaginary axes and estimated the amount of off-set in magnitude and phase of the measured results. The corrected results are plotted in Figure 6.8 (line (b)). As expected, the amount of off-set in magnitude and phase is almost identical to the measured wall reflection at the same distance. This shift of the centre point of the locus of the measured reflection coefficient reveals how the wall reflection has interacted with the cylinder’s reflection causing an off-set in the measured results.

6.4.2 Study of the wall effect

The combined reflection with both the wall and the cylinder was studied by using measurements of the reflection coefficient without the cylinder, again for various distances between the antenna and the wall. In order to perform this operation, the whole measurement system was moved together with the antenna in 0.5 cm steps and the amplitude and phase of the reflection coefficient were measured. These results are plotted in Figure 6.9. This plot has a pattern similar to that of the plot of the measurement results with the cylinder and wall in Figure 6.3. The maxima and minima also repeat with a period equal to one half of the wavelength of the signal used. A frequency of 2.4 GHz was used and therefore the wave length is 12.5 cm. The period of oscillation of the reflection coefficient plotted in Figure 6.3 is also approximately equal to 6.25 cm. When the two plots in Figures 6.3 and 6.9 are compared, it can be seen that the magnitude values of the reflection coefficient measured with the wall are in general smaller than those with the wall and the cylinder as would be expected.

Apart from the above conclusions, the measurement results of the wall reveal information about the proportion of the signal energy that is received back at the antenna from the signal transmitted. From the measured reflection coefficients
Figure 6.9: The magnitude of the measured reflection coefficient due to the wall, without the cylinder present, for various positions of the antenna.

(magnitude), we can see that only a very small amount of signal is received back at the antenna compared to that transmitted. We must realise that not all of the reflected field components from the wall would travel back to the antenna. Also, not all the incident field components at the wall would be reflected from its boundary as some of the waves penetrate through the wall (Figure 6.5). From the results it can be seen that the total loss of the signal is approximately 94% of the total field excited from the antenna. In other words, in this experiment, the energy received back at the antenna is about 6% of the total microwave energy that has been transmitted from the antenna.
6.5 Experimental test with the sphere

Microwave scattering from a sphere was examined using the same experimental application system. In this case a conducting sphere was illuminated by a microwave signal which was radiated from the antenna aperture. The procedure for obtaining measurements is very similar to that we used with the conducting cylinder. These experiments have been conducted for just one frequency of 2.6 GHz (wavelength is approximately 11.5 cm) and illustrate the results of the measured reflection coefficient but the inverse method was not used on these data.

6.5.1 Scattering object

A number of spheres with different diameters were used to observe the reflection using the NA. In order to receive a reasonable signal at the NA, it is important to have a fairly large sphere (even though it is a conducting sphere) compared to the aperture area of the antenna. The spheres which were used to obtain the measurements are shown in Figure 6.10. The diameters of the spheres (from the right) in Figure 6.10 are 1.5 cm, 2.0 cm, 2.5 cm and 8.5 cm, respectively. The reflection coefficients with all of these spheres were measured but, as the sizes of the first three spheres are very small compared to the area of the antenna aperture, the microwave responses from these ones were very small at the instrument. Therefore, the sphere having 8.5 cm diameter was selected for obtaining microwave measurements. The ratio of the effective area of this sphere to the effective area of the aperture is approximately equal to 0.1.

6.5.2 Experimental procedure

Figure 6.11 shows the experimental apparatus arranged for microwave measurements. The sphere is aligned along the bore sight axis of the antenna (hanging in
Figure 6.10: Spheres used in experimental observations for microwave detection.

front in the picture) using wrapping materials which have no considerable effect on the microwave signal. The antenna is directed towards a wall which is perpendicular to the bore sight axis (this is not visible in Figure 6.11) such that its aperture can capture the backward waves scattered from the boundaries of both the sphere and the wall. Each time when taking measurements, the distance to the centre of the sphere is measured from the centre of the aperture of the antenna. The experimental procedure is similar to that we followed when obtaining measurements with the conducting cylinder. The reflection coefficients were measured with the sphere moving with 0.5 cm steps towards the wall with the antenna and wall fixed at 90 cm apart. Also, the reflection coefficients without the sphere were measured. Similar to the case with the cylinder, when both the sphere and the wall are present, the reflected wave from the wall can be added on that from the sphere. Therefore, using equation (6.5), the reflection coefficient of the sphere was calculated using these two
6.5.3 Measured results and discussion

The measured data obtained by moving the sphere are plotted with respect to $d_1$ and shown in Figure 6.12. The magnitude of the reflection coefficient oscillates with a period equal to one half of the wavelength of the microwave signal which was used for these measurements (approximately 11.5 cm).

Similar to the case with the cylinder, it is not possible to obtain direct measurements from the sphere. Therefore, using the two sets of the separate measurements, with the wall by itself and with the wall and the sphere together, the magnitude of the reflection coefficient of the sphere was calculated using equation (6.5) and the results are plotted in Figure 6.13. These plots have significant differences in the behaviour of the magnitude of the reflection coefficient when compared to those...
Figure 6.12: Measured reflection coeff. (mag. and phase (modulo $2\pi$)) of the wall and the sphere together plotted with respect to the distances $d_1$ in cm at 2.6 GHz.
obtained with the wall and the sphere together in Figure 6.12. As with the cylinder experiment, the oscillations have been largely removed. Note that, there may be other effects from interfering noise from the surroundings (section 6.3.3) and further corrections might provide more accurate results.

From the phase plot in Figure 6.12, we can see that the phase of the reflection coefficient varies with respect to distance $d_1$ (here, we have plotted modulo $2\pi$). The calculated results using equation (6.5) are plotted in Figure 6.13 and this shows a little improvement compared to the previous plot (now the change in phase is approximately linear with respect to the distance of the object from the antenna as expected). The calculated phase angles of the reflection coefficient of the sphere from the measured data have a significant change with respect to the distance of the sphere from the measuring point.

Figure 6.14 shows the polar plots of the reflection coefficients we obtained in this experiment. Each point in a plot corresponds to a particular distance $d_1$. In this case, we have plotted the real and imaginary values of the reflection coefficient with respect to $d_1$ (which varies from 0.5 to 12.5 cm with 0.5 cm steps, increasing in the clockwise direction). In the plot obtained with the measured data with the sphere and the wall (line marked as “measured”), the locus of the magnitude of the reflection coefficient is a circular path with respect to $d_1$ but its centre does not coincide with the origin of the real and imaginary axis. The data obtained after removing the wall effect is also plotted in Figure 6.14 (the line marked as “calculated from measured data”) and now we can see that the centre of the locus has been moved much closer to the zero point of the real and imaginary axes. We have verified with the measured result and found that the amount of off-set of the centre of the reflection coefficient in both magnitude and phase is very similar to those values obtained by measuring the reflection coefficient only with the wall (as was also true for the cylinder as explained in section 6.4.1). In these two experiments the
Figure 6.13: Reflection coefficients (magnitude and phase (modulo $2\pi$)) of the sphere calculated from the measured data are plotted with respect to distances $d_1$ in cm.
Figure 6.14: Polar plot of the reflection coefficient of the sphere at 2.6 GHz. These plots were obtained using data from the experiment with the sphere.

Smith chart off set with the cylinder is different to the off set with the sphere. This can be expected as the effective scattering area of the sphere is smaller compared to that of the cylinder.

As discussed in the experiment with the cylindrical object, the polar plots and subsequent corrections are equally applicable for the sphere. It would be necessary to obtain further measurements with different frequencies to use the inverse method for calculating unknowns.
Chapter 7

Object detection using measurement results

The experiments (for cylindrical and spherical objects) conducted in the previous chapter have shown that these objects can make a significant difference to the measured reflection coefficient data. We obtained the numerical results in Chapters 3 and 4, by modelling the host with the internal object and simulating to test the associated forward problem. In the experiments, the source is an antenna which radiates a beam of waves towards the scattering object. In this chapter, we modify the forward equations for the experimental geometry to calculate the fields and then solve the subsequent inverse problems. Finally, the calculated unknowns using the measured data and those calculated from the numerical data are compared.

In the experiment, the object was moved to a reasonable distance from the antenna aperture. The object moves from near-zone fields to far-zone fields. It is unclear if the waves involved in the scattering can be entirely treated as planar or whether cylindrical waves would be more appropriate. We consider both of these cases separately and then discuss the differences in scattering due to the experimental situation.
7.1 Consideration of the experimental geometry

In this section, we use our forward solutions of the theoretical model in the experimental application. We have the measured data, the magnitude and the phase values of the reflection coefficients. In order to compute the unknowns using these data, we first obtain the forward equation for the experimental arrangement.

7.1.1 Forward equation in the experimental application

Now the forward equations are obtained in terms of the reflection coefficient which is appropriate for the experimental set-up. Figure 7.1 (a) shows the two-dimensional model which is similar to the analytical model shown in Figure 3.3. This model also includes the wall (behind the object). Three antennas are shown in the xy-plane, each of which transmits and receives microwave signals at the surface of the host. Figure 7.1(b) shows the two-dimensional coordinate system and the geometry of the experimental apparatus which represent the host model with a single antenna (antenna $A_1$).

The wave excited from the antenna is $z$-polarized and travelling in the $x$ direction towards the wall. It is assumed that the scattering from both the wall and the cylinder takes place due to plane waves incident upon their boundaries. Two situations are considered here: one is the scattering from both the wall and the cylinder and the other is the scattering from the wall by itself. Assume the wave to be finite at the point $C$ (at the centre of the cylinder) and periodic with a period $2\pi$ in the polar angle. The reflected wave at the point $O$ due to the reflection from the cylinder is found from equations (3.14) and (3.17) as

$$E_{z,c}^s(p, \phi; f_i) = E_0 \sum_{n=-\infty}^{\infty} j^{-n} \left[ - \frac{J_n(k_i a)}{H_n^{(2)}(k_i a)} H_n^{(2)}(k_i p) \right] e^{jn\phi},$$

(7.1)

where $f_i$ is the frequency of the transmitted signal, $a$ is the radius of the cylinder and $p$ is the distance to $O$ from the centre of the cylinder. Here, $j = \sqrt{-1}$ and $k_i$ is
the wave number of the medium given as $k_i = 2\pi f_i \sqrt{\mu \varepsilon}$, and a time dependence $e^{i\omega t}$ is assumed, where $\omega = 2\pi f_i$. Also, $\mu$ and $\varepsilon$ are the permeability and permittivity of the medium, respectively. The subscript $i$ relates to the frequency $f_i$ of the signal used. This experiment was carried out in air and therefore $\sigma$ the conductivity of the medium is assumed to be equal to zero. The reflected wave received at the antenna is captured by its aperture and sent back to the measuring instrument (explained in the previous chapter). In this $xy$-plane, the scattering about the circular boundary of the cylinder is not uniform but rather it depends upon the incident angle.

As in section 3.2.1, suppose we rotate the point $O$ through an angle $\pi - \phi$ so that it lies along the $x$ axis. The distance $p$ is chosen to be $d_1$ which is the distance to the centre of the cylinder from the centre point of the antenna (corresponding

Figure 7.1: Experimental implementation for microwave measurement. (a) The two-dimensional host model. (b) Geometry of the experimental set-up.
to antenna $A_1$ in Figure 7.1(a)). Now, using equation (7.1), the scattered field at point $O'$ can be found as

$$E_{z,c}^s(d_1, \pi; f_i) = E_0 \sum_{n=-\infty}^{\infty} j^n \left[ -\frac{J_n(k_i a)}{H_n^{(2)}(k_i a)} H_n^{(2)}(k_i d_1) \right]. \quad (7.2)$$

### 7.1.2 Scattered field captured by the antenna aperture

The total field at the antenna plane is the sum of all the field components being captured by the antenna aperture (see Figure 7.1(b)) and can be found by adding together the entire field values across the antenna and normalising (averaging) over the aperture of angular width $2\theta$, as

$$E_{z,c}^s(f_i) = 2E_0 \sum_{n=-\infty}^{\infty} j^n \left[ -\frac{J_n(k_i a)}{2\theta H_n^{(2)}(k_i a)} \right] \frac{\pi}{\pi-\theta} \int_{\pi-\theta}^{\pi} H_n^{(2)} \left( \frac{-k_i d_1}{\cos(\phi)} \right) e^{jn\phi} d\phi. \quad (7.3)$$

where $\theta = \tan^{-1}(B/2d_1)$ is the angle that $CO$ makes with the $x$ axis when $O$ is moved to lie at either end of the antenna aperture (Figure 7.1(b)). The numerical value of the argument of the Hankel function in equation (7.3) varies with the position of the object: the distance to the centre of the cylinder to the $xy$-plane of the antenna aperture is the only variable in the argument. This distance varies from $d_1$ to $d_1 \sec \theta$ within the aperture plane. Therefore, in order to find a reasonable solution for the length $p = d_1 \sec \phi$ we replace the argument of the Hankel function in equation (7.3) with $k_i d_1 / \cos(\theta/2)$ by taking the average value of $\phi$ over the interval $(\pi-\theta, \pi)$. The reflected wave is expressed in cylindrical coordinates but the parameter $d_1$ needs to be modified to become $d_1^* = d_1 + \Delta$, where $\Delta$ is a parameter with units of length which accounts for the curvature of the wave-fronts in the aperture of the horn antenna (see Appendix E for more details). This is incorporated in the detailed computations carried out later. Then, we have

$$E_{z,c}^s(f_i) = 2E_0 \sum_{n=-\infty}^{\infty} j^n \left[ -\frac{J_n(k_i a)}{2\theta H_n^{(2)}(k_i a)} \right] \frac{\pi}{\pi-\theta} \int_{\pi-\theta}^{\pi} e^{jn\phi} d\phi. \quad (7.4)$$

When the wave is radiating from large apertures and the distance to the object is comparatively large, one can consider $\theta$ to be very small so that $\cos(\theta/2)$ may
be equated to unity (the paraxial approximation in far-field zones [99]). For this experimental application, we have values of \( d_1 \) somewhere between the near-field and the far-field zones of the antenna radiation.

The negative, positive and zero terms of equation (7.4) are separated to obtain

\[
E_{z,c}^s(f_i) = 2E_0 \sum_{n=-\infty}^{1} j^{-n} \left[- \frac{J_n(k_z a)}{2 \theta H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \int_0^\pi e^{j n \theta} d\phi \\
+ 2E_0 \sum_{n=1}^{\infty} j^{-n} \left[- \frac{J_n(k_z a)}{2 \theta H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \int_0^\pi e^{j n \theta} d\phi \\
+ 2E_0 \left[ \frac{J_0(k_z a)}{2 \theta H_0^{(2)}(k_z a)} H_0^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \int_0^\pi e^{j 0 \theta} d\phi .
\]  

(7.5)

Equation (7.5) is simplified to yield

\[
E_{z,c}^s(f_i) = 2E_0 \sum_{n=-\infty}^{1} j^{-n} \left[- \frac{J_n(k_z a)}{2 \theta H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \left( \frac{1-e^{-j n \theta}}{j n} \right) \\
+ 2E_0 \sum_{n=1}^{\infty} j^{-n} \left[- \frac{J_n(k_z a)}{2 \theta H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \left( \frac{1-e^{-j n \theta}}{j n} \right) \\
+ E_0 \left[ \frac{J_0(k_z a)}{2 \theta H_0^{(2)}(k_z a)} H_0^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \left( \frac{1-e^{j 0 \theta}}{j n} \right) .
\]  

(7.6)

From the Bessel function relationships we have

\[
J_{-n}(z) = (-1)^n J_n(z), \quad Y_{-n}(z) = (-1)^n Y_n(z), \quad H_n^{(2)}(z) = J_n(z) - jY_n(z),
\]  

(7.7)

and we simplify the first term of equation (7.6) to obtain

\[
2E_0 \sum_{n=-\infty}^{1} j^{-n} \left[- \frac{J_n(k_z a)}{2 \theta H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \left( \frac{1-e^{-j n \theta}}{j n} \right) =
\]  

(7.8)

Then the solution to the reflected wave in equation (7.6) is

\[
E_{z,c}^s(f_i) = E_0 \left[ - \frac{J_0(k_z a)}{2 \theta H_0^{(2)}(k_z a)} H_0^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \\
+ 2E_0 \sum_{n=1}^{\infty} \left[ - \frac{J_n(k_z a)}{H_n^{(2)}(k_z a)} H_n^{(2)} \left( \frac{k_z d_1^2}{\cos(\theta/2)} \right) \right] \frac{j^n \sin(n \theta)}{n \theta} .
\]  

(7.9)

The expression in (7.9) is, however, not quite the final result. There is an additional scale factor that needs to be applied to account for the fact that the electric field distribution in the antenna aperture is not uniform due to the TE\(_{01}\) mode propagating in the waveguide. The aperture field has the following form:

\[
E_z(y, z) = E_{0z} \cos\left( \frac{\pi y}{B} \right),
\]  

(7.10)
where $E_{0z}$ is the maximum field strength in the aperture. It should be noted that for the case we have here, when the cylinder diameter is much smaller than the aperture dimension $B$, and with the cylinder axis located at $y = 0$, the incident field on the cylinder has an amplitude approximately equal to the maximum field strength in the aperture ($= E_{0z}$). It is therefore virtually unaffected by the non-uniformity of the aperture field. In receive mode, however, the non-uniform aperture field must be accounted for in some way.

The procedure now is to introduce an equivalent uniform field distribution spanning the entire antenna aperture. The field amplitude of this equivalent distribution is the average aperture field $\bar{E}_z$, which is evaluated as follows:

$$\bar{E}_z = \frac{E_{0z}}{\pi} \left[ \frac{1}{B/2} \int_{-B/2}^{B/2} \cos\left(\frac{\pi y}{B}\right) dy \right] = \frac{2E_{0z}}{\pi}.$$  \hspace{1cm} (7.11)

Now, the average field amplitude in equation (7.11) can be seen to be a factor $2/\pi$ times the maximum field amplitude. The average sensitivity of the antenna to incoming radiation from the cylinder is therefore reduced by the factor $2/\pi$ compared to the case of a uniform field distribution in the aperture. This gives the final result for the average scattered field as

$$\bar{E}_{\text{scat}}(\bar{r}) = \frac{2E_0}{\pi} \left[ \frac{J_0(k_i a)}{H_0^{(2)}(k_i a)} H_0^{(2)}(k_i \bar{r}) - 2 \sum_{n=1}^{\infty} j^n \frac{J_n(k_i a)}{H_n^{(2)}(k_i a)} H_n^{(2)}(k_i \bar{r}) \frac{\sin(n\theta)}{n\theta} \right].$$  \hspace{1cm} (7.12)

where the variable $\bar{r}$ in equation (7.12) is the approximate average arc length to the aperture plane from the centre of the cylinder, that is,

$$\bar{r} = \frac{d_i}{\cos(\theta/2)}.$$  \hspace{1cm} (7.13)

Consider now the transmitted wave from the antenna. In this experiment, the microwave network was normalized to zero decibels (1 mW) power and zero phase at the antenna front face (see section 6.1.3.1). Since the cylinder is small compared
Figure 7.2: The yz-plane. This shows the cylinder and the aperture of the antenna.

to the aperture width of the antenna (Figure 7.2), the transmitted field can be written as

\[
E_{t,z,c}^i(f_i) = E_0 e^{jk_id_1}. \tag{7.14}
\]

The reflection coefficient is defined as the ratio of the reflected signal to the incident signal [99, 8]. Therefore the reflection coefficient of the cylinder measured at the antenna front face relative to the centre of the cylinder is

\[
\Gamma_i = - \frac{E_{\text{scat}}(\bar{r})}{E_0 e^{jk_id_1}} = \frac{2}{2\pi} e^{-jk_id_1} \left[ \frac{J_0(k_i a)}{H_0^{(2)}(k_i a)} H_0^{(2)}(k_i \bar{r}) + 2 \sum_{n=1}^{\infty} j^n \frac{J_n(k_i a)}{H_n^{(2)}(k_i a)} H_n^{(2)}(k_i \bar{r}) \sin(n\theta) \right]. \tag{7.15}
\]

In equation (7.15), the minus sign in the definition of \( \Gamma \) stems from the normalisation to a short circuit at the aperture plane.
7.2 Comparison of experimental results with theoretical results

In this section, measured results are compared with computed results using the forward equations. We first calculate the reflection coefficient using equation (7.15) obtained by considering the scattering due to a plane wave incident upon the conducting cylinder. Then, this result is compared with the experimental results we have in section 6.3.

7.2.1 Measurement results together with the theoretical results

The reflection coefficients were calculated for different values of \( d_1 \) using equation (7.15). The values of \( a, A \) and \( B \) are known for the experiment (see section 6.1.1) and, as the experiment is performed in the air, \( \varepsilon \) the relative permittivity and \( \mu \) the relative permeability are both taken as one and \( \sigma \) the conductivity as zero in these calculations.

The computation needs several terms to converge to a constant value. These computations were carried out in MATLAB and the results are plotted in Figures 7.3 and 7.4. The experimental data obtained from microwave measurements (using equation (6.5)) have been plotted on Figure 7.3 for easy comparison. These results are presented in Senaratne et al. [113, 114]. In general, the calculated and measured data are very similar.

7.2.2 Agreements and disagreements

In Figure 7.3, the behaviour of the two sets of graphs, for the measured and calculated values, is very similar as expected. General comments on the results can be made as follows:
Figure 7.3: The measured and calculated reflection coefficients at 2.0 GHz frequency as a function of the distance $d_1$ between the object and the antenna (i) Amplitude, (ii) Phase.
Reflection coefficient for cylinder of diameter 1.3cm cylinder at 2.0GHz.
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Figure 7.4: The measured and calculated reflection coefficients at 2.0 GHz frequency as a function of the distance \( d_1 \) between the object and the antenna (i) Real part, (ii) Imaginary part.
1. The magnitude of the reflection coefficient plotted using the experimental results decreases as $d_1$ increases (see in Figure 7.3(i)) and this is very similar to the calculated results.

2. The phase plots are very similar to each other and in general the phase of the reflection coefficient shows a significant change with respect to the distance of the scattering object (Figure 7.3(ii)).

3. Real and Imaginary values of both sets of data have good agreement (Figure 7.4).

4. When the cylinder is close to the antenna, the theoretical result indicates that the magnitude of the reflection coefficient should continue to increase but, the magnitude of the reflection coefficient of the measured result does not exactly follow this. The field pattern very close to the antenna is rather complicated in practice [97, 107, 110]. Equation (7.9) associated with the normalised aperture plane would not be the best solution when the cylinder’s reflection is being influenced by the antenna near field effect.

5. It is very important to keep the cylinder parallel with the aperture plane. Also, when changing the distance, the cylinder must be placed along the centre line of the antenna beam. Otherwise, these may cause errors. Apart from this, there would be effects from noise due to scattering from nearby objects and also from the signals received from internal and external sources around the measuring environment although we have attempted to avoid these.

7.3 Scattering from cylindrical waves

There are differences between the reflection of plane waves and cylindrical waves (we discussed this in section 3.4). In this section we consider scattering with cylindrical
Figure 7.5: Scattering from cylindrical waves at the circular boundary of the conducting cylinder. (i) The coordinate system. (ii) When the field point and the source lie along the $x$ axis. Note $\phi$ is different to the case of plane wave scattering (Figure 7.1).

waves from the circular boundary of the conducting cylinder used in the experimental application.

7.3.1 Transmitted and received waves

The cylindrical coordinate system for the scattering problem with cylindrical waves is shown in Figure 7.5 (i). Consider a cylindrical wave incident upon the boundary of the cylinder. This wave is due to the wave excited from the antenna and we assume this wave is finite at point $C$, the centre of the cylinder. Consider two different points: a field point $O$ and a source point $O'$ as shown in the figure. Similar to the
solution we obtained for the forward problem in section 3.4.2, when \( p < d' \), the field intensity of the scattered wave at the field point \( O \) due to the source point \( O' \) with respect to the centre of the cylinder can be written using equation (3.60) as

\[
E_z^s(p, \phi; f_i) = E \sum_{n=-\infty}^{\infty} j^{-n} \left[ -\frac{J_n(k_i a)}{H_n^{(2)}(k_i a)} H_n^{(2)}(k_i d') H_n^{(2)}(k_i p) \right] e^{jn\phi}, \quad (7.16)
\]

where \( \phi \) is the angle that \( CO \) makes with the \( x \) axis and \( p \) and \( d' \) are the distances between the points \( C \) and \( O \) and the points \( C \) and \( O' \), respectively and \( E \) is a constant for the medium and is defined in equation (3.54). The subscript \( i \) relates to the frequency \( f_i \) of the signal used. Similarly to the procedure we followed to obtain equation (3.55), the transmitted wave at \( O \) due to the source point \( O' \) with respect to \( C \) is

\[
E_z^t(p, \phi; f_i) = E H_0^{(2)} \left( k_i \sqrt{d'^2 + p^2 - 2d'p\cos(\phi)} \right). \quad (7.17)
\]

### 7.3.2 Cylindrical waves normalised to the antenna aperture

In the previous section, equations (7.16) and (7.17) were obtained considering \( O' \) as the source point which generates the cylindrical waves. In order to consider the situation that the whole aperture radiates the cylindrical waves towards the cylinder, we now normalise the scattered and incident fields over the area of the antenna aperture. This is similar to the case of plane wave scattering discussed in section 7.1.2.

In order to consider the situation where a single antenna is used for both transmission and receiving, it is necessary to find the received signal over the whole aperture area of the antenna. Therefore, the field point \( O \) must be considered to be lying along \( B \) in the aperture plane such that the angle \( \phi \) varies by between \( +\theta \) and \( -\theta \) with respect to the position of \( O \) in the xy-plane (Figure 7.5). The total field at the antenna plane is the sum of all the field components along the line \( B \),
the width of the antenna, which can be found as

\[ E_s^z(f_i) = E \sum_{n=-\infty}^{\infty} j^{-n} \left[ -\frac{J_n(k_i a)}{2 \theta H_n^{(2)}(k_i a)} H_n^{(2)}(k_i d') \right] \int_{-\theta}^{+\theta} H_n^{(2)}(k_i p) e^{in\phi} d\phi. \tag{7.18} \]

In order to obtain a reasonable solution to \( E_s^z(f_i) \) in equation (7.18) with the length \( p \) which varies with the angle \( \phi \), we replaced the argument \( k_i p \) in the Hankel function \( H_n^{(2)}(k_i p) \) with \( \frac{k_i d_1}{\cos(\theta/2)} \) by averaging the angle over the aperture (\( d_1 \) is the distance to the measuring point from the centre of the cylinder). Here, in order to meet the criteria of the addition theorem, we must have \( d_1 < d' \) (Figure 7.5 (ii)). Then, following the same procedure in section 7.1.2, the average scattered field captured by the antenna aperture is

\[ E_s^z(f_i) = \frac{2E}{\pi} \sum_{n=-\infty}^{\infty} j^{-n} \left[ -\frac{J_n(k_i a)}{2 \theta H_n^{(2)}(k_i a)} H_n^{(2)}(k_i d') \right] \frac{k_i d_1}{\cos(\theta/2)} \frac{2 \sin(n\theta)}{n}. \tag{7.19} \]

Similarly, using equation (7.17), by averaging the angle \( \phi \) over the aperture, an approximate solution for the transmitted wave at \( O \) due to the source point with respect to \( C \) can be obtained as

\[ E_t^z(f_i) = EH_0^{(2)} \left( k_i \sqrt{d'^2 + d_1^2} - 2d'd_1 \right). \tag{7.20} \]

Then, using equation (7.19) and (7.20), an approximate solution for the reflection coefficient (normalized to the area of the antenna aperture for cylindrical waves) for frequency \( f_i \) may be found as

\[ \Gamma(f_i) = \frac{E_s^z(f_i)}{E_t^z(f_i)}. \tag{7.21} \]

Equation (7.21) was used to calculate the reflection coefficient of the cylinder for different values of \( d_1 \), which is the distance to the measuring point from the centre of the antenna aperture. In this equation, we can also change \( d' \), the distance to the source from the centre of the cylinder (Figure 7.5 (ii)), and calculate the corresponding values of the reflection coefficient. When cylindrical waves are considered, the value of the reflection coefficient changes not only with the distance
to the measuring point from the centre of the cylinder, but also with the distance to the source point from the centre of the cylinder. This is illustrated in the next section.

7.4 Results comparison with cylindrical waves

In the experimental situation, when the scattering object is very close to the source, the wave incident upon the object is complicated and cannot be a pure plane wave. When the object is far from the source the scattering results are better approximated by being from plane waves rather than from cylindrical waves. Therefore, in this section, we investigate the scattering responses using the equation (7.21) obtained for cylindrical waves with respect to the distance between the source and the scattering object.

Equation (7.21) was used to calculate the reflection coefficients of the cylinder at different distances from the antenna aperture. The radius of the cylinder is 0.065 cm and the distance $d_1$ was changed from 1 cm to 6 cm in 0.5 cm steps for each set of simulations. We computed at least 40 terms until the series in equation (7.19) converges to a constant value. In this study, the reflection coefficients were calculated not only with $d_1$ but also with different values of $r$, where $r = d' - d_1$ is the distance between the source point and the field point (see Figure 7.5(ii)). The value of $r$ is fixed for each set of calculations with different values of $d_1$. The computed results are plotted against the distance $d_1$ in Figure 7.6 and the details of each plot are summarised as follows:

1. Plot (1) is for the cylindrical waves when the value of $r$ is 2 m.

2. Plot (2) is for the cylindrical waves with $r = 0.1$ m. This plot has a small difference from plot (1) in amplitude even though the $r$ values are very different (0.1 m and 2 m).
Figure 7.6: Calculated reflection coefficients (Magnitude) with cylindrical waves. The different labelled curves are described in the text.

3. Plot (3) is for the measured data of the reflection coefficient plotted against the distance $d_1$.

4. Plot (4) is for the calculated reflection coefficient using equation (7.15) which was obtained for the plane wave scattering.

5. Plot (5) is for the cylindrical waves with $r = 0.001$ m (when the source point $O'$ is very close to the field point $O$).

In addition to the above results, we have computed further the reflection coefficients with different values of $r$ and $d_1$. The following observations can be made:

(a) When the distance to the source point from the scattering object is less than the distance to the field point from the object, that is when $d' \leq d_1$, equation (7.21) does not give any solution (this equation is not valid). However, with a very small value of $r$ while $d' \geq d_1$, we could use equation (7.21) to calculate the reflection
coefficient and the results are shown in plot (5).

(b) From the results we obtained by simulating with different values of $r$ (these results are not shown in Figure 7.6), we observed that, as $r$ becomes larger, the whole curve is shifted upward rapidly. However, a situation is reached where there is no further increase of the reflection coefficients (no further shifting of the curve upward) even if the value of $r$ is further increased. This can be seen in plot (2) and plot (1) and their corresponding $r$ values.

(c) The measured results in plot (3) closely agree with plot (4) which is for the plane waves normalised to the antenna aperture. Even with the use of the equation for cylindrical waves, a value of $r$ can be found so that the calculated reflection coefficients closely agree with the measured reflection coefficients (we found that the value of $r = 0.015$ m gives a good agreement of the calculated data with the measured results).

Overall, it can be understood that the variable $r$ in equation (7.21) determines the position of the curve of the reflection coefficient (magnitude) with respect to the distance of the scattering object. If $r$ is very small relative to $d_1$, the position of the curves are different. If $r$ is large relative to $d_1$ then the position of the curve moves upward.

7.5 Computation of unknowns using measurement results

In this experiment we have measured the reflection coefficients of the internal object using the forward and backward signals at the antenna point. Now we compute the object size and its distance from the measurement plane using the inverse method.

In the inverse problem the field at the receiver is known by measurement and $a$ and $d_1$ are the unknowns. Finding solutions to two unknowns is not possible unless
two equations are obtained by using two different frequencies. Use of this method for an over-determined system is also possible but it is important to use suitable frequencies [111]. At the antenna point the magnitude and phase measurements were recorded for a range of frequencies. Two equations for two different frequencies were used to find \( a \) and \( d_1 \).

Now the general equation is formed using the measurement values and the forward equation as found from equation (7.15). The general equation has two constituent equations of the form

\[
\Delta \Gamma_1 = \begin{bmatrix}
\Delta \Gamma_{1,1} \\
\Delta \Gamma_{1,2}
\end{bmatrix} = \begin{bmatrix}
\Gamma_{1,1}^M - \Gamma_1 \\
\Gamma_{1,2}^M - \Gamma_2
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(7.22)

where we now use the subscripts 1,1 and 1,2 in \( \Gamma \) to indicate two different frequencies. The terms \( \Gamma_{1,1}^M \) and \( \Gamma_{1,2}^M \) are the field measurements from the antenna \( A_1 \) for two different frequencies. The terms \( \Gamma_1 \) and \( \Gamma_2 \) are the theoretical solutions for the reflection coefficients applicable to the measurement system (as found in equation (7.15)) for frequency \( f_1 \) and frequency \( f_2 \), respectively.

The inverse algorithm was used to calculate the values of \( a \) and \( d_1 \) using the measured data from the experiment. Figure 7.7 shows some examples of the computed results for the solution of equation (7.22) using two sets of guess values. The measurement results obtained with a 0.013 m diameter cylinder were used for this calculation. These plots illustrate two iteration processes and in each case show estimates of the two unknowns \( a \) and \( d_1 \) converging towards some values closer to their exact values (the radius of the cylinder, \( a = 0.0065 \) m and the distance to the centre of the cylinder from the antenna, \( d_1 = 0.0365 \) m). Each set of guess values needs a different number of iterations. In general, more iteration is required when the guess values are further away from the exact values.

The method of computing unknowns using the inverse algorithm has been ex-
Figure 7.7: Plot of calculated values of $a$ and $d_1$ using the inverse method. Plot (1) with $d_1 = 0.0368$ m, $a = 0.0068$ m, (2) with $d_1 = 0.036$ m, $a = 0.0058$ m.

plained in sections 2.4, 3.3.2 and 4.3 and also the calculated numerical results have been given in sections 2.5, 3.6 and 4.6 for 1, 2 and 3-dimensional studies, respectively. It is emphasised that although we used known values of $a$ and $d_1$ (two reasonable values) to calibrate the forward waves in the inverse method they are determined from the measurements by being unknown in both the forward and backward wave expansions. Thus we have a basis on which to assess the success of the method.

### 7.6 Inverse solutions in conjunction with the scanning method

In order to find the solutions for the radius of the unknown object and its position using the measured results, our method requires a series of tests. Here we use a
scanning method to test for possible solutions of the unknowns.

### 7.6.1 Test series

Equation (7.22) was used for a series of tests to calculate the unknowns using the measured data and the procedure is as follows. First, use a pair of known values of $a$ and $d_1$ to find the safe region. The safe region is the limit of the guess values of $a$ and $d_1$ where the general equation safely converges to a feasible value (real, positive and of the right magnitude). Using a number of guess values, $a_{1,g}, d_{1,g}$ the safe range for $a$ and $d_1$ are found such that within these ranges the system converges safely to the exact known values of $a$ and $d_1$. As described previously in section 5.5 and Senaratne et al. [112, 113], using the values of $x_1$ and $x_2$, a complete test for finding the unknowns can be performed. This is described in the following paragraph and illustrated in Figure 7.8.
First, we take two suitable ranges, \( a_1 \) to \( a_{R} \) and \( d_{1,1} \) to \( d_{1,G} \), within which the exact values of \( a \) and \( d_1 \) can be expected. These are the full scanning ranges and, in this computation process, we used multiple ranges for \( a_1 \) and \( d_1 : \) \( a_1 \) from 0.5 cm to 2 cm and \( d_1 \) from 0.5 cm to 6 cm. The two increments from one pair of guess values to the subsequent pair of \( a \) and \( d_1 \) are marked as \( x_1 \) and \( x_2 \), respectively, in Figure 7.8. The test starts with the initial pair of guess values, \( d_{1,1} \) and \( a_1 \), and computes \( a, d_1 \) and \( |\Delta \Gamma_{1,1}|, |\Delta \Gamma_{1,2}| \) using the inverse algorithm. We have a stopping criterion, that is the calculated values of \( a, d_1 \) are real and positive and \( |\Delta \Gamma_{1,1}|, |\Delta \Gamma_{1,2}| \) must tend to zero. If the result does not meet this criterion, then the system takes the next pair of guess values \( d_{1,1}, a_2 \) and calculates \( a \) and \( d_1 \) using the same process. Similarly, this will continue until \( a_G \), the last guess value of \( a \) in that row is used. Next, the calculation starts with the guess values \( d_{1,2}, a_1 \) and continues the same process until the pair \( d_{1,2}, a_R \) is used. The tests continue until the last pair of guess values, \( d_{1,G}, a_R \) are used. Figure 7.9 shows the magnitudes values of the residuals of the reflection coefficient (in figure these are shown as \( |F_1| \) and \( |F_2| \) for frequencies \( f_1 \) and \( f_2 \), respectively) calculated in the iteration process explained previously. The corresponding calculated values of \( a \) and \( d_1 \) were shown in Figure 7.7.

### 7.6.2 Microwave scanning results

So far, we have explained the calculation process of \( a \) and \( d_1 \) for only one set of measured data which was obtained with the cylinder of 0.0065 m diameter, kept at 0.0415 m away from the antenna aperture. In the experiment, we have measured data with the cylinder placed at different positions between the antenna and the wall. Using these results the above process was carried out to calculate the cylinder radius and its distance from the antenna aperture for all of these positions. Figure 7.10 shows the results of seven calculations. For comparison, both the estimated and actual \( a \) and \( d_1 \) values are plotted in the figure. These results show that there
Figure 7.9: Plot of calculated values of $|F_1|$ and $|F_2|$ using the inverse method. Plot (1) with $d_1 = 0.0368$ m, $a = 0.0068$ m, (2) with $d_1 = 0.036$ m, $a = 0.0058$ m

Figure 7.10: Calculated and measured results for the internal object using microwave measurements.
is a good agreement between the calculated and the actual values of $a$ and $d_1$.

The above results are for antenna position one in the experimental model. However, using the same procedure, it is possible to find the corresponding unknowns for other antennas. Once these calculated results are available the location of the object can be easily found using simple geometry.

In a practical application for the detection of a breast tumour, it would be important to measure the reflected wave using at least three antennas [114]. The complex reflection coefficient of the chest wall and the skin reflection can be estimated using a set of pre-recorded data or, at the time of obtaining measurements, by comparison with the measurements that can be obtained from normal tissue when the object or tumour is absent. We acknowledge that this may be difficult in practice but a clinical trial would provide a set of average values that would help for a reasonable estimation.
Chapter 8

Conclusions and future work

In previous chapters we obtained solutions to forward and inverse problems of microwave scattering associated with three different coordinate systems. These outcomes have a potential for detecting a foreign object inside a host material. This chapter presents the conclusions of this work and future directions for developing practical applications.

8.1 Discussion and conclusions

There are two major achievements in this research. One is obtaining solutions to the identified forward problems by expanding the classical theories found in electromagnetism. This work has been supported by mathematics. The other achievement is the development of the subsequent inverse algorithms to find the unknowns. Both of these cases were tested using simulations and experimental measurements.

8.1.1 Outcomes of the theoretical developments

The technical developments have begun with a plane wave reflection model. The microwave response at reflecting layers has been demonstrated using the electrical properties at both the sides of the boundaries of each layer. We have found that
the impedance in the front of each layer can be calculated from the measurements obtained from the surface of the host. These calculations have been made using the recursive equation (equation (2.30)) which was obtained using the plane wave reflection model. According to the simulation results, the front impedance which can be measured from the surface of the host contains information about the properties of the internal layers of the host. The test results have shown that there is a significant difference in the front-impedance when any two layers inside the host have differences in their dielectric properties. This result indicates that the detection of an internal object is possible using microwave surface measurements.

Next, using the solutions available in the literature, a microwave scattering problem of a cylindrically-shaped object has been obtained for a simple model using a cylindrical coordinate system. The plane wave incident upon the object boundary has been expressed in terms of cylindrical waves to obtain solutions for the field components of incident and scattered waves. The constructed solution at the field point was modified later so that the scattered field received at the source point can be found. This mathematical solution is useful for practical applications when taking microwave measurements using a single antenna for both transmitted and received signals.

In order to use this result for a more realistic application, we modified the forward model with a dielectric cylinder. Then, the new forward equation for the scattering problem of a dielectric cylinder was tested using simulations. According to this study we conclude that the dielectric property inside the scattering object makes a significant contribution to the backward wave which can be measured at the surface of the host. For a cylindrically-shaped object, we also obtained forward solutions for the case of microwave scattering from incident cylindrical waves and the result was tested using simulations. Again, we modified this solution for a non-conducting cylinder. This solution may be appropriate in practical applica-
tions when dealing with scattering problems associated with cylindrical waves. The inverse scattering problem associated with this cylindrical object has been solved using Newton’s iterative method. Initially, this inverse algorithm was tested using the data generated analytically from the forward equation. Later we found that the algorithm is capable of finding unknowns using the data obtained from microwave measurements.

We have advanced our method for considering a scattering problem of a spherically-shaped object inside the host model. Using the available solutions in literature, a forward equation was obtained with the help of a spherical coordinate system. The incident and scattered wave fields have been expressed in terms of transverse electric and transverse magnetic modes. Then, by taking the wave functions as rectangular components of electric or magnetic vector potentials, the field components have been constructed. This approach has resulted in finding the solutions to the forward problem at an arbitrary field point in a radial direction from the centre of the sphere. Again, as in the cylindrical case, the solutions to the field components were obtained by rotating the field point into the source point. This solution facilitates the use of a single antenna for both transmission and receiving when this method is used in practical applications. The corresponding forward and inverse algorithms in the three-dimensional study were tested analytically using simulations. It has been found that these algorithms are capable of computing unknowns by applying microwave signals and analysing the backscattered waves received at the surface of the host material.

The convergence of the inverse algorithm has been studied by conducting a robustness analysis using a range of different guess values. The result of this analysis has revealed that the performance of the converging process depends upon the initial guess for the unknowns. The larger the difference between the guess value and the exact value the poorer the performance is. As a result of this study, a safe range
was found within which the algorithm can safely converge to the exact values. The results of this analysis have been used in the experimental study when finding the size of the scattering object and its distance from the antenna.

The accuracy of the calculated results using this inverse method depends upon the accuracy of the measurements. Therefore, we tested this algorithm in the presence of simulated measurement errors. According to the result of this test, this algorithm can calculate unknowns even with some errors in the measured data. However, when the errors in the measured data are large the corresponding errors in the calculated values of unknowns are also relatively large.

8.1.2 Experimental developments

In the experimental study we obtained measurements by illuminating cylindrically and spherically-shaped objects using microwave signals. The measured values of the reflection coefficient of the conducting cylinder in this experiment agree with the values predicted using the forward equations of the theoretical model. However, there are some disagreements between the predicted and measured results when the object is very close to the antenna (this could be a problem with the antenna near field effect and this problem may need to be treated separately).

From the measured data, we found that the scattered waves from the object have been seriously affected by the reflection from the wall behind the object. However, we could distinguish the response of the object by taking two sets of separate measurements: one set is with the wall and the object and the other is with the object itself. The difference between these data was analysed using the polar plots and by referring to the Smith chart. These plots have shown that there was an offset in the whole set of data (the phase and the magnitude of the reflection coefficient) in the polar plane. We found that this offset is approximately equal to the phase and magnitude values of the measured reflection coefficient of the wall.
The reflection coefficients measured from the experimental study have been used to compute the radius of the object and its distance from the antenna. The computed results are very close to their actual values. The inverse algorithm was used together with the scanning method to compute the values of the unknowns using the measured data. The simulation process has run within two specified ranges to search for the two unknowns. The selection of the guess values makes a significant contribution to the calculated results and this depends upon the safe range. When the distance between two consecutive guess values exceeds the safe range we do not obtain satisfactory results. Alternatively, when this distance is very small we need a large number of scanning steps to cover the selected range. Therefore, when using the scanning method, it is important to set suitable increments for the guess values within the selected ranges to search for the unknowns. The inverse algorithm and the associated scanning method have performed well even in a situation where there are some errors in the measured data.

8.2 Future work

The results of the mathematical and experimental study reveal that the detection of a foreign object is possible using measured reflection coefficients. This method has a potential for further development to use in medical applications such as detecting a breast tumour as a cost effective screening method. In order to develop this method for practical application, more work is needed in both experimental and practical applications. Some of the areas for future study are discussed in the following sections.
8.2.1 Short term goals

The main target of the inverse algorithm is to find the size and the location of the scattering object. The location can be found once the distances to the object are found from at least three surface points, which can be achieved using the measurements obtained by three different antennas. In order to calculate the two unknowns from each antenna, we need to use at least two frequencies. This method may be further improved by solving for an over-determined system using several frequencies.

In the theoretical study, the solutions to the microwave scattering problems were obtained for both conducting and non-conducting objects. The experimental study presented in this thesis was conducted only with a conducting cylinder and a conducting sphere. Therefore it is important to conduct similar experiments with dielectric objects. The algorithms developed so far will support this work. Such experiments should aim to mimic the properties of the object lodged in the host material as closely as possible. Once this test model is constructed the rest of the measuring and estimating procedure is similar to the method illustrated in this thesis.

The antenna near field effect is another problem to be solved before proceeding to develop practical applications. In practical applications, the microwave measurements are taken by the antenna placed on the surface of the host material. Because of the complicated field pattern closer to the antenna, this near field effect could prevent the discovery of an object close to the surface of the host. In such a situation, the algorithm can compute incorrect results and it is possible to miss the object in the scanning process. Lifting the antenna from the surface could be a solution but further work is necessary to solve this problem.
8.2.2 Long term goals

We recommend the rest of the experimental study be performed in a suitable microwave laboratory. If the measuring chamber is properly insulated to microwaves, it would reduce the effect of the noise and interference coming from outside of the chamber.

Once the rest of the work in the laboratory experiment is completed, this method will need to be tested in a practical situation. This may be possible using a prototype breast model in the initial stage. However, in order to use this method for breast cancer detection, a number of clinical tests would be required.

In order to build a prototype test model, it is necessary to have more accurate estimates of the properties of breast tumours as well as of the properties of the other biological tissues including the skin-fat of the breast. In such a situation, the data and the information available in the literature search in this thesis may be inadequate and therefore further investigations would be required. The construction of the prototype experimental breast model needs a careful selection of appropriate materials which have electrical properties similar to those of the breast and a breast tumour. Apart from this, the prototype breast model must consist of layers for the skin fat and the chest wall.

Although we have used a larger antenna for the experimental study, the antenna system for this practical experiment must be designed and built so that it is feasible to use it with this prototype breast model. Again, there may be a number of antennas but, the detection and the calculation of the size and the distance of the scatterer from each antenna can be performed using the algorithm and the associated scanning method developed in this thesis.

The problem associated with reflection from the chest wall, breast skin and other interference must be treated using the prototype breast model before proceeding to any clinical experimentation. The reflected waves which can be measured from the
surface of the breast will contain all these unwanted backscattered waves. Having a sufficient amount of data available from the measurements, a substantial amount of noise could be filtered out to obtain the microwave response of the breast tumour. It is acknowledged that there is more work necessary to minimise these effects. The theoretical developments, analytical simulations and the experimental studies of this thesis have given the directions to achieve this goal.
Appendix A

Field equations

The fundamental electromagnetic wave theory is well established [7, 8, 14, 15, 99]. In this appendix we illustrate a number of wave solutions which are commonly used in electromagnetic wave problems.

Field equations
For a perfect dielectric medium, the field equations for \( E \), the complex electric intensity and \( H \), the complex magnetic intensity are:

\[
\nabla \times E = -j\omega \mu H, \\
\nabla \times H = j\omega \varepsilon E + J,
\]

(A.1)

where \( J \) is a vector which represents the source or the electric impressed current. Equation (A.1) can be used for a lossy medium by replacing \( \mu \) and \( \varepsilon \) with their complex quantities \( \hat{\mu} \) and \( \hat{\varepsilon} \), respectively and \( \hat{\mu} \) and \( \hat{\varepsilon} \) are the complex permeability and permittivity, respectively [8]. (See section 1.3 in Chapter 1 for more details.)

For a homogeneous medium the divergence of \( H \) in the first equation of (A.1) is

\[
\nabla \cdot H = 0.
\]

Any divergence-free vector is the curl of some other vector. Therefore,

\[
H = \nabla \times A,
\]

(A.2)

where \( A \) is called the magnetic vector potential. Using (A.1) and (A.2) we obtain,

\[
\nabla \times (E + j\omega \mu A) = 0.
\]

(A.3)

Any curl free vector is a gradient of some scalar and therefore

\[
E + j\omega \mu A = -\nabla \Phi^a,
\]

(A.4)

where \( \Phi^a \) represents the magnetic scalar potential. In order to obtain the equation for \( A \), substitute (A.2) and (A.4) into second equation of (A.1):
\[ \nabla \times (\nabla \times A) = j\omega(-\nabla \Phi^a - j\omega \mu A) + J \]
\[ = -j\omega \varepsilon \nabla \Phi^a + k^2 A + J, \]
where \( k = \omega \sqrt{\mu \varepsilon} \) is the wave number of the medium. The above equation can be arranged as
\[ \nabla \times (\nabla \times A) - k^2 A = -j\omega \varepsilon \nabla \Phi^a + J. \] (A.5)
Using the vector identity \( \nabla^2 A = \nabla(\nabla \cdot A) - \nabla \times (\nabla \times A) \), equation (A.5) can be written as
\[ \nabla(\nabla \cdot A) - \nabla^2 A - k^2 A = -j\omega \varepsilon \nabla \Phi^a + J. \] (A.6)
If \( \nabla \cdot A = -j\omega \varepsilon \Phi^a \), then equation (A.6) becomes
\[ \nabla^2 A + k^2 A = -J. \] (A.7)
Equation (A.7) is the Helmholtz equation but with a non-zero right-hand-side. The solutions to this equation are given in terms of vector potentials. From equation (A.7), equation (A.6) can be written as \( \nabla(\nabla \cdot A) = -j\omega \varepsilon \nabla \Phi^a \) and, by substituting this in equation (A.4),
\[ E = -j\omega \mu A + \frac{1}{j\omega \varepsilon} \nabla(\nabla \cdot A). \] (A.8)

Now consider the field equations for a perfect dielectric with \( M \) being the magnetic displacement current,
\[ \nabla \times H = j\omega \varepsilon E, \] (A.9)
\[ \nabla \times E = -j\omega \mu H - M. \]
In homogeneous media, \( \nabla \cdot E = 0 \) (\( E \) is a divergence-free vector) and therefore this can be the curl of some other vector as,
\[ E = \nabla \times F, \] (A.10)
where \( F \) is called the electric vector potential. Therefore, the first equation of (A.9) can be written as,
\[ \nabla \times (H - j\omega \varepsilon F) = 0. \] (A.11)
Any curl-free vector is a gradient of some scalar. Hence,
\[ H - j\omega \varepsilon F = \nabla \Phi^f \] (A.12)
where \( \Phi^f \) is the electric scalar potential. By substituting (A.10) and (A.12) into the second equation of (A.9),
\[ \nabla \times (\nabla \times F) - k^2 F = -M - j\omega \mu \nabla \Phi^f. \] (A.13)
Again, using the vector identity for $\nabla \times (\nabla \times \mathbf{F})$, equation (A.13) can be written as

\[-\nabla^2 \mathbf{F} + \nabla (\nabla \cdot \mathbf{F}) - k^2 \mathbf{F} = -\mathbf{M} - j\omega \mu \nabla \Phi^f. \tag{A.14}\]

If $\nabla \cdot \mathbf{F} = -j\omega \mu \Phi^f$ then equation (A.14) becomes

\[\nabla^2 \mathbf{F} + k^2 \mathbf{F} = \mathbf{M}. \tag{A.15}\]

Again, equation (A.15) is the Helmholtz equation but with a non-zero right-hand-side.

In a homogeneous and source-free region, the fields satisfy the following equations.

\[-\nabla \times \mathbf{E} = \hat{z} \mathbf{H}, \quad \nabla \cdot \mathbf{H} = 0, \tag{A.16}\]

\[-\nabla \times \mathbf{H} = \hat{y} \mathbf{E}, \quad \nabla \cdot \mathbf{E} = 0 \tag{A.16}\]

Since the fields $\mathbf{E}$ and $\mathbf{H}$ are a divergence-free, we can express them in terms of $\mathbf{A}$ the magnetic vector potential or, in terms of $\mathbf{F}$ the electric vector potential, see (A.2) and (A.10). We can employ solutions with a combination of $\mathbf{A}$ and $\mathbf{F}$, but $\mathbf{A}$ and $\mathbf{F}$ (as the dual relationship) must be a solution to Helmholtz equation in (A.7) with $\mathbf{J} = 0 = (0, 0, 0)$, and $\mathbf{F}$ must be a solution to dual equation in (A.15) with $\mathbf{M} = 0 = (0, 0, 0)$. Thus, from equations (A.5) and (A.13), the general equations for the vector potentials $\mathbf{A}$ and $\mathbf{F}$ are

\[-\nabla \times (\nabla \times \mathbf{A}) - k^2 \mathbf{A} = -\hat{y} \nabla \Phi^a, \tag{A.17}\]

\[-\nabla \times (\nabla \times \mathbf{F}) - k^2 \mathbf{F} = -\hat{z} \nabla \Phi^f, \tag{A.17}\]

where $\Phi^a$ and $\Phi^f$ are scalars and $\hat{y} = j\omega \hat{\varepsilon}$ and $\hat{z} = j\omega \hat{\mu}$ (see section 1.2).

The complete solution for $\mathbf{E}$ and $\mathbf{H}$ is the combination of two partial solutions to electric and magnetic sources. From the Maxwell’s relationship, we have $\nabla \times \mathbf{H} = \hat{y} \mathbf{E} + \mathbf{J}$, and this can be arranged as

\[\mathbf{E} = (\nabla \times \mathbf{H} - \mathbf{J}) \frac{1}{\hat{y}}. \tag{A.18}\]

Therefore, (with the combination of two partial solutions) the solution to field $\mathbf{E}$ can be found in terms of $\mathbf{A}$ and $\mathbf{F}$ using equations (A.2), (A.10) and (A.18) as

\[\mathbf{E} = \frac{1}{\hat{y}} (\nabla \times (\nabla \times \mathbf{A}) - \mathbf{J}) - \nabla \times \mathbf{F}. \tag{A.19}\]

Similarly the solution to $\mathbf{H}$ fields can be found from the dual relationship and it is

\[\mathbf{H} = \frac{1}{\hat{z}} (\nabla \times (\nabla \times \mathbf{F}) - \mathbf{M}) + \nabla \times \mathbf{A}. \tag{A.20}\]

Thus, the electromagnetic fields for $\mathbf{E}$ and $\mathbf{H}$ in terms of $\mathbf{A}$ and $\mathbf{F}$, with $\mathbf{J} = 0$ and $\mathbf{M} = 0$, are

\[\mathbf{E} = -\nabla \times \mathbf{F} + \frac{1}{\hat{y}} (\nabla \times (\nabla \times \mathbf{A})), \tag{A.21}\]

\[\mathbf{H} = \nabla \times \mathbf{A} + \frac{1}{\hat{z}} (\nabla \times (\nabla \times \mathbf{F})).\]
These are the general equations for fields and potentials for a homogeneous and source free region.

From equations (A.7) and (A.15), with $\mathbf{J} = 0$ and $\mathbf{M} = 0$, we have $\nabla^2 \mathbf{F} = -k^2 \mathbf{F}$ and $\nabla^2 \mathbf{A} = -k^2 \mathbf{A}$, respectively. Using these relationships with $k^2 = -\hat{y}\hat{z}$ and, by using the vector identity $\nabla^2 \mathbf{A} = \nabla(\nabla \cdot \mathbf{A}) - \nabla \times (\nabla \times \mathbf{A})$, equation (A.21) can be written as

$$\begin{align*}
\mathbf{E} &= -\nabla \times \mathbf{F} - \hat{z} \mathbf{A} + \frac{1}{y} \nabla(\nabla \cdot \mathbf{A}), \\
\mathbf{H} &= \nabla \times \mathbf{A} - \hat{y} \mathbf{F} + \frac{1}{z} \nabla(\nabla \cdot \mathbf{F}),
\end{align*}$$

(A.22)

Each equation in (A.22) has both $\mathbf{F}$ and $\mathbf{A}$ vector potentials. Therefore both of these equations can be expanded conveniently by choosing one vector potential at a time. When $\mathbf{F} = 0$ and $\mathbf{A} = u_z \psi$ ($u_z$ is a unit vector in z-direction), we can represent the fields in terms of $\mathbf{A}$ using equation (A.22) as

$$\begin{align*}
\mathbf{E} &= -\hat{z} \mathbf{A} + \frac{1}{y} \nabla(\nabla \cdot \mathbf{A}), \\
\mathbf{H} &= \nabla \times \mathbf{A}.
\end{align*}$$

(A.23)

When the equation (A.23) is expanded in rectangular coordinates, we obtain

$$\begin{align*}
E_x &= \frac{1}{y} \frac{\partial^2 \psi}{\partial x \partial z}, \\
H_x &= \frac{\partial \psi}{\partial y}, \\
E_y &= \frac{1}{y} \frac{\partial^2 \psi}{\partial y \partial z}, \\
H_y &= -\frac{\partial \psi}{\partial x}, \\
E_z &= \frac{1}{y} \left( \frac{\partial^2 \psi}{\partial z^2} + k^2 \right) \psi, \\
H_z &= 0.
\end{align*}$$

(A.24)

In equation (A.24), we can see that the $H_z$ component is zero and therefore this type of field is called transverse magnetic (TM) to the z-direction. Similarly by choosing $\mathbf{A} = 0$ and $\mathbf{F} = u_z \psi$ we can represent the fields in terms of $\mathbf{F}$ using equation (A.22) as

$$\begin{align*}
\mathbf{E} &= -\nabla \times \mathbf{F} - \hat{y} \mathbf{F} + \frac{1}{z} \nabla(\nabla \cdot \mathbf{F}), \\
\mathbf{H} &= \nabla \times \mathbf{A}.
\end{align*}$$

(A.25)

When the equation (A.25) is expanded in rectangular coordinates, we obtain

$$\begin{align*}
E_x &= -\frac{\partial \psi}{\partial y}, \\
H_x &= \frac{1}{z} \frac{\partial^2 \psi}{\partial x \partial z}, \\
E_y &= \frac{\partial \psi}{\partial z}, \\
H_y &= \frac{1}{z} \frac{\partial^2 \psi}{\partial y \partial z}, \\
E_z &= 0, \\
H_z &= \frac{1}{z} \left( \frac{\partial^2 \psi}{\partial z^2} + k^2 \right) \psi.
\end{align*}$$

(A.26)

In equation (A.26) we can see that the $E_z$ component is zero and therefore this type of field is transverse electric (TE) to the z-direction.
Appendix B

Bessel functions

Bessel’s differential equation of order $v$ is

$$x^2 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} + (x^2 - v^2) y = 0,$$  \hspace{1cm} (B.1)

where $v$ is an arbitrary real or complex number. Since this is a second-order differential equation, there must be two linearly independent solutions [8, 97, 103]. However, when $v = n$ an integer, then there are no longer two independent solutions ($n$ is referred to as the order of the Bessel function).

The Bessel functions of the first kind, denoted as $J_n(x)$, are solutions to Bessel’s differential equation and these solutions are finite at the origin ($x = 0$) as $n$ is an integer. The following relationship is valid for $v = n$ an integer:

$$J_{-n}(x) = (-1)^n J_n(x).$$  \hspace{1cm} (B.2)

The Bessel functions of the second kind, denoted by $Y_n(x)$, are also solutions to the Bessel differential equation. The following relationship is valid for $v = n$ an integer:

$$Y_{-n}(x) = (-1)^n Y_n(x).$$  \hspace{1cm} (B.3)

For the non-integer $v$,

$$Y_v(x) = \frac{J_v(x) \cos(v\pi) - J_{-v}(x)}{\sin(v\pi)}$$  \hspace{1cm} (B.4)

and

$$Y_n(x) = \lim_{v \to n} Y_v(x).$$  \hspace{1cm} (B.5)

The function $Y_v(x)$ are sometimes called Neumann functions and are denoted by $N_v(x)$. The Bessel functions of first kind and the Bessel functions of the second kind are shown in Figures B.1 and B.2, respectively. These are the lowest order functions ($n=0$, $n=1$ and $n=2$) and have been plotted with respect to their argument $x$. 
Figure B.1: The Bessel functions of first kind

Figure B.2: The Bessel functions of second kind
Another pair of linearly independent solutions to Bessel’s equation are the Hankel functions:

\[ H^{(1)}_v(x) = J_v(x) + jY_v(x), \]

\[ H^{(2)}_v(x) = J_v(x) - jY_v(x), \]

where \( H^{(1)}_v(x) \) are the Hankel functions of first kind and \( H^{(2)}_v(x) \) are the Hankel functions of second kind. These functions are used to express inward and outward propagating cylindrical waves, respectively.

The derivative formulae of the Bessel functions are

\[ xJ'_n(x) + nJ_n(x) = xJ_{n-1}(x) \]  \hspace{1cm} (B.7)

and

\[ xJ'_n(x) - nJ_n(x) = -xJ_{n+1}(x). \]  \hspace{1cm} (B.8)

From equations (B.7) and (B.8),

\[ J'_n(x) = \frac{J_{n-1}(x) - J_{n+1}(x)}{2}. \]  \hspace{1cm} (B.9)

Similarly,

\[ xY'_n(x) + nY_n(x) = xY_{n-1}(x) \]  \hspace{1cm} (B.10)

and

\[ xY'_n(x) - nY_n(x) = -xY_{n+1}(x). \]  \hspace{1cm} (B.11)

From equations (B.10) and (B.11),

\[ Y'_n(x) = \frac{Y_{n-1}(x) - Y_{n+1}(x)}{2}. \]  \hspace{1cm} (B.12)

From equations (B.9) and (B.12), the derivative of the Hankel function is given by

\[ H^{(2)}'_n(x) = \frac{H^{(2)}_{n-1}(x) - H^{(2)}_{n+1}(x)}{2}. \]  \hspace{1cm} (B.13)

The spherical Bessel functions are given by

\[ j_n(x) = \sqrt{\frac{\pi}{2x}} J_{n+1/2}(x), \]  \hspace{1cm} (B.14)

\[ y_n(x) = \sqrt{\frac{\pi}{2x}} Y_{n+1/2}(x) = (-1)^{n+1} \sqrt{\frac{\pi}{2x}} J_{-n-1/2}(x). \]  \hspace{1cm} (B.15)

Bessel functions of order \( n+1/2 \) are used in the solutions of the Helmholtz equation in spherical coordinates. The spherical Bessel functions are defined as

\[ b_n(x) = \sqrt{\frac{\pi}{2x}} B_{n+1/2}(x), \]  \hspace{1cm} (B.16)

where \( B_{n}(x) \) denotes a solution to Bessel’s equation. Here, \( j_n(x) \) is used to represent the spherical Bessel functions of the first kind and \( h^{(2)}_n(x) \) is used to represent the spherical Hankel functions of the second kind.
Appendix C

C.1 Evaluation of the constant \(u_n\)

Here, we recall equation (3.11) to evaluate the constant \(u_n\).

\[
E_0 e^{-jk_1p\cos\phi} = E_0 \sum_{n=-\infty}^{\infty} u_n J_n(k_1p)e^{jn\phi}. \tag{C.1}
\]

Multiply both the sides of equation (C.1) by \(e^{-jm\phi}\) and integrate with respect to \(\phi\) over the interval 0 to 2\(\pi\) to obtain

\[
\int_0^{2\pi} e^{-jk_1p\cos\phi} e^{-jm\phi} d\phi = \int_0^{2\pi} \sum_{n=-\infty}^{\infty} u_n J_n(k_1p)e^{jn\phi} e^{-jm\phi} d\phi. \tag{C.2}
\]

The right hand side of equation (C.2) can be simplified to

\[
\int_0^{2\pi} \sum_{n=-\infty}^{\infty} u_n J_n(k_1p)e^{jn\phi} e^{-jm\phi} d\phi = 2\pi u_m J_m(k_1p). \tag{C.3}
\]

The \(m^{th}\) derivative of the left hand side of equation (C.2) with respect to \(p\) is

\[
\frac{d^m}{dp^m} \int_0^{2\pi} e^{-jk_1p\cos\phi} e^{-jm\phi} d\phi = \int_0^{2\pi} k_1^m j^{-m} \cos^m(\phi) e^{-jk_1p\cos\phi} e^{-jm\phi} d\phi. \tag{C.4}
\]

When the right hand side of equation (C.4) is evaluated at \(p = 0\) we obtain

\[
k_1^m j^{-m} \int_0^{2\pi} \cos^m(\phi)e^{-jm\phi} d\phi = \frac{k_1^m 2\pi j^{-m}}{2m}. \tag{C.5}
\]

Similarly the \(m^{th}\) derivative of the right hand side of equation (C.3) with respect to \(p\) evaluated at \(p = 0\) can be found as

\[
\frac{k_1^m 2\pi u_m}{2m}. \tag{C.6}
\]

Then, with the results in equation (C.5), the constant \(u_n\) is found as (putting \(m = n\))

\[
u_n = j^{-n}. \tag{C.7}
\]
C.2 Evaluation of the constant $g_n$

In order to evaluate $g_n$, multiply both sides of equation (4.14) by $P_q(\cos \theta) \sin \theta$ and integrate from 0 to $\pi$ on $\theta$. Then,

$$
\int_{0}^{\pi} e^{-jkr \cos \theta} P_q(\cos \theta) \sin \theta \, d\theta = \int_{0}^{\pi} \sum_{n=0}^{\infty} g_n j_n(kr) P_n(\cos \theta) P_q(\cos \theta) \sin \theta \, d\theta. \quad (C.8)
$$

When $n \neq q$, because of the orthogonality condition,

$$
\int_{0}^{\pi} P_n(\cos \theta) P_q(\cos \theta) \sin \theta \, d\theta = 0. \quad (C.9)
$$

When $n = q$, using the expression for the Legendre polynomials given in Rodrigues’ formula [8], equation (C.9) is simplified to

$$
\int_{0}^{\pi} (P_q(\cos \theta))^2 \sin \theta \, d\theta = \frac{2}{2q + 1}. \quad (C.10)
$$

Therefore, the right hand side of equation (C.8) becomes

$$
\int_{0}^{\pi} \sum_{n=0}^{\infty} g_n j_n(kr) P_n(\cos \theta) P_q(\cos \theta) \sin \theta \, d\theta = \frac{2g_q}{2q + 1} j_q(kr). \quad (C.11)
$$

The $q^{th}$ derivative of the left hand side of equation (C.8) with respect to $r$ evaluated at $r = 0$ is

$$
j^{-q} k^q \int_{0}^{\pi} \cos^q \theta P_q(\cos \theta) \sin \theta \, d\theta = j^{-q} k^q \frac{2^{q+1} (q!)^2}{(2q + 1)!}. \quad (C.12)
$$

Similarly, the $q^{th}$ derivative [8] of the right hand side of equation (C.11) evaluated at $r = 0$ is

$$
k^q \frac{2^{q+1} (q!)^2 g_q}{(2q + 1)(2q + 1)!}. \quad (C.13)
$$

By comparing this result with left hand side equation in (C.12),

$$
g_q = j^{-q} (2q + 1). \quad (C.14)
$$

By replacing $q$ by $n$,

$$
g_n = j^{-q} (2n + 1). \quad (C.15)$$
Appendix D

Legendre Functions

When solving the wave problems associated with spherical coordinates the Helmholtz equations are used in many cases. The $\theta$ equation in (4.4) is called Legendre’s equation and its solutions are called the associated Legendre functions [8,97].

$$\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{dL}{d\theta} \right) + \left[ v (v + 1) - \frac{m^2}{\sin^2 \theta} \right] L = 0.$$  \hspace{1cm} (D.1)

The solution to this, in general, is $L_n^m(\cos \theta)$ and, commonly used solutions are $P_n^m(\cos \theta), Q_n^m(\cos \theta)$. \hspace{1cm} (D.2)

The solutions $P_n^m(\cos \theta)$ are the associated Legendre functions of first kind and $Q_n^m(\cos \theta)$ are the associated Legendre functions of second kind.

Legendre’s equation in (D.1) can be put into a common form using, $u=\cos \theta$, so that

$$(1 - u^2) \frac{d^2L}{du^2} - 2u \frac{dL}{du} + \left[ v (v + 1) - \frac{m^2}{1 - u^2} \right] L = 0.$$  \hspace{1cm} (D.3)

Equation (D.3) is the associated Legendre equation and, if $m = 0$, this equation reduces to the ordinary Legendre equation:

$$(1 - u^2) \frac{d^2L}{du^2} - 2u \frac{dL}{du} + v (v + 1) L = 0.$$  \hspace{1cm} (D.4)

In spherical coordinates, the angle $\theta$ changes from 0 to $\pi$ and therefore the solutions must be expected over the range $-1 \leq u \leq 1$. If $v$ is not an integer, $P_v(u)$ and $P_v(-u)$ are two independent solutions to the ordinary Legendre equation in (D.4). If $v = n$ is an integer, the Legendre function of the first kind becomes a finite series called the Legendre polynomial of degree $n$. In this case, $P_n(-u) = (-1)^n P_n(u)$ [8]. The Legendre function of the second kind is defined as

$$Q_v(u) = \frac{\pi}{2} \frac{P_v(u) \cos v\pi - P_v(-u)}{\sin v\pi}.$$  \hspace{1cm} (D.5)
When \( v = n \) is an integer,

\[
Q_n(u) = \lim_{v \to n} Q_v(u)
\]

and this is the second solution to Legendre’s equation.

The Legendre polynomials are given by Rodrigues’ formula,

\[
P_n(u) = \frac{1}{2^n n!} \frac{d^n}{du^n} (u^2 - 1)^n.
\]

Some of the lower order polynomials are

\[
\begin{align*}
P_0(u) &= 1 \\
P_1(u) &= u \\
P_2(u) &= \frac{1}{2} (3u^2 - 1) \\
P_3(u) &= \frac{1}{2} (5u^3 - 3u) \\
P_4(u) &= \frac{1}{8} (35u^4 - 30u^2 + 3).
\end{align*}
\]

The curves of the Legendre polynomials plotted against \( \theta \) for \( n = 0, n = 1, n = 2 \) and \( n = 3 \) are shown in Figure D.1.

Now consider the associated Legendre equation in (D.3). For simplicity, take \( m \) to be an integer. If equation (D.4) is differentiated \( m \) times (we use \( v = n \)) the result is for \( v = n \)

\[
\left[ (1 - u^2) \frac{d}{du^2} - 2u (m + 1) \frac{d}{du} + (n - m)(n + m + 1) \right] \frac{d^m L}{du^m} = 0.
\]
Now, letting \( w = \left(1 - u\right)^{m/2} \frac{d^m L}{du^m} \) in the above, equation (D.3) can be obtained with \( L \) replaced by \( w \). Hence the solutions to the associated Legendre equation are

\[
P_n^m(u) = (-1)^m (1 - u^2)^{m/2} \frac{d^m P_n(u)}{du^m},
\]

(D.10)

where \( P_n(u) \) is the associated Legendre polynomial of degree \( n \). All \( P_n^m(u) = 0 \) for \( m > n \). Similarly for the second kind,

\[
Q_n^m(u) = (-1)^m (1 - u^2)^{m/2} \frac{d^m Q_n(u)}{du^m}.
\]

(D.11)

Here, \( Q_n(u) \) is the associated Legendre polynomial of degree \( n \) of second kind. Some of these polynomials are

\[
P_1^1(u) = -(1 - u^2)^{1/2}, \quad P_2^1(u) = -3(1 - u^2)^{1/2}u, \quad P_2^2(u) = 3(1 - u^2)
\]

\[
P_3^1(u) = -\frac{3}{2}(1 - u^2)^{1/2}(1 - 5u^2), \quad P_3^2(u) = 15(1 - u^2)u,
\]

\[
P_3^3(u) = -15(1 - u^2)^{3/2}.
\]

(D.12)

For \( P_n^m(u) \), when degree \( n = 1 \) there is only one solution, when \( n = 2 \) there are two solutions for first order and second order and, when \( n = 3 \) there are three solutions for first, second and third orders. When \( m \) is not an integer, the situation becomes more complicated and the standard formulae can be found in [8].
Appendix E

The distance to the wave front from the cylinder

Figure E.1: Geometry of the antenna plane

Figure E.1 shows the geometry of the antenna in $xy$-plane. In the experiment the horn angle has been measured ($\alpha=17.5$ degrees). The arc drawn between two side
walls of the antenna represents the wave front which is presumed to be cylindrical in shape due to the mode of wave excitation from the antenna flange. From the geometry of the situation the small distance $\Delta$ between the arc and the aperture plane of the antenna at the mid-angle point between $O'$ and the edge of the antenna front face can be found as

$$\Delta = r(1 - \cos(\alpha/2)).$$  \hfill (E.1)

As the horn angle $\alpha$ is known by the measurements, the arc radius $r$ is found to be

$$r = \frac{B}{2} \cot(\alpha).$$  \hfill (E.2)

Therefore, using equations (E.1) and (E.2) the length $\Delta$ can be found as

$$\Delta = \frac{B}{2} \cot(\alpha)(1 - \cos(\alpha/2)).$$  \hfill (E.3)

Now, equation (E.3) can be used to find the distance to the wave front from the point $C$, the centre of the cylinder. Thus the approximate average distance to the wave-front from $C$ is $d_1^*[1] = d_1 + \Delta$. Using a similar mid-angle approximation for the scattered wave, again taking the half-angle point $\phi = \pi - \theta/2$, this average distance is $\frac{d_1^*[1]}{\cos(\pi/2)}$. In the application in Chapter 7, $\Delta = 0.006$ m.
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