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Abstract—Spectral warping is a digital signal processing transform which shifts the frequencies contained within a signal along the frequency axis. The Fourier transform coefficients of a warped signal correspond to frequency-domain ‘samples’ of the original signal which are unevenly spaced along the frequency axis. This property allows the technique to be efficiently used for DSP-based analog and mixed-signal testing. The analysis and application of spectral warping for test signal generation, response analysis, filter design, frequency response evaluation, etc. are discussed in this paper along with examples of the software and hardware implementation.

Index Terms—Analog and mixed-signal circuits, chirp, digital signal generation and analysis, electronic testing.

ACRONYMS

AC Alternate Current
ADC Analog-to-Digital Converter
ALU Arithmetic Logic Unit
ASIC Application-Specific Integrated Circuit
BIST Built-In Self-Test
CMOS Complementary Metal Oxide Semiconductor
DDS Direct Digital Synthesizer
DFT Discrete Fourier Transform
DSP Digital Signal Processing
DUT Device Under Test
ENOB Effective Number of Bits
FFT Fast Fourier Transform
FIR Finite Impulse Response
I/O Input/Output
SW Spectral Warping

I. SUMMARY AND CONCLUSION

In this paper, a review and analysis of the Spectral Warping (SW) digital signal processing technique is given, and its application to the area of analog and mixed-signal testing is proposed.

The SW transform shifts the frequency components of a signal along the frequency axis, while maintaining the general shape of the spectrum. However the duration and amplitude of each frequency component are correspondingly affected and have to be taken into account when using the technique.

The proposed new applications of the SW transform are in the emerging area of Digital Signal Processing (DSP)-based...
analog and mixed-signal testing. They include evaluation of the impulse response of the Device Under Test (DUT) without the risk of overloading and damaging the system, as might happen when applying an impulse. A special chirp signal is generated using SW and applied to the system. The output is fed through two SW networks to produce the impulse response. If only the magnitude response is required, then no SW is needed—simply, the Fourier transform of the chirp response is analyzed. Further, a quick estimate of the magnitude response can be found by observing the envelope of the output. The proposed method is accurate for all but the very extreme frequencies.

Among the other applications of SW in DSP-based electronic testing of analog and mixed-signal systems are the characterization of analog-to-digital converters using input chirp signals, the generation of test signals having pre-specified frequency spectra, digital filtering with good stop-band attenuation, and unequal-resolution frequency analysis.

II. INTRODUCTION

The importance of analog and mixed-signal testing has grown increasingly during the last decades. It is no surprise that intensive research and development on the topic has been carried out by many specialists in different countries resulting in a number of techniques and approaches [1]–[8]. Among them, Digital Signal Processing (DSP)-based testing has proved to be one of the most promising, offering excellent potential for practical use. It involves using digital tools and methods to test both digital and analog components [1], [6], [8].

The basic structure of DSP-based testing is presented in Fig. 1. It can be seen that both signal generation and output measurement are realized by means of pure digital circuitry.

Test signals that are usually used in this scheme include [6]–[8]: digitized sinusoid, digitized multi-tone, pseudorandom, etc. The following algorithms are used for response analysis [1], [2], [6]–[8]: Discrete Fourier Transform (DFT) computed by means of Fast Fourier Transform (FFT) [9], IEEE 1057 sine-wave fitting, cross-correlation, auto-correlation, filtering, etc.

DSP-based testing is an effective way around many otherwise unavoidable limits of analog instrumentation (cross-talk, nonlinearity, noise, drift, aging, improper calibration, long filter settling time, thermal effects and so on). At the same time, it provides benefits inherent to the use of digital components and tools (accuracy, stability, single set up for multiple types of tests, results repeatability, etc.). Besides, in DSP-based testing all test access can be obtained through the same digital I/O ports, while the Device Under Test (DUT) can be tested for many parameters in one run thus increasing throughput.

One of the main problems in DSP-based testing of analog and mixed-signal circuits is to find a minimum set of test signals/frequencies and internal test points of the DUT that maximizes the testability [1], [2], [6], [7]. This problem is usually addressed when the circuit is being designed. The other important problem is the generation and application of such test signals to specific points of DUTs as well as analysis of the test responses. These become even more complicated in the Built-In Self-Test (BIST) environment, where available test resources are essentially limited.

This paper introduces a special DSP procedure—Spectral Warping, and discusses how its utilization and implementation can benefit analog and mixed-signal test generation and analysis. The paper is organized as follows. Section II introduces the background theory of Spectral Warping based on the theory first presented in [10], [11]. Properties of the SW transform are investigated in the Section III. Application of Spectral Warping in the Analog and Mixed-Signal test area is discussed in Section IV.
Another set of bases which span \( f(t) \) may also exist,

\[
    f(t) = \sum_{k=-\infty}^{+\infty} g_k \lambda_k(t),
\]  

for which the set of functions \( \{\varphi_n(t)\} \) is complete with respect to \( \{|\lambda_n(t)|\} \). Hence each \( \lambda_k(t) \) can be expanded in terms of \( \{\varphi_n(t)\} \):

\[
    \lambda_k(t) = \sum_{n=-\infty}^{+\infty} \psi_{k,n} \varphi_n(t),
\]

where \( \psi_{k,n} \) are the mapping functions between the basis functions, and hence

\[
    f_n = \sum_{k=-\infty}^{+\infty} g_k \psi_{k,n}.
\]

For mappings from \( f(t) \) to \( \{f_n\} \) and from \( f(t) \) to \( \{g_k\} \) to preserve convolution, the mapping of \( \{g_k\} \) to \( \{f_n\} \) in (4) also needs to preserve convolution, thus the sequences \( \{\Psi_{k,n}\} \) must fulfill the following condition (see Appendix I for proof):

\[
    \Psi_{k}[z] = [\Psi_1[z]]^k.
\]

Where \( \Psi_k[z] \) is the z-transform of \( \{\psi_{k,n}\} \).

Taking the z-transform of (4) we get

\[
    F[z] = \sum_{k=-\infty}^{+\infty} g_k \Psi_k[z] = \sum_{k=-\infty}^{+\infty} g_k \{\Psi_1[z]^{-1}\}^{-k}.
\]

We will define the \( \hat{z} \)-transform of \( \{f_n\} \) as

\[
    F[\hat{z}] = \sum_{k=-\infty}^{+\infty} f_k \hat{z}^{-k}.
\]

Hence, we can easily see from (6) and (7) that \( \hat{z} \) and \( z \) are related by the mapping

\[
    \hat{z} = (\Psi_1[z])^{-1} \equiv m[z].
\]

The mapping from \( \{f_n\} \) to \( \{g_k\} \) is equivalent to exchanging the complex frequency variable \( z \) for \( \{f_n\} \) to \( \hat{z} \) for \( \{g_k\} \). This transformation can be expressed in the \( z \)-domain as

\[
    F[z] = G(m[z]).
\]

### B. The SW Transform

A particular set of functions \( \{\Psi_k[z]\} \) will result in a transform which creates a new sequence whose Fourier transform is equal to the Fourier transform of the original signal on a distorted (warped) frequency axis \[10\]. The mapping from one sequence \( \{f_n\} \) to another \( \{g_k\} \), as expressed by (4), is equivalent to a transformation from \( F[z] \) to \( \hat{G}[\hat{z}] \) if (5) is satisfied. If the function \( \hat{z} = m[z] \) is defined such that it maps the unit circle in the \( z \)-plane to the unit circle in the \( \hat{z} \)-plane, then the transform will be a warping of the frequency axis. If \( \omega \) is the angular frequency in the \( z \)-plane and \( \hat{\omega} \) is the angular frequency in the \( \hat{z} \)-plane, then

\[
    e^{j\hat{\omega}} = m[e^{j\omega}] = e^{j\theta(\omega)}
\]

where \( \hat{\omega} = \theta(\omega) \) is the frequency mapping or warping.

These constraints imply that

\[
    |m[e^{j\omega}]| = |\Psi_1[e^{j\omega}]| = 1
\]

or that \( m[z] \) is an all-pass function, i.e.,

\[
    \hat{z} = m[z] = \prod \frac{1 - a_p z^{-1}}{z^{-1} - a^*_p}
\]

where \( a_p \) and \( 1/a^*_p \) are the zeros and poles respectively of the all-pass function, with \( a^*_p \) as the complex conjugate of \( a_p \).

If the coefficients \( a_p \) are such that the interval \(-\pi < \omega < \pi \) maps one-to-one to the interval \(-\pi < \hat{\omega} < \pi \), then \( m[z] \) will be invertible. For this to be true it is necessary (but not sufficient) for the difference between the number of zeros and the number of poles which lie within the unit circle to be one. It is useful to choose a first-order all-pass function, for which (12) reduces to

\[
    \hat{z} = m[z] = \frac{1 - az^{-1}}{z^{-1} - a^*}.
\]

Where \( 0 < |a| < 1 \) and the subscript 1 has been dropped. The inverse of the above equation, found by replacing \( a \) with \( -a \), is

\[
    z = m^{-1}[\hat{z}] = \frac{1 + az^{-1}}{\hat{z}^{-1} + a^*}.
\]

The set of \( z \)-transforms \( \{\Psi_k[z]\} \) which relate \( f_n \) and \( g_k \) is

\[
    \Psi_k[z] = \left( \frac{z^{-1} - a^*}{1 - az^{-1}} \right)^k.
\]

Thus \( \Psi_k[z] \) corresponds to a \( k \)th-order all-pass filter with \( k \) poles at \( z = a \) and \( k \) zeros at \( z = 1/a^* \).

### C. Realizing the SW Transform

A SW network is an all-pass filter of the form shown in (15) and can be realized as a cascade of first-order all-pass filters. A signal is time reversed and passed through the first all-pass filter. The last sample of the filtered sequence becomes the first output sample. The sequence is then passed through another all-pass filter. The last sample of the sequence after the second filter is the second output sample. This process is repeated for each filter in the network. The number of output samples generated is equal to the number of filters used. Fig. 2 shows the form of a SW network. All of the filters are identical apart from the first two \[11\].

Fig. 3 illustrates how a signal is shifted in frequency by means of the SW network. A sequence representing a sinusoid of \( \pi/4 \) (\( \pi \) is half the sampling rate) is taken. A SW network with the warping factor \( a \) is chosen such that a phase shift of \( \pi/16 \) is experienced at \( \omega = \pi/4 \). Fig. 3(a) shows the sequence after it has been time-reversed and fed through the first filter, and the last sample is taken as the first output sample. Fig. 3(b) presents how the output sequence is formed after the signal has been
through several filters. In this example, the output frequency is half that of the input.

IV. ANALYSIS OF SW PROPERTIES

A. Frequency Distortion

The frequency components of a signal that has undergone SW are shifted in the frequency domain. This distortion of the frequency axis is discussed in [10], [11]. The extent of the distortion, controlled by the parameter $a$ (called the warping factor), is given by

$$\hat{\omega} = \theta(\omega) = \tan^{-1}\left[\frac{(1-a^2)\sin \omega}{(1+a^2)\cos \omega - 2a}\right] - 1 < a < 1, \quad (16)$$

and the inverse relationship is

$$\omega = \theta^{-1}(\hat{\omega}) = \tan^{-1}\left[\frac{(1-a^2)\sin \hat{\omega}}{(1+a^2)\cos \hat{\omega} + 2a}\right] - 1 < a < 1. \quad (17)$$

Distortion curves for a selection of warping factors are given in Fig. 4. It can be seen that the closer the $|a|$ is to one, the more severe the distortion. The symmetry between the curves for a particular warping factor and the negative of that warping factor shows that the transform is reversible. A signal produced by warping with a factor of $a$ can be transformed back to its original form by warping with $-a$. A complex-valued warping factor enables the point of maximum distortion to be positioned at any frequency.

B. Time Distortion

To transform a segment of a signal that extends for all time, the signal is multiplied by a windowing function. This corresponds to convolving the spectrum of the signal with that of the window. If the bandwidth of the signal is much narrower than the bandwidth of the windowing function, then the signal’s spectrum takes on the shape of the spectrum of the windowing function, but remains at the same center frequency. When the windowed signal is transformed this spectrum is warped according to the slope of (16). If the bandwidth of the windowing function is sufficiently narrow, this slope can be approximated to be constant (as illustrated in Fig. 5).

There is a reciprocal relationship between the time and frequency domains. This means that the duration of the signal is reduced if the bandwidth is increased, and vice versa. Therefore the change in duration, or stretching, given below in (18), is the reciprocal of the derivative of (16).

$$s(\omega) = \frac{1}{\frac{d\theta(\omega)}{d\omega}} = \frac{(1-2a\cos \omega + a^2)}{(1-a^2)}. \quad (18)$$

A sinusoidal input of frequency $\omega$, starting at sample $N_1$ and finishing at $N_2$, will produce a sinusoidal output of frequency
Fig. 6. Ratio of the duration of the output to that of the input as a function of the input frequency for three warping factors. For a warping factor of $\pm \frac{3}{4}$, seven times the number of output samples as input samples are needed to completely represent the warped version of a signal containing all possible frequencies.

\[ \tilde{\omega} = \theta(\omega), \] spanning the time $\tilde{N}_1$ to $\tilde{N}_2$. Substituting $N_1$ and $N_2$ for $N$ in (19) will give these values.

\[ \tilde{N}(N, \omega) = N \times \frac{(1 - 2a\cos \omega + a^2)}{(1 - a^2)} = Ns(\omega). \] (19)

A result of this time distortion is the number of samples needed to completely represent the output signal for an arbitrary input is the length of the input signal multiplied by either $s(0)$ or $s(\pi)$, depending on the sign of $a$. An example is shown in Fig. 6.

C. Amplitude and Phase Distortions

The energy of each frequency component is conserved during a SW transformation (providing there are enough output samples to ensure that the signal is not truncated). Therefore when a frequency component is stretched out in time it is also attenuated. Similarly, it is amplified if it is compressed in time. The expression for the magnitude gain response is therefore the derivative of (16):

\[ |H(\omega)| = \frac{(1 - a^2)}{(1 - 2a\cos \omega + a^2)}, \] (20)

This result was originally derived in [12], along with the phase response, which is shown below.

\[ \Phi(\omega) = (1 - M) \tan^{-1} \left[ \frac{(1 - a^2)\sin \omega}{(1 + a^2)\cos \omega - 2a} \right], \] (21)

where $M$ is the number of filters.

The amplitude distortion, being a function of both frequency and $a$, gives rise to the three-dimensional bode plot of Fig. 7.

V. SW APPLICATIONS IN CIRCUIT TESTING

A. Unequal-Frequency Resolution Signal Generation and Analysis

The spectral warping technique (originally developed for speech correction) can find new, interesting and efficient applications in the emerging area of analog and mixed-signal testing when unequal frequency resolution is required. This offers significant benefits in mass-production testing where high throughput of testing is vitally important. The use of frequency spectral warping pre-processing to obtain unequal spectral resolution could reduce total computing times and thus time to perform testing. This could be especially important in testing high-speed high-frequency circuits and systems.

Indeed, SW enables the Fast Fourier Transform (FFT) to have unequal resolution along the frequency axis. This relates to taking samples of the $z$-transform that are unevenly distributed around the unit circle, as shown in Fig. 8.

A signal can be pre-warped to move frequency components away from a band of particular interest. The results of an FFT of the warped signal are shifted back in frequency by applying the inverse of (16). The data now reflect the frequency content of the unwarped signal, with the frequency data being closely spaced where the slope of $\theta(\omega)$ is the steepest. This technique is most useful in the case when information from one end of the spectrum is important, while the other end of the spectrum can be ignored.

For example, if it were desired to analyze a signal’s frequency content above $0.9\pi$ (and the information about the rest of the spectrum is of no interest), then the signal could be prewarped using $a = -0.8$. An output sequence of $M = N/2$ could be
used as it would not matter that the lower frequency signal components would be truncated. The FFT of the warped signal could then be generated and the result plotted against

$$\Omega = \theta^{-1}(\omega) = \tan^{-1} \left[ \frac{(1-a^2)\sin \omega}{(1+a^2)\cos \omega + 2a} \right]$$

(22)

where $\omega = \theta(\omega)$. So if the frequencies of interest lay in this upper band, then an FFT could be performed on a sequence of half the length, yielding higher resolution while performing fewer calculations.

It is important that SW can be employed for both test response analysis and test signal generation when nonuniform frequency resolution (“focused” or “stretched”) is required. This is of particular importance in telecommunication or audio/video circuits and systems testing. The test data flow is shown in Fig. 9. In both the cases (test stimuli generation and response analysis) the amplitude-frequency and phase-frequency characteristics of the network, as presented in Section III, have to be taken into account to obtain correct results from testing.

A signal is applied to the DUT from a signal source of known frequency spectrum $S_p(f)$ and power $\sigma_p^2$. The signal output from the DUT is converted from analog to digital form and transformed by FFT into frequency spectra $S_y(f)$. To limit the measurement errors caused by internal noise, ensemble averaging can be used, and the transfer function, $H(f)$, is found as

$$H(f) = \frac{\langle S_y(f)S_{y*}(f) \rangle}{\sigma_y^2},$$

(23)

where $\langle \rangle$ denotes ensemble averaging and $S_{y*}(f)$ is the complex conjugate of $S_y(f)$.

SW is used for both the generation of unequally spaced frequencies (with some value of warping parameter $a$), and for the response analysis (with the warping parameter equal to $-a$ as the frequencies have to be placed back into the uniform mode). Thus the total distortion introduced by the double warping is

$$|H_M(\omega)| = \frac{(1-a^2)^2}{(1+a^2)^2 - 4a^2 \cos^2 \omega}$$

(24)

To eliminate the amplitude distortion an appropriate correction has to be realized. It can be done, for example, by means of a digital filter having amplitude-frequency characteristics inverse to $H_M(\omega)$.

B. Using SW Chirps to Find Systems’ Frequency Response

Another way of testing analog and mixed-signal circuits is based on the evaluation of the frequency response of a DUT. To find the frequency response of a system, one can apply an impulse to the input and measure the response on the output. To provide good accuracy of the measurement, the generated impulse has to be of substantial energy.

However, because all the energy in an impulse signal is concentrated in one point in time (ideally, the pulse has to be unlimitedly short and with unlimitedly high magnitude), this method can damage delicate electronic circuitry. Spectral warping allows this situation to be avoided by converting an initial pulse into an equivalent chirp signal. Such a signal contains frequencies from the entire spectrum, so the frequency response can also be derived from its chirp response.

An impulse at sample $N_0$ can be constructed with a linear combination of cosine functions that add at $n = N_0$ and cancel for $n \neq N_0$.

Because superposition holds for the SW transform, we can analyze the transformation of an impulse by observing the transform of the sinusoids that make it up. It is useful to consider the sinusoidal components as spanning the whole sequence, i.e., from $n = N_1 = 0$ to $n = N_2 = N-1$. Each transformed component still begins at the origin ($\hat{N}_1 = 0$), but lasts until $\hat{N}_2 = N_2s(\omega)$. The phase of each component at the origin is also unchanged.

The sinusoids no longer add together at one point and cancel each other at all the other points. However, components of similar frequency do, to some extent, constructively interfere at a certain time and destructively interfere at other times. If two components of frequencies $\omega_1$ and $\omega_2$ are transformed to the frequencies $\hat{\omega}_1$ and $\hat{\omega}_2$, the point where they originally coincided, $N_1$, is transformed to $\hat{N}_1 = \hat{N}_0$, or $\hat{N}_0$, and constructive interference will occur at that time. So if an impulse is transformed, the time in the output sequence at which each frequency will have its maximum power is given by (19), substituting $N_0$ for $N$. The result is a signal in which the low frequencies have a maximum at one end and the high frequencies have a maximum at the other. The time at
which each frequency has its maximum is found by replacing \( \omega \) with its expression in terms of the distorted frequency from (17).

\[
\hat{N}_0(\hat{\omega}) = N_0 \frac{1 - a^2}{1 + a^2 + 2a\cos\hat{\omega}}
\]  

(25)

Fig. 10 shows a chirp signal generated by SW. The warping factor is positive, so the chirp begins with low frequencies and finishes with high frequencies. It can be seen that beating appears toward the tail of the chirp signal. By this time only the high-frequency components are present. The few remaining frequency components move in and out of phase, causing constructive and then destructive interference, resulting in beating.

Up to a certain point all the frequency components are present in the output signal and they cancel each other out. The chirp signal begins when the first frequency component finishes. This component will be the one relating to either \( \omega = 0 \) or \( \omega = \pi \), depending on the sign of \( a \). If the appropriate value of \( \omega \) is substituted into (19), the start of the chirp, \( N_1 \), can be found as a function of the time of the impulse.

\[
N_1 = N_0 \times \frac{(1 - |a|)^2}{(1 - a^2)}.
\]

(26)

The end of the chirp is found in a similar manner:

\[
N_2 = N_0 \times \frac{(1 + |a|)^2}{(1 - a^2)}.
\]

(27)

To find a system’s frequency response, a test chirp is generated by spectrally warping an impulse, using a warping factor \( a \). This signal is then passed through the system or circuit to be tested. This gives the system’s chirp response.

The Fourier transform of the chirp response has the same magnitude as the system’s frequency response. This is because each frequency component of the chirp has equal energy. The phase information is altered due to the time shifting.

To recover the phase information the chirp response is warped with \(-a\). This produces a warped impulse response that is time-shifted by \( N_0 \). Shifting this to start at the origin and then warping it (using the original warping factor \( a \)) will make it identical to an impulse response found in the conventional manner. The system’s frequency response can be found from the Fourier transform of the impulse response.

It is possible to estimate a system’s magnitude response from its chirp response without calculating a Fourier transform. Because the time at which each frequency is dominant in the chirp is known from (25), an indication of the magnitude response can be obtained by comparing the envelope of the chirp response with that of the chirp signal. Fig. 11 shows an example of a chirp response of a band-stop filter with a very narrow stop-band. Only one section of the chirp response’s envelope differs significantly from the envelope of the original chirp. This occurs at the time when the stop band frequency is dominant in the chirp. This frequency can be found by overlaying the frequency versus time curve for the particular chirp. (The known stop band for this example filter is \(0.57\pi\) to \(0.58\pi\)). This approximation is only valid if the phase shift introduced by the system is not excessive.

In addition to the evaluation of the frequency response function, SW can benefit testing and characterization of other parameters of mixed-signal systems. For example, it can accelerate evaluating the dependence between an Effective Number of Bits (ENOB) of Analog-to-Digital Converter (ADC) and the input signal frequency. The basic idea of this approach is to bring a full-swing chirp signal to input of the tested ADC where the frequency sweep of the chirp covers the required range of the dynamic test, while the length of the chirp is determined by the required accuracy of the test. The estimation of ENOB with respect to the input signal frequency is then calculated from the series of ADC output samples using an algorithm developed in [13], [14].

The approach provides the same accuracy as a sine-fit test (one of the basic methods for ADC testing as specified by IEEE Std 1241–2000 [15]). At the same time it requires shorter test time that is a very valuable advantage in ADC final production testing.

It was pointed out in [14] that a superior chirp generator is required to implement the method. This is due to the fact that most Direct Digital Synthesizer (DDS)-based generators are not suitable for such an application as their frequency sweep is built
upon discrete frequency incrementing thus degrading the test results. The required chirp generator can be implemented employing SW-based technique providing required both frequency and amplitude parameters of the test signal.

C. Using SW for Test/Response Signal Filtering

Digital filtering is one of the most widely used procedures in DSP-based testing. Among the main requirements of the filter employed in test generation/response analysis are simplicity, speed and stability. This is particularly important in the BIST environment where allowed test overhead is often very limited.

Finite-impulse-response (FIR) filters generally satisfy the above requirements, and thus they are widely used in test generation/analysis [8]. SW provides a new efficient way of designing FIR filters. A SW chirp can be upsampled and used as the filter coefficients for a low-pass FIR filter. The low-pass filter can be transformed to a high-pass, band-pass or band-stop filter using appropriate spectral transformation techniques [16]. The process of developing a low-pass filter using the SW procedure is as follows.

A SW chirp is produced using a warping factor $a = 1/16$. This chirp is shown in Fig. 12 along with a linear chirp (multiplied by a Hanning window function [9]) for comparison.

The chirp signals are then up-sampled by a factor of 32. This produces the filter coefficients. Because the SW chirp is (almost) zero for most of its length, the leading and trailing zero coefficients are removed. In this case, the 501 coefficients remain. The linear chirp filter retains a length of 1892. The SW chirp filter is plotted in Fig. 13. Sharing the same axes is a plot of a Parks-McClellan FIR filter, designed to have the same characteristics as the two chirp filters.

Fig. 14 shows the frequency response of the three filters (SW chirp filter, linear chirp filter and Parks-McClellan filter). It appears from Fig. 14 that the SW chirp filter can achieve a comparable magnitude response to a Parks-McClellan filter of four times the order. A SW chirp filter will give a much better magnitude response than a Parks-McClellan filter of the same order.

The linear chirp filter has much more ripple in the pass-band and requires a much larger order to achieve similar stop-band characteristics as the SW chirp filter.

It has to be mentioned, however, that the SW method produces a much greater phase shift. A related disadvantage is that the SW chirp filter produces a large, nonconstant group delay, as illustrated in Fig. 15.

Summarizing, the SW chirp filter provides significant advantages where fast (it can be a smaller order than Parks-McClellan), simple (FIR filters are simpler to implement than IIR ones) and stable (FIR filters are always stable) filtering is required.

VI. EXPERIMENTAL RESULTS

Applicability and efficiency of the SW technique in DSP-based testing was verified experimentally. To evaluate the ability
and accuracy of the SW technique to find a circuit’s response, two simple filters were used as DUTs.

A. Experiment Set-Up

The first simulation arrangement was done using MATLAB. A software implementation of the SW network (the algorithm is presented in Fig. 16) used MATLAB’s `filter` function to directly implement the spectral warping network (Fig. 2). A test chirp was generated using the SW network and fed into the DUT (a band-pass filter). The chirp response was analyzed according to the method described in Section IV-B.

In the second experimental set-up, a MATLAB-generated SW chirp signal was used as the input to a filter designed employing PSPICE. The simulation was performed using PSPICE and the simulation output was loaded back into MATLAB for processing. An AC sweep analysis was performed using PSPICE, providing data for comparison. The DUT was an active high-frequency boost filter with a maximum gain of two, using an LM324 Op-Amp as the active component. The netlist for the circuit is found in Appendix II.

B. Results

For the first experiment, the SW technique produced a result identical to the known response of the MATLAB filter DUT (ex-

```
function g = swn(f, a, M)
    % f: input sequence
    % a: warping factor
    % M: no. of filters (= length of o/p)
    N = length(f);
    x = zeros(1,N);
    g = zeros(1,M);
    % time reverse
    f = fliplr(f);
    % first filter
    x = filter([1 0 1], [1 -a], f);
    % tap -> 1st o/p sample
    g(1) = x(end);
    % second filter
    x = filter([0 1-a^2], [1 -a], x);
    % tap -> 2nd o/p sample
    g(2) = x(end);
    % filter and tap for remaining filters
    for k = 3:M
        x = filter([-a 1], [1 -a], x);
        g(k) = x(end);
    end
```
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Fig. 17. Band-pass filter used in Matlab to test SW chirp system technique. There was no visible difference between the actual and the calculated frequency response.

Fig. 18. Frequency response of PSPICE simulated filter. The solid line is from the PSPICE AC sweep analysis, the dotted line is the Fourier transform of the SW chirp response before phase adjusting and the broken line is the Fourier transform of the SW chirp response after phase adjusting.

cept for the very first and the very last samples). The response is shown in Fig. 17.

When comparing the results from the PSPICE simulation, the magnitude of the Fourier transform of the SW chirp response is very close to the magnitude part of the PSPICE AC sweep analysis, deviating only at the extremely high and low frequencies (see Fig. 18). After correcting for the phase, the phase response agrees with that of the AC sweep within a few degrees for $0.001\pi < \omega < 0.2\pi$ and within $8^\circ$ up to $0.93\pi$. The magnitude becomes less accurate (in this case gaining about 1dB over most of the spectrum) after the phase correction.
VII. IMPLEMENTATION OF A SW NETWORK

Evaluation of practicability of the employing SW in electronic testing (in particular, in the BIST environment) would require development and analysis of its corresponding micro-electronic implementation.

An initial architectural hardware solution (Fig. 19) was proposed in [10], [11]. This architecture is derived from representing the filter network of Fig. 2 with the set of difference equations:

\[
\begin{align*}
    \tilde{g}_{0,n} &= a[\tilde{g}_{0,n-1} - 0] + f_n \\
    \tilde{g}_{1,n} &= a[\tilde{g}_{1,n-1} - 0] + \tilde{g}_{0,n-1} \\
    \tilde{g}_{k,n} &= a[\tilde{g}_{k,n-1} - \tilde{g}_{k-1,n}] + \tilde{g}_{k-1,n-1} \\
    k &= 2, 3, \ldots 
\end{align*}
\]  

(28)

By defining the following variables

\[
\begin{align*}
    a &= \text{warping factor (constant)} \\
    b &= \tilde{g}_{k,n-1} \\
    c &= \begin{cases} 
        \tilde{g}_{k-1,n} & n > 0 \\
        0 & n = 0 
    \end{cases} \\
    d &= \begin{cases} 
        \tilde{g}_{k-1,n-1} & k > 0 \\
        f_{n-1} & k = 0 
    \end{cases} 
\end{align*}
\]  

(29)

and the function

\[
F[a, b, c, d] = a(b - c) + d,
\]  

(30)

the equations of (28) can be rearranged to

\[
\tilde{g}_{k,n} = F[a, b, c, d]
\]  

(31)

giving

\[
\begin{align*}
    \tilde{g}_{0,n} &= F[a, \tilde{g}_{0,n-1}, 0, f_{n-1}] \\
    \tilde{g}_{1,n} &= F[a, \tilde{g}_{1,n-1}, f_{n-1}, 0, \tilde{g}_{0,n-1}] \\
    \tilde{g}_{k,n} &= F[a, \tilde{g}_{k,n-1}, \tilde{g}_{k-1,n}, \tilde{g}_{k-1,n-1}, \tilde{g}_{0,n-1}] \quad 0 \leq k < M. 
\end{align*}
\]  

(32)

For each (time-reversed) input which is fed into MUX1, \( M \) calculations are performed (\( M \) is the number of filters) with the results being shifted into the shift register. Once the entire input sequence has been fed through the system, the shift register contains the output sequence. A core element of this hardware implementation is the special-function arithmetic logic unit (ALU) that calculates (30).

To evaluate hardware overhead and speed of operation an ASIC to calculate (30) has been designed and simulated for 5-bit word lengths (a compromise between design complexity and resolution). The chosen target technology was 0.6 \( \mu \)m triple-metal single-poly CMOS from AMI Semiconductors Inc. With the aim of real integrated circuit implementation the design was also converted into more advanced 0.18 \( \mu \)m 5 metal CMOS technology. Several different implementation architectures were used (sequential, combinational, and mixed).

The dataflow diagram for the sequential architecture is presented in Fig. 20 [17]. It reads all the input words sequentially from the same I/O pads. It can evaluate \( F \) 8.33 million times a second running from a 25 MHz clock, and occupies 1.52 \( \text{mm}^2 \). The number of I/O pins is 14 (4 \( \times \) 4 square with two unused). The chip accepts five-bit signed magnitude binary input words and the output is presented in the same form. If an overflow has occurred the output is set to \( \pm 15 \). An overflow output bit, which indicates whether an overflow has occurred at any stage of the calculation, is also provided. No overflow occurs during the multiplication stage of the calculation because the product is truncated. The four high-order bits of the product are used, while the low-order bits are discarded.

The design takes advantage of the fact that identical operations are performed on the data at different points in the calculation. This means that circuitry can be reused within the calculation. To do this, intermediate results are stored in a register. The four input words (\( a, b, c \) and \( d \)) are loaded at separate times. This significantly reduces the pin-count and, hence, the chip-size (the silicon space is normally a limiting factor in the design). However, because such a solution slows the processing, if the operation speed is imperative, then parallel loading of the input values has to be implemented.

Because \( a \) is a constant in the spectral warping transform, it is loaded into a register at the start of the transform, and the data in that register is reused for the subsequent iterations of the function. One pad (LDA) is provided to indicate that the data on the input pads is to be loaded into the \( a \) register on the next rising edge of the clock. The LDA signal also acts as a reset, clearing the output register and resetting the chip back to the first stage of the calculations. As a result of the truncation in the multiplication stage, \( a \) is inherently scaled by \( 2^{-1} \). To cancel this effect \( a \) should be pre-scaled by \( 2^4 \). This is useful for the spectral warping, where \( -1 < a < 1 \). The stages of ALU operation are listed in Table I.

Besides the ALU, the most silicon space-consuming element of the SW architecture (Fig. 19) is the \( M \)-word shift register. The solution allowing minimization of the overall test hardware

<table>
<thead>
<tr>
<th>Stage</th>
<th>Input</th>
<th>Operation</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( f_1 )</td>
<td>( f_1 )</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>( b_1 ) ( c_1 )</td>
<td>( b_1 ) ( c_1 )</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>( d_1 ) ( d_2 ) ( d_3 ) ( d_4 ) ( d_5 ) ( d_6 )</td>
<td>( d_1 ) ( d_2 ) ( d_3 ) ( d_4 ) ( d_5 ) ( d_6 )</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage</th>
<th>Input</th>
<th>Operation</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I: The Stages of Data Loading and Calculating
overhead could include employing the same register for pseudorandom test sequence generation (that is normally based on a linear feedback shift register [6]). In addition, significant hardware savings can be achieved by using memory elements of the Boundary Scan (IEEE Std. 1149.1 and later standards [5], [6]) chip peripheral register to implement the SW network (if the DUT complies with the Boundary Scan design architecture and rules).

**APPENDIX I**

Discrete convolution between two sequences \( \{f_n\} \) and \( \{g_n\} \) is defined as

\[
 f_n * g_n = \sum_{k=\infty}^{\infty} f_k g_{n-k}. \tag{33}
\]

Define a mapping, \( \psi_{k,n} \), between \( \{f_n\} \) and \( \{g_n\} \) as

\[
 f_n = \sum_{k=\infty}^{+\infty} g_k \psi_{k,n}. \tag{34}
\]

If \( \{g_n\} \) is the convolution of two sequences,

\[
 g_n = g_{1,n} * g_{2,n} \tag{35}
\]

then the mapping preserves convolution only if

\[
 f_n = f_{1,n} * f_{2,n} \tag{36}
\]

where \( \{f_{1,n}\} \) and \( \{f_{2,n}\} \) are the respective mappings of \( \{g_{1,n}\} \) and \( \{g_{2,n}\} \) according to (34).

If \( F[z] \), \( F_1[z] \), and \( F_2[z] \) are the \( z \)-transforms of \( \{f_n\} \), \( \{f_{1,n}\} \), and \( \{f_{2,n}\} \) respectively. In the \( z \) domain, convolution reduces to multiplication, so taking the \( z \)-transform of (36) gives:

\[
 F[z] = F_1[z] \cdot F_2[z]. \tag{37}
\]

If we also define \( \Psi_k[z] \) to be the \( z \)-transform of \( \psi_{k,n} \), then (34) can be expressed in the \( z \) domain as

\[
 F[z] = \sum_{k=\infty}^{+\infty} g_k \Psi_k[z]. \tag{38}
\]

Substituting this into (37) gives:

\[
 \sum_{n=\infty}^{+\infty} g_n \Psi_n[z] = \sum_{k=\infty}^{+\infty} g_{1,k} \Psi_k[z] \cdot \sum_{n=\infty}^{+\infty} g_{2,n} \Psi_n[z], \tag{39}
\]
Now if we substitute (35) in the left hand side, and combine the summations on the right hand side we get

$$
\sum_{n=-\infty}^{+\infty} \sum_{k=-\infty}^{+\infty} g_{1,n} g_{2,n-k} \Psi_k [z] = \sum_{n=-\infty}^{+\infty} \sum_{k=-\infty}^{+\infty} g_{1,k} g_{2,n-k} \Psi_k [z] \Psi_{n-k} [z], \quad (40)
$$

For (40) to be true for all \( \{g_{1,n}\} \) and \( \{g_{2,n}\} \) it must hold that

$$
\Psi_k [z] = \Psi_{k-n} [z] \Psi_n [z], \quad (41)
$$

which is equivalent to

$$
\Psi_k [z] \Psi_n [z] = \Psi_{k+n} [z]. \quad (42)
$$

For \( n = 1 \) we get the following difference equation:

$$
\Psi_{k+1} [z] - \Psi_1 [z] \Psi_k [z] = 0 \quad (43)
$$

which has as its only nontrivial solution

$$
\Psi_k [z] = (\Psi_1 [z])^k. \quad (44)
$$

**APPENDIX II**

**High Frequency Emphasis Filter PSPICE Netlist**

- high frequency emphasis filter
- power supplies
  - V1 5 0 dc +12 V
  - V2 6 0 dc -12 V
- signal input
  - Vin 1 0 AC 1 0
- filter circuit
  - R1 0 2 1.2 k
  - C1 2 3 33 n
  - R2 3 4 1.2 k
- Rload 4 0 10 Meg
  - XU 1 1 3 5 6 4 LM324
- LM324 op-amp subcircuit
  - connections: noninverting input
  - | inverting input
  - | positive power supply
  - || negative power supply
  - ||| output
  - ||||

```
.subckt LM324 1 2 3 4 5
... (op = ampsubcircuit) ...
.ends
```
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