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Abstract

It is common and important for us to recognise facial expressions in our daily life. Research on recognition of facial expressions was often carried out using isolated faces, which leads us to ignore accompanied contextual information (e.g. vocal sound, body language). Chapter 4 used bodily and vocal expressions as contextual stimuli to investigate whether there are context effects on recognition of all six basic facial expressions. The results generally showed that recognition of facial expressions benefits from congruent contextual stimuli, while recognition of facial expressions is impaired by incongruent contextual stimuli. Chapter 5 examined whether the observed context effects vary with the level of intensity of facial expressions. The results showed that context effects are influenced by the level of intensity of facial expressions and revealed the opposite trend of the magnitude of facilitation effects and interference effects as level of intensity of facial expressions was increased. The following chapter 6 investigated another important aspect of context effects, that is, whether attentional resources influence the observed context effects. The results showed that the magnitude of context effects was reduced when the perceptual load of task-relevant tasks was increased, at least for context effects from bodily expressions to the recognition of disgusted facial expressions. All the data collected showed commonalities and differences in the pattern of context effects on recognition of facial expressions. Future studies might concentrate on the differences among these facial expressions.
expressions to explore whether there exists a consistent pattern of context effects for all six facial expressions or to refine the existing models regarding recognition of facial expressions to better predict context effects for facial expression recognition.
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Chapter 1 Introduction

Faces can provide important cues for communication in social life. Glancing at other people’s faces, we can acquire information about identity, age, sex, race, and emotion. It is of great significance for us to understand other’s emotion. Knowing emotions of others gives us clues about whether we can approach (when they are happy) or avoid them (when they are angry) and about which action they will take. A large amount of research has been carried out on emotion recognition from facial expressions.

 Dating back to 19th century, Darwin elaborated a chief point – facial expressions are common to humans and animals in his book *The Expression of Emotions in Man and Animals* (Darwin, 1872). He carried out cross-cultural studies, revealing that facial expressions can be recognised universally. His idea was also demonstrated by other researchers (Tomkins, 1962; Izard, 1971; Ekman, 1972) later on. Moreover, after doing research on many different cultural groups, even in preliterate groups, Ekman (1972) proposed there are six basic emotions that are delivered and expressed by different facial configurations. Based on Ekman’s work, a number of databases of emotional facial expressions were built for helping researchers to explore the secrets of emotion. So far, a great deal of research has been carried out on emotion recognition from facial expression with stimulus materials of isolated faces. However, faces seldom appear in isolation. They usually appear in a situational scene, with body language, and/or with voice. Since Ekman’s theory predominates in the field of facial expressions, the role of
contextual information on recognising emotion from facial expressions may be underestimated.

Recently, researchers (Adams, Ambady, Macrae, & Kleck, 2006; Adams & Kleck, 2003, 2005; Aviezer, Bentin, Dudarev, & hassin, 2011; Aviezer et al., 2008b; de Gelder, Böcker, Tuomainen, Hensen, & Vroomen, 1999; de Gelder & Vroomen, 2000; Dolan, Morris, & de Gelder, 2001; Meeren, van Heijnsbergen, & de Gelder, 2005; Righart & de Gelder, 2008b; Sander, Grandjean, Kaiser, Wehrle, & Scherer, 2007; van den Stock, Righart, & de Gelder, 2007) have turned their interests into placing faces back into contexts to find out whether contextual information plays a role in perceiving and recognising emotional facial expressions and to figure out to what extent contextual information influences emotional facial expression recognition.

The remainder of this chapter will discuss the universality of facial expressions of emotion, the theories of emotion, context effects in the recognition of facial expressions, and whether attentional resources are required for context effects. The last part of this chapter will concisely describe the main goals of this thesis.

1.1 The Universality of Facial Expression of emotions

It has been over a hundred years since emotions were studied. During this period, several psychological models of emotion have been proposed, which emphasise
different aspects of emotions, such as emotional experience, cognitive antecedents of emotion, and physiological and expressive consequences of emotion. Among these theories, it is Basic Emotion Theory (Ekman, 1992) that is closely linked to the study of emotional facial expression.

The origin of Basic Emotion Theory comes from Charles Darwin who laid the foundation for research of facial expressions. Darwin (1872) suggested that both human and animals have emotional expressions that are considered as evolutionary product. Darwin conducted research - he sent research material and questions to Englishmen who lived abroad in eight different cultures - to support his assumption on universality of emotional facial expressions (as cited in Ekman, 1999). It was reported that these Englishmen could recognise the facial expressions shown by the natives and the facial expressions conveyed by the natives were the same to those by people in England. Thus, he suggested that these expressions are biologically determined and can be recognised universally, and cross-culturally. The method of asking participants to judge emotions from photographs is still used.

Darwin’s idea was extended by several other emotion theorists (Izard, 1971; Ekman, 1972; Oatley & Johnson-Laird, 1987; Plutchik, 1962, 1980; Tomkins, 1962). These theorists held the similar view that some emotions are basic and primary, while differences exist regarding how many and which emotions are basic. The number of basic emotions varies from 2 to 18. To date, the notion of six basic emotions
(happiness, surprise, fear, anger, disgust, sadness) proposed by Ekman (1972) are the most influential and most accepted. These six basic emotions are closely associated with and are recognised from specific and characteristic facial expressions (Ekman, 1972; Ortony & Turner, 1990). The argument about whether these six emotional facial expressions are universal has been tested for a long time. Ekman and his colleagues, and other independent researchers conducted cross-cultural studies in 21 literate countries, including Western and non-Western countries, to test universality of emotional facial expressions (Boucher & Carlson, 1980; Ducci, Arcuri, Georgis, & Sineshaw, 1982; Ekman, Sorenson, & Friesen, 1969; Ekman et al., 1987; Izard, 1971; Niit & Valsiner, 1977; McAndrew, 1986). In these studies, participants were asked to judge the emotion shown on each of the photographs. The options of emotions were on a list, translated in their own language. The results were in high agreement with Ekman’s postulation, that is, these emotional facial expressions were recognised universally, and were not culturally variant.

However, one limitation to the studies of universality was that participants in these studies might have been exposed to Western mass media, so they might have already learned these emotional facial expressions. In other words, the conclusion Ekman and coworkers drew might be influenced by this factor. In order to rule out this possibility, another study was conducted in a preliterate, visually isolated cultures, the tribe of the South Fore, New Guinea (Ekman & Friesen, 1971). They set up the criteria to select appropriate participants. One group of participants selected did not have any chance to
fully learn Western facial expressions, and the other group of participants selected were in frequent touch with Western culture, such as all spoke English, had seen Western movies, and worked for Western government. Because the group of participants who had little contact with the Westerners could not read, the procedure was changed: the stories were read to the observers, and then they needed to choose one that had the same emotional meaning as stories, from the three pictures. The analysis performed on the number of correct judgement and showed that there was on significant difference between these two groups. The results revealed that the experience of contact with Western culture did not make any difference of recognising the facial expressions between these two groups of participants. They could discriminate all basic emotions from each other, except that they could not discriminate fear from surprise. Heider and Rosch who carried out a study in a more visually isolated tribe of Dani, New Guinea replicated the results (as cited in Ekman et al., 1987). Heider and Rosch used the same procedure in their study, and arrived at the similar conclusion to that in Ekman and Friesen’s study (1971). However, one distinction that was found in this study was that the Dani did not discriminate anger from disgust, while the South Fore did not discriminate fear from surprise. Together, the way in which basic emotions were interpreted for preliterate, visually isolated people was almost the same to that for literate people. People in preliterate, visually isolated culture had no obstacles to recognising emotional facial expressions of Western people. Then how about Western people? Do they understand the emotion facial expressions of people in preliterate culture? An experiment (as cited in Ekman &
Friesen, 1971) was designed to answer this question. If emotional facial expressions were universal, the answer to the question would be positive. In New Guinea, a group of people was asked to display their face when they were in each of the emotional situations the experimenter described. Observers in America were shown the videotapes of people from the visual-isolated culture, and were required to judge the emotion. The results showed that Americans who had never had contact with people in New Guinea could correctly judge their emotional facial expressions: anger, sadness, happiness and disgust, whereas fear and surprise were not distinguished from each other.

The empirical studies showed us that happiness, sadness, anger, disgust, fear, and surprise were recognised as being distinct from each other in the literate cultures, and the similar results were observed in the preliterate, visually isolated cultures. Thus, the collected evidence supported the notion that six basic facial expressions are recognised universally. However, Russell (1994) put forward the criticism of the method used in the studies mentioned above, in which participants were asked to choose from a list. This forced-choice format might have indirectly elicited the universality of facial expressions of emotion. In fact, he might ignore the existing studies in which participants were allowed to freely choose their own words, instead of using forced-choice task, to categorise the stimuli presented (Boucher & Carlson, 1980; Izard, 1971; Rosenberg & Ekman, 1994). The results of these studies revealed that participants chose the similar words to those provided in the studies that adopted the
forced-choice task, suggesting that facial expressions are recognised universally regardless of the method used. Another powerful piece of evidence was provided by the comparison of spontaneous facial expressions between American and Japanese (as cited in Ekman, 1972). When these two groups of participants were watching films (stress-inducing films and neutral films), their facial expressions were recorded. When they were alone in the room, with a hidden camera, the facial expressions displayed were the same for both American and Japanese; while when they were with the experimenter, Japanese were more likely to hide their facial expressions. The differences of facial expressions between American and Japanese might be explained by “display rules” which were defined as “procedures learned early in life for the management of affect displays and include deintensifying, intensifying, neutralizing, or masking an affect display” (Ekman et al., 1969, p.69). In other words, in private situations, facial expressions shown on Americans and Japanese observers are with no difference. However, in public situations, Japanese tend to mask negative facial expressions, whereas Americans do not. In general, facial expressions is universal and is not culturally specific. Where there are cultural differences is how we control and manage our facial expressions.

1.2 The Theories of Emotion regarding Facial Expression Recognition

A long and debated question in the field of emotion is whether emotion is perceived as discrete categories or as continuity along one or more dimensions (Ekman, 1992;
Discrete emotion theories proposed that there are a limited number of distinct, separate emotions which provide important signals for survival (Ortony & Turner, 1990). Basic emotion theory, one of the influential discrete emotion theories, at first suggested that there are six basic emotions, later adding contempt into the list. According to basic emotion theory, a specific pattern of facial muscular movement represents a certain category of emotion. These basic emotions are different from one to another, as each of the six basic emotions possesses a universal and unique facial expression (Ekman, 1999) and a specific pattern of autonomic nervous system (ANS) activity (Kreibig, 2010; Lench, Flores, & Bench, 2011). The structural information of a basic facial expression is sufficient for individuals to classify the facial expression into a certain emotional category, which would not be influenced by contextual information (Fugate, 2013). For example, the brows lowered and drawn together, the upper eyelid raised and the muscle in the lips tightened is categorised as anger, rather than any other emotion categories.

By contrast, Dimensional theories argued against the idea that the boundary between emotions is clear, instead stating that emotions can be located into a range that is either a unidimensional space or multidimensional space (Scherer, 2000). The circumplex model (one of dimensional theories) proposed that there are two kinds of information delivered by faces: (a) at first, an observer perceive quasi-physical information (such as, smile, tears, and muscular contracts, etc.); (b) the observer judges an emotion of a face on the two dimensions of valence and arousal, based
partly on the quasi-physical information. According to the circumplex model of emotion, emotions are roughly placed on a circle with the two dimensions of valence and arousal (Russell, 1980, 2003). Valence is a horizontal axis, ranging from unpleasant (misery, unhappiness) at one end through a neutral point to pleasant (happiness, contentment) at the other end. And, arousal is a vertical axis, ranging from deactivation (drowsiness, lethargy) through the same neutral point to activation (agitation, frenzy) (see Figure 1.1). From the dimensional view, facial expressions do not convey specific emotional information, but only deliver information mentioned above.

Figure 1.1. The circumplex model (1980): A schematic representation of the location of basic emotions basing on the two dimensions of arousal (vertical axis) and valence (horizontal axis). Reproduced from Calder, Lawrence, and Young (2001)
The notion of discrete categories of emotions (Basic Emotion Theory) suggests categorical perception of facial expressions (Ekman, 1994), whereas Dimensional Theories (the circumplex model) do not. A number of categorical judgment studies were carried out to test whether the perception of emotional facial expression is under the categorical way or the dimensional way. Studies on categorical perception have demonstrated that categorical perception occurs when humans classify a stimulus varying continuously along one or more dimensions into one of discrete, separate categories (Goldstone & Hendrickson, 2010; Harnad, 1987; Young et al., 1997).

According to the view of categorical perception, it is easier to discriminate differences between a pair of stimuli that locate in two different categories (between-category discrimination) than between a pair that locates in the same category (within-category discrimination) (Harnad, 1987; Young et al., 1997).

Etcoff and Magee (1992) were the first to examine categorical perception of facial expressions of emotion. They used Brennan’s (1985) algorithm to create a series of facial expressions morphing from one prototypical facial expression to another prototypical facial expression (e.g., from anger to sadness, or from anger to fear) or from one prototypical facial expression to a neutral face in equal physical stages. Each series included 11 stimuli. The stimuli of faces used in this study were line drawings of photos. It was hypothesized that if the perception of expressions was not categorical, the linear trend of the identification of facial expressions would be observed, whereas if the perception of expressions was categorical, the percentage of the identification of
facial expression would change abruptly at a certain boundary. Participants were asked to complete the identification task and the discrimination task. In the identification task, participants were asked to press one of two keys to indicate the emotion shown on the face (e.g., anger or fear). The trend analyses (including a linear contrast, the deviation from the linear contrast, and a contrast orthogonal to the linear trend) were performed. The results showed that there was a clear boundary between facial expressions in each series, with participants classifying them into different categories. However, categorical perception of surprised facial expressions was not found. In the AB-X discrimination task, three faces, A, B, and X, were sequentially presented to participants, and the first two stimuli (A and B) were usually different from each other. Then participants were asked to press a key to indicate whether X was the same as A or B. Etcoff and Magee set a criterion for the boundary to divide facial expressions of each series into two categories. The results showed that discrimination of between-category faces was more accurate than that of within-category faces, which showed the typical pattern of categorical perception of facial expressions. As in the identification task, categorical perception was not found for surprised expressions in the discrimination task.

Other studies (Calder, Young, Perrett, Etcoff, & Rowland, 1996; de Gelder, Teunisse, & Benson, 1997; Young et al., 1997) used real photographs instead of line drawings, and used a more advanced morphing technique (Benson & Perrett, 1991) to create continuum-stimuli between two prototypical facial expressions. Calder et al. (1996)
carried out four experiments to replicate Etcoff and Magee’s findings. The first two experiments used the identification and discrimination tasks, similar to the procedure of Etcoff and Magee (1992). In order to avoid range effects\(^1\), Experiment 3 used a special continuum from three prototypical expressions (fear→happiness→anger→fear), and the three prototype stimuli were not showed to participants. Experiment 4 used the same stimuli as those in Experiment 3, and adopted the same-different matching paradigm in which the two facial expressions were presented to participants at the same time to address the disadvantage of short-term memory in the AB-X discrimination task. All these four experiments replicated Etcoff and Magee’s findings, showing that the patterns of participants’ data were consistent with categorical perception of facial expressions. The results showed that a boundary was observed in each continuum in the identification task, and between-category pairs were discriminated better than within-category pairs. Young et al. (1997) created all possible pairs of the six basic emotions. The patterns of identification rates and discrimination performance both suggested that the facial expressions were recognised categorically, which was reflected in a sudden shift in the middle of each continuum in the identification task and with better discrimination across boundaries and poorer within-category discrimination performance. Evidence of categorical perception was not only found for adults, but also for children, both of them showing better

\(^{1}\) Range effects: a consequence of using single continua ranging between two prototypical facial expressions.
performance in cross-boundary pairs than in within-category pairs (de Gelder et al., 1997). The categorical perception effects were even found for 7-month-old infants (Kotsoni, De Haan, & Johnson, 2001).

However, the method adopted in the studies demonstrating categorical perception of facial expressions was challenged. It is argued that the categorical perception of facial expressions was only derived from the results of the identification and discrimination tasks. To rule out the possibility, Bimler and Kirkland (2001) used multidimensional scale (MDS), which was commonly adopted to demonstrate dimensional view of facial expressions, to examine categorical perception of facial expressions. MDS was used to produce spatial models and non-spatial models to explore the similarities among the perceived emotional faces. Bimler and Kirkland (2001) used blends of four basic facial expressions (angry, sad, surprised, and happy) and neutral faces to create series of morphed facial expressions. Participants were instructed to indicate proximities between these facial expressions rather than categorising facial expressions. The data were analysed using MDS and showed that adjacent facial expressions were clustered within each category. The results suggested facial expressions are perceived in discrete categories.

Contrary to categorical perception of facial expressions, Takehara and Suzuki (1997) asked participants to rate morphed facial expressions that were similar to those used in the study carried out by Etcoff and Magee (1992) on the 9-point rating scale (from “not
at all” to “very much so”). They used multidimensional scale (MDS) to analyse the data. Their results revealed that facial expressions were recognised along valence and arousal dimensions, but were not recognised in cluster. The findings were replicated by other studies (Katsikitis, 1997; Takehara & Suzuki, 2001). Later on, several studies (Christie & Friedman, 2004; Fujimura, Matsuda, Katahira, Okada, & Okanoya, 2012; Panayiotou, 2008; Russell, 2003) have found that categorical and dimensional perception of facial expressions might co-occur. Fujimura et al. (2012) used a 9 x 9 affect grid to evaluate emotional faces along horizontal valence and vertical arousal dimensions. The 9 x 9 affect grid is another method, which is used to test the dimensional view of facial expressions. They observed that morphed facial expressions were clustered into two groups either based on valence or arousal, indicating that categorical perception effects occurred under the dimensional strategy. This finding suggested a hybrid theory that both categorical perception and dimensional perception of facial expressions were used simultaneously.

To summarise, it is inconclusive whether facial expressions are recognised in discrete categories or in valence and arousal dimensions. Regardless, Basic Emotion Theory has become one of the predominant models in the area of perception of emotional facial expressions.
1.3 Context Effects on Recognition of Facial Expressions

The prevalence of discrete emotion theories has led to isolated faces often being used in the domain of emotion research. However, outside the laboratory, faces are usually perceived with other social cues, including visual context cues (e.g., body language, situational scene, and gaze direction) and auditory context cues (e.g., verbal information depicting situational scene, tone of voice with neutral verbal information, and tone of voice without any verbal information), which may have an impact on how they are perceived. The following sections will review and discuss the visual and auditory context effects on recognising facial expressions.

1.3.1 Visual Context Effects and Facial Expression Recognition

1.3.1.1 Body Language

Recently, researchers have become interested in perception and recognition of emotion from body language (Atkinson, Dittrich, Gemmill, & Young, 2004; de Gelder, 2006; de Gelder & van den Stock, 2011; Grezes, Pichon, & de Gelder, 2007; Schindler, Gool, & de Gelder, 2008; ). It was suggested that body language, as facial expressions, may provide reliable cues for emotion recognition, and that when facial expressions are simultaneously presented with bodies, the recognition of facial expressions would be
influenced by the bodily expressions (Meeren et al., 2005; van de Riet & de Gelder, 2008; van den Stock et al., 2007).

Meeren et al. (2005) investigated the influence of emotional body language on the recognition of facial expressions. In this study, face-body compound (see Figure1.2), consisting of images of faces and whole bodies displaying fearful or angry, were either emotionally congruent or incongruent. Participants were asked to judge whether the face expressed fear or anger. It was found that participants judged facial expressions more accurately and faster when seeing the emotional-congruent compound than the emotional-incongruent pairs. Compared to congruent pairs, the incongruent bodies impaired the recognition of facial expressions. van den Stock et al. (2007) used fearful and happy facial expressions to test the influence of body language on the recognition of facial expressions. Fearful and happy faces were combined with fearful and happy bodies to create either congruent pairs or incongruent pairs. Fearful faces were categorised as happy more frequently when accompanied with happy bodies than with fearful bodies, which replicated the results of Meeren et al.’s study (2005). However, there were no significant differences of percentage of categorisation a happy facial expression as happy between a happy face paired with a happy body and a happy face paired with a fearful body, which indicated that the recognition of happy faces was not influenced by emotions shown by bodies. Fearful and happy faces were used and tested in another study (van de Riet & de Gelder, 2008). The face stimuli and the body stimuli were edited into the same height, and were superimposed on each other (see
Figure 1.3). The results showed that the accuracy of recognition of fearful faces was not affected by body expressions, whereas happy faces were recognised better when paired with happy bodies than when paired with fearful bodies. Contrary to Meeren et al.’s (2005) findings, reaction times for recognising facial expressions were not influenced by the bodily expressions.

These studies reviewed in this subsection have shown that the emotion conveyed by body language influenced the recognition of facial expressions, with significant differences found between facial expressions with congruent bodies and facial expressions with incongruent bodies. Although the recognition of facial expressions was influenced by concurrently presented body language, the patterns of context effects were not the same. For example, the better recognition for fearful congruent face-body stimuli was found in some studies (Meeren et al., 2005; van den Stock et al., 2007), but was not observed in the study of van de Reit and de Gelder (2008). The different patterns of context effects might be elicited by different types of face-body compound stimuli (as shown in the Figure 1.2 and 1.3). The size of an affective stimulus can influence the accuracy and reaction times of judgment task, with lower accuracies and longer response times for smaller, negative stimuli (De Cesarei & Codispoti, 2006). Thus, the relative smaller bodies in the study of van de Reit and de Gelder (2008) elicited different patterns of context effects on the recognition of facial expressions. In these cited studies, statistical analyses were not carried out between paired-stimuli and isolated face stimuli. Hence, it is unknown whether there are
facilitation effects for the congruent condition compared to isolated faces or interference effects for the incongruent condition by contrast with isolated faces.

Figure 1.2. Examples of compound stimuli adopted in the study of Meeren et al. (2005). The left part was congruent pairs, an anger face with an anger body, and a fear face with a fear body; the right part was incongruent pairs, an anger face with a fear body, and a fear face with an anger body. Reproduced from Meeren et al. (2005).
Figure 1.3. Examples of compound stimuli used in the study of van de Riet and de Gelder (2008). The top part presented a fearful face paired with a fearful congruent body (shown in top left) and with a happy incongruent body (in top right). The bottom part presented a happy face paired with a fearful incongruent body (in bottom left) and a happy congruent body (in bottom right). Reproduced from van de Riet and de Gelder (2008).

1.3.1.2 Visual Scenes

In addition to body language, the accompanied emotional visual scenes also have an impact on the recognition of facial expressions (Lee, Choi, & Cho, 2012; Righart & de Gelder, 2008a, 2008b).
Righart and de Gelder (2008b) attempted to demonstrate the influence of emotional scenes on the recognition of facial expressions. In Experiment 1A, faces and scenes were combined to create compound stimuli, with 3 congruent pairs (fear-fear (FF), disgust-disgust (DD), and happy-happy (HH)) and 6 incongruent pairs (FD, FH; DF, DH; HD, HF). Participants were asked to complete a three-alternative forced choice task, indicating whether the emotion expressed by the face was fear, anger, or happiness. In the Experiment 1B, another group of participants were instructed to indicate the facial expression in a two-alternative forced choice task in three independent blocks (Fear-Disgust block, Fear-Happiness block, Disgust-Happiness block). The results from experiment 1A and 1B showed that the congruency effects were found for happy facial expressions, with fewer errors and faster RTs for happy faces in happy scenes than for happy faces in fearful scenes, and for happy faces in disgusted scenes. The recognition of fearful facial expressions was better when paired with congruent fearful scenes than that of fearful facial expressions when paired with incongruent disgusted scenes, but was not better than that of fearful facial expressions when paired with incongruent happy scenes. The results suggested that the recognition of fearful and happy facial expressions is influenced by accompanied emotional scenes. In terms of disgusted facial expressions, experiment 1A obtained fewer error rates and faster reaction times for the recognition of disgusted faces in emotionally congruent scenes compared to those for the recognition of disgusted faces in emotionally incongruent scenes, whereas experiment 1B did not. It was suggested that the results might result from the number of response options provided. Carroll and Russell (1996) stated that
participants made a response more on the simultaneously presented context information when more alternatives were provided.

In another study, Righart and de Gelder (2008a) examined how the early stages of facial expression processing are influenced by emotional scenes. A facial expression (fear, happiness) was paired with each category of emotional scenes (fear, happiness, neutrality). Participants performed a two-alternative forced choice task in which they judged whether the face was happy or fearful. The behavioural data showed that reaction times for the recognition of a happy facial expression were faster in a happy and a neutral scene than those for the recognition of a happy facial expression in a fearful scene, but no significant differences of reaction times were found between the recognition of a happy face in a happy scene and that of a happy face in a neutral scene. The results of the happy faces replicated the study of Righart and de Gelder (2008b), suggesting incongruent scenes impairs the recognition of happy faces. However, contrary to the study by Righart and de Gelder (2008b), the recognition of fearful facial expressions was not influenced by accompanied emotional scenes, as there were no significant differences of reaction times for the recognition of fearful facial expressions when paired with fearful scenes, happy scenes, and neutral scenes.

Similar to emotional bodily expressions, it was found that the recognition of facial expressions was influenced by emotional scenes, though different patterns of context effects on facial expression recognition was obtained.
1.3.2 Auditory Context Effects and The Facial Expressions of Emotion

Humans can perceive emotion not only from facial expressions but also from voices (Ethofer, Pourtois, & Wildgruber, 2006a). Researchers have used behavioural, neuroanatomical, electrophysiological, and neuroimaging methods to investigate audiovisual integration of emotional signals and explore the effects of auditory information in the recognition of facial expressions.

de Gelder and Vroomen (2000) explored the combination of information from facial expressions and tones of voices in the recognition of emotion. In one of their experiments, happy and sad facial expressions and voices were adopted. Participants were presented with face-voice compounds (either emotionally congruent or incongruent), and were asked to judge whether the face was happy or sad, ignoring the tones of voices. The results showed that reaction times were slower in the incongruent compounds than in the congruent compounds, suggesting the incongruent voices impair the recognition of facial expressions. The results were replicated by another study (Dolan et al., 2001). In this study, Dolan et al. (2001) used event-related functional Magnetic Resonance Imaging (fMRI) to examine how the presentation of voices influences the recognition of facial expressions. The experiments used a computer-morphing procedure to create fearful facial expressions of level of 50% physical intensity and happy facial expressions of level of 50% physical intensity. The face-voice compounds consisted of the morphed emotional faces (fearful or happy).
and neutral sentences with a fearful tone or a happy tone. Participants were asked to categorise the facial expressions as either fearful or happy as quickly and accurately as possible. Behavioural data indicated that reaction times of the congruent face-voice stimuli were faster than those of the incongruent ones. Moreover, the greater activation of left amygdala was found for the congruent face-voice stimuli than for the incongruent ones. Further analyses showed that the activation of amygdala was mainly elicited by fearful congruent pairs. Besides the amygdala, the fearful face-fearful tone stimuli elicited an activation of right fusiform cortex, compared to fearful face-happy tone.

The results were replicated by a study performed by Ethofer et al. (2006b), in which participants were asked to rate the valence of emotional faces on a nine-point self-assessment manikin scale (SAM), while ignoring concurrently presented voices. The blood oxygenation level-dependent (BOLD) responses in the right fusiform gyrus were enhanced when participants rated fearful faces simultaneously presented with congruent fearful tones, in contrast with when participants rated the same fearful faces with incongruent happy tones. Another fMRI study (Kreifelts, Ethofer, Grodd, Erb, & Wildgruber, 2007) investigating on the audiovisual integration of emotional signals in voices and faces revealed that the bilateral pSTG and right thalamus were more strongly activated by the audiovisual stimuli than the unimodal stimuli.

In a recent neuroimaging study, Müller et al. (2011) explored the influence of emotional sounds on facial expressions perception and neural structures using audiovisual
congruent and incongruent stimuli. Due to the fact that no context effects were found for prototypical fearful and happy facial expressions in their pre-study, the degraded happy or fearful faces were created by merging the prototypical fearful or happy facial expressions with the neutral mouths of the same actors. The face-voice stimuli were comprised of faces (either displaying happy, neutral, or fearful) and auditory stimuli. The auditory stimuli were either yawn (neutral) or emotional sounds like laugh (happy) or scream (fearful). Participants were instructed to ignore the sounds and to rate the presented facial expressions on an eight-point rating scale from extremely fearful to extremely happy. The results revealed that degraded fearful facial expressions were rated as being more fearful when accompanied by screams compared to yawns or laughs. There were no context effects found for degraded happy facial expressions. These results were consistent with the results of Ethofer et al. (2006b) who also found context effects for fearful but not for happy faces. Happy facial expressions were recognised more accurately and faster than any other facial expressions (Ekman, Friesen, & Ellsworth, 1982; Gur et al., 2002; Kirita & Endo, 1995; Montagne, Kessels, de Haan, & Perrett, 2007). This happy face advantage might be the reason that there were no context effects on the recognition of happy facial expressions. Moreover, the imaging data showed that incongruence between emotional faces and sounds evoked greater activation in the middle cingulate cortex, right superior frontal cortex, right supplementary motor area as well as the right temporoparietal junction. Taken together, the empirical data from these mentioned audiovisual studies revealed better recognition performance and larger activations for congruent face-sound stimuli,
suggesting that concurrently presented voice plays an important role in the recognition of facial expressions.

In sum, the above-mentioned studies have found that emotional context information has an impact on the recognition of facial expressions. However, there is no consistent pattern of the contextual effects. For example, de Gelder and Vroomen (2000) found that happy facial expressions were recognised more accurately and faster for the congruent pairs than for the incongruent pairs, whereas these effects were not found in other studies (Ethofer et al., 2006b; Müller et al., 2011). The different patterns were observed for the context effects on the recognition of other facial expressions. The inconsistent pattern of context effects might be explained by emotion seed view (Aviezer et al., 2008a, 2008b), which will be discussed in detail in the following section.

1.3.3 Emotional Seeds View

Aviezer et al. (2008a, 2008b) put forward the emotion seeds view to predict when context effects would occur and the magnitude of contextual effects. Before elaborating this view, I will introduce the term of “emotion seeds”.

Each facial expression has its own unique configuration that consists of physical features (e.g., face muscular movements). Some of these physical features are special for only one category of emotional facial expression, such as, the wrinkled nose in
disgusted faces, while other features are shared with one or more other expressions. For instance, the furrowed brows are common in disgusted and angry faces, and the raised brows and wide eyes are shared with fear and surprise faces (Ekman & Friesen, 1976, 1978). These shared physical features are called emotion seeds. The more emotion seeds the two facial expressions share, the greater these two facial expressions resemble each other. Aviezer et al. (2008a, 2008b) argued that when a face appears in isolation, these shared physical characteristics (emotion seeds) remain inactive and have little impact on the recognition of facial expressions, whereas when a face is presented in a context that conveys an emotion similar to that delivered by the face, these seeds would be activated to influence the recognition of the facial expressions. Emotion seeds in faces refer to perceptual similarity between emotional facial expressions and perceptual similarity can be evaluated and calculated via multidimensional scaling (MDS) (Dailey, Cottrell, Padgett, & Adolphs, 2002; Susskind, Littlewort, Bartlett, Movellan, & Anderson, 2007). Figure 1.4 illustrates perceptual similarity between six basic facial expressions. Aviezer et al. (2008a, 2008b) proposed that the largest magnitude of context effects happens when an emotion displayed by a facial expression is highly similar to an emotion conveyed by a context with which the face appears. For example, disgusted facial expressions are perceived to be the most similar to angry faces, so angry contexts evoke the greatest interference effects on the perception of disgusted faces. Sadness, which is moderately similar to disgust, evoke moderate interference effects on the perception of disgusted faces. And fear, which is
the least similar to disgust, evoke the smallest interference effects on the perception of disgusted facial expressions.

Aviezer et al. (2008a) performed a study that lent support to the emotion seeds view. Disgusted facial expressions were placed on images of emotional contexts (upper bodies) expressing disgusted, angry, sad, or fearful emotion. Besides body language, some of body images included props (e.g., a dirty diaper in a disgusted body image, and a gravestone in a sad body image). These emotional facial expressions and bodily expressions were combined together to create four levels of perceptual similarity: (a) disgust-disgust (full similarity), (b) disgust-anger (high similarity), (c) disgust-sadness

Figure 1.4. The position of six basic emotional facial expressions. The adjacent emotion categories are more physically similar to each other. Reprinted from Aviezer et al. (2008a)
(medium similarity), and (d) disgust-fear (low similarity). Participants were presented with the face-body stimuli and a list of six basic-emotion labels (anger, disgust, fear, happiness, sadness, and surprise) under each of the stimuli. Participants were instructed to press a button to categorise the facial expression, ignoring the emotion shown by body language. The results showed that the mean accuracy of disgust faces was 91% when paired with disgusted bodies (full similarity), 59% when paired with fearful bodies (low similarity), 35% when paired with sad bodies (medium similarity), and 11% when paired with angry context (high similarity). That is, categorisation of disgusted faces was impaired the most when disgusted faces were paired with bodies displaying anger; was impaired the least when paired with bodies displaying fear; and was moderately impaired when paired with bodies displaying sadness. The findings were consistent with emotion seeds view which predicted that the magnitude of context effects varies with perceptual similarity between emotions conveyed by a face and by a context.

Some other studies (Aviezer, Trope, & Todorov, 2012; Mondloch, Nelson, & Horner, 2013b) were carried out to test whether context effects on recognition of facial expressions are consistent with emotion seeds view. In the study of Aviezer et al. (2012), they used four prototypical facial expressions (anger, disgust, sadness, and fear) instead of only one facial expression (disgust) in the previous study (Aviezer et al., 2008b). Emotional contexts, which included upper bodies and emotional paraphernalia (e.g., a dirty diaper), conveyed the same four emotions as the faces. Participants were
presented with face-body stimuli and were asked to judge the expression on faces (anger, sadness, disgust, or fear), ignoring the emotion conveyed by bodily expressions. Of the four facial expressions, the recognition of disgusted and angry facial expressions was boosted by the congruent bodily expressions compared to isolated disgusted and angry facial expressions. However, these facilitation effects were not observed for the other two emotional faces (fear and sadness). The recognition of fearful and sad facial expressions was not improved by the congruent bodily expressions. In terms of interference effects, highly similar bodily expressions impaired the recognition of angry, disgusted, and sad facial expressions. In contrast, highly similar bodily expressions did not impair the recognition of fearful faces. The findings for fearful faces were not in line with the prediction of emotion seeds view which suggested the largest interference effects occur when a face and a context are highly similar.

Another attempt (Mondloch et al., 2013b) investigated whether the influence of body language on recognition of facial expressions is consistent with emotion seeds view. Emotional faces and body stimuli conveyed three emotions: anger, sadness, and fear. The body images adopted in this study were whole bodies, without any props. Each of the three facial expressions was paired with each of the three body expressions. Participants were asked to press a key to indicate what emotion depicted by the faces as quickly and accurately as possible. Of the three facial expressions, the pattern of context effects on the recognition of fearful facial expressions was consistent with
emotion seeds view which predicted that greater interference effects would be elicited by sad bodies than angry bodies. The pattern of context effects on the recognition of the other two facial expressions (sadness and anger) was not in line with the prediction of emotion seeds view. According to this model, for sad facial expressions, angry bodies and fearful ones should lead to the equal magnitude of influence on the recognition of sad facial expressions. On the contrary, the results of this study showed that interference effects on recognition of sad facial expressions were observed when paired with fearful bodies, but were not found when paired with angry bodies. As for recognition of angry facial expressions, emotion seeds view predicted that contextual influence would be greater if angry faces were paired with sad bodies than paired with fearful bodies. However, the results of this study showed that fearful bodies produced interference effects, whereas sad bodies did not. The findings revealed that the pattern of context effects could be partially explained by emotion seeds view.

1.3.4 Summary

In short, the studies cited indicated that the recognition of some basic facial expressions benefits from the consistent contextual information (higher accuracy rates and faster reaction times), and is impaired by inconsistent contextual information (higher error rates and longer reaction times), while the recognition of other facial expressions is not influenced by contextual information. Emotion seeds view argued that it is the level of perceptual similarity between emotions conveyed by faces and
contexts that elicit the inconsistent patterns of contextual effects on recognition of facial expressions. As predicted by emotion seeds view, the higher the perceptual similarity between facial expressions is, the greater the contextual effects on recognition of facial expressions are.

1.4 Ambiguous Facial Expressions and Context Effects

Two types of mixed facial expressions were created in the field of emotion research, which are referred as ambiguous facial expressions: (a) Type A, one prototypical facial expression is morphed into another prototypical facial expression at a certain step (e.g., 10% or 20%), thus creating a series of mixtures of two facial expressions (e.g., a series of mixed facial expressions changing from a 100% fearful expression to a 100% angry expression); (b) Type B, a series of mixed facial expressions is created by morphing between neutral faces and prototypical facial expressions, therefore producing different levels of intensity of facial expressions (e.g., a series of mixed facial expressions changing from a neutral expression to a 100% fearful expression). The ambiguous facial expressions were created by morphing software, with changing physical distances between key points of the features of facial expressions. For example, a level of 40% intensity of happy facial expression was produced by reducing the distance between the corners of the mouth and the corners of the eye to 40% of the maximum distance. The lower intensity of a facial expression was called subtle facial expression.
It was predicted that the magnitude of context effects depends not only on the similarity between the target facial expressions and the emotions elicited by the contexts (Aviezer et al., 2008a, 2008b), but also on the levels of ambiguity of facial expressions (Trope, 1986; van den Stock et al., 2007). Trope (1986) posited that context effects should be larger for ambiguous facial expressions than for unambiguous facial expressions (i.e. prototypical facial expressions). The ambiguous facial expressions mentioned in this prediction refer to the situation of Type A.

1.4.1 Context Effects and Type A Ambiguous Facial Expressions

The prediction that context effects depend on the level of ambiguity of facial expressions has been tested in two studies (van den Stock et al., 2007; de Gelder & Vroomen, 2000). One study (de Gelder & Vroomen, 2000) discussed this topic using the auditory context (affective prosody); the other one (van den Stock et al., 2007) used the visual context (body images). de Gelder and Vroomen (2000) adopted happy and sad facial expressions to produce a 11-step series of mixture expressions. Each step of the series was paired with a happy or sad auditory stimulus. Their results were consistent with the prediction, showing that context effects of voice on facial expression recognition were larger for the ambiguous mixed facial expressions than for the end of the facial expressions (100% sadness and 100% happiness). The findings were replicated in the study of van den Stock et al. (2007). They created a 5-step series of mixtures of fearful and happy facial expressions. The morphed faces were pasted on
fearful or happy bodily expressions. The results indicated that context effects of the bodily expressions varied as a function of the levels of ambiguous facial expressions. The bodily expressions influenced the recognition of facial expressions the most when the face showed the most ambiguous emotion (e.g., 50% happiness-50% sadness).

These two studies together have clearly demonstrated the prediction that the magnitude of context effects depends on the levels of ambiguous facial expressions, with greater influence on the most ambiguous faces.

1.4.2 Context Effects and Type B Ambiguous Facial Expressions

People, in real life, use both unambiguous and subtle facial expressions to communicate their emotions in human-to-human interaction and in human-to-computer interaction. Researchers and designers turned their interest into subtle expressivity, which is the major issue in the areas of interactive technology (Liu & Picard, 2003; Suzuki & Bartneck, 2003). It has been found that it is possible to communicate emotions using lower levels of intensity of facial expressions (Bartneck & Reichenbach, 2005; Hess, Blairy, & Kleck, 1997), though it is a hard task. Previous studies (de Gelder & Vroomen, 2000; van den Stock et al., 2007) have found that the magnitude of context effects on recognition of Type A ambiguous facial expressions depends on the levels of ambiguity of facial expressions, with greater context effects occurring for more ambiguous facial expressions. The most ambiguous emotional faces of Type A were the 50%-50% level of mixture of two facial expressions (e.g., 50% anger-50% fear),
while the most ambiguous emotional faces of Type B were the lowest intensity of emotional faces adopted in a certain study. However, it is unclear whether the pattern of magnitude of context effects on recognition of Type A ambiguous facial expressions is applicable to the magnitude of context effects on recognition of Type B ambiguous facial expressions. In other words, it is unknown whether the magnitude of context effects relies on the levels of Type B ambiguous facial expressions, with the lower the intensity of facial expressions is, the larger the context effects will be observed.

In the following section, I will review the studies relating to the context effects and different levels of intensity of emotional facial expressions. As mentioned above, Dolan et al. (2001) presented a level of 50% intensity of fearful or happy facial expression with either congruent or incongruent affective prosody. They found that reaction times for judging the facial expressions paired with congruent voices were faster than those paired with incongruent voices. The results revealed that emotional voices have an impact on the recognition of subtle facial expressions, which was replicated by Lee et al. (2012).

Lee et al. (2012) examined how contextual stimuli influenced the recognition of different levels of intensity of fearful facial expressions. In this study, they produced the face images morphing from neutral (0%) to fearful (100%) using a 10%-increment step. The face images were placed on the centre of the negative, positive, or neutral background pictures, which were selected from the International Affective Picture
System (IAPS) (Lang, Bradley, & Cuthbert, 1999). The face-background stimuli were presented to participants and they were asked to judge whether the faces were fearful or neutral. The percentage of accurate recognition of fearful faces was higher when paired with negative background images than when paired with neutral ones. And the percentage of accurate recognition of fearful faces was lower when paired with positive background images than when paired with neutral ones. The results showed that context effects occurred for fearful facial expressions on the levels of intensity from 30% to 60%, whereas context effects were not found for fearful facial expressions on the levels of intensity from 0 to 20% and from 70% to 100%. However, this study did not compare the magnitude of context effects across the levels of intensity from 30% to 60%, so it is unclear whether the magnitude of context effects varies with the levels of intensity.

In addition to using a recognition task, context effects on recognition of subtle facial expressions were also explored adopting a rating task. The study (Müller et al., 2011), above mentioned, asked participants to rate degraded facial expressions of fear and happiness on an eight-point rating scale from extremely fearful to extremely happy. Degraded fearful facial expressions were rated more fearful when presented with screams (congruent pairs) compared to the same degraded fearful facial expressions when presented with laughs (incongruent pairs). However, such context effects were not found for degraded happy faces, which was not consistent with the results of Dolan et al.’s study (2001) where reaction times for level of 50% intensity of happy faces with
happy prosodies were faster than those for level of 50% intensity of happy faces with fearful prosodies. Ethofer et al. (2006b) also indicated that context stimuli modulated the valence rating of fearful faces on each level of intensity used (25%, 50%, 75%, and 100%). They (Ethofer et al., 2006b) found that fearful facial expressions were rated more fearful when accompanied by fearfully spoken sentences compared with isolated fearful facial expressions. Conversely, context effects were not observed on any level of intensity of happy faces, which was consistent with the results of Müller et al. (2011).

The studies mentioned in this section revealed that emotional contextual stimuli modulated the recognition of subtle facial expressions, which was reflected by that (1) the accuracy of subtle facial expressions when paired with incongruent context was lower as compared to that of the same facial expressions when paired with congruent context, and (2) a fearful face was rated more fearful when it was paired with a congruent sound than the same isolated fearful face and the fearful face paired with an incongruent sound. As far as I know, only one study by Mondloch (2012) made comparisons between the magnitude of context effects on recognition of subtle facial expressions (40% intensity of sad faces and 40% intensity of fearful faces) and the magnitude of context effects on recognition of unambiguous facial expressions (100% intensity of sad faces and 100% intensity of fearful faces), though it was not the main purpose of this study. The results showed that there were no significant differences between the magnitude of context effects on recognition of 40% intensity facial expressions and the magnitude of context effects on recognition of 100% intensity.
facial expressions, which was inconsistent with the prediction that larger context effects would be found for more ambiguous facial expressions.

1.4.3 Summary

The reviewed studies provided empirical evidence that contextual stimuli do influence the recognition of ambiguous facial expressions, no matter which type of ambiguous facial expressions. The studies exploring the magnitude of context effects on Type A ambiguous facial expressions showed that greater context effects occur when facial expressions are more ambiguous.

However, the empirical data from the study of Type B ambiguous facial expressions (Mondloch, 2012) did not support the prediction that the magnitude of context effects depends on the levels of intensity of facial expressions. As mentioned, since it was not the main purpose of the study (Mondloch, 2012), Mondloch (2012) did not analyse the magnitude of context effects separately for fearful and sad facial expressions. Mondloch (2012) used two levels of intensity of facial expressions (40% intensity and 100% intensity) to explore the relationship between context effects and the levels of intensity of facial expressions. In view of the current situation, more studies should be carried out to test the prediction whether the magnitude of context effects relies on the levels of intensity of facial expressions, that is, larger context effects occur on lower levels of intensity of facial expressions.
1.5 Context Effects and Attentional Resources

A large body of research has contributed to exploring the question of whether the processing of emotional visual stimuli, including emotional facial expressions, is independent of attentional resources. It is an unresolved and controversial topic. While some researchers (Bradley, Cuthbert, & Lang, 1996; Buodo, Sarlo, & Palomba, 2002; Pereira et al., 2006; Schupp, Junghöfer, Weihe, & Hamm, 2003) support the idea that emotional visual stimuli are processed without the requirement of attentional resources, and the processing of emotional stimuli occurs quickly and unconsciously, via a subcortical pathway (Vuilleumier, Armony, Driver, & Dolan, 2001), others (Pessoa & Adolphs, 2010; Pessoa & Adolphs, 2011) challenged this notion and have suggested that the processing of affective visual stimuli is not faster than that of other visual information and is dependent on attentional resources. Moreover, the findings in behavioural, fMRI and EEG studies (De Cesarei, Codispoti, & Schupp, 2009; Erthal et al., 2005; Lim & Pessoa, 2008; Mitchell, Sundberg, & Reynolds, 2007; Pessoa, McKenna, Gutierrez, & Ungerleider, 2002a; Pessoa, Padmala, & Morland, 2005; Schupp et al., 2007; Silver, Ress, & Heeger, 2007) showed that when attentional resources were occupied by other challenging tasks, the processing of emotional visual information was decreased or eliminated, such as that greater activation of the amygdala and visual cortex elicited by fearful faces than by neutral faces was eliminated when all attentional resources were occupied by another task (Pessoa et al.,
2002a). These studies together demonstrated that the attentional resources might play a role in the processing of emotional visual information.

Another interesting and controversial issue is whether attentional resources are required for the processing of context effects on recognition of facial expressions, that is, whether the magnitude of context effects is modulated by attentional resources. Before discussing it, I will first elaborate load theory (Lavie & Tsal, 1994; Lavie, 1995).

1.5.1 Load Theory

We are exposed to a huge amount of information in daily life. Which information is processed depends on what we attend to. Selective attention is the mechanism that can select some stimuli to be processed while simultaneously ignoring other concurrent incoming stimuli. The crucial and longstanding unresolved issues in the area of attention are whether attentional selection acts as structural limitations (filtering mechanisms) or processing limitations (capacity/resources) and whether selective attention occurs early or late in processing.

Early selection theory (Broadbent, 1958) proposed that perception has a limited pool of resources. Attention acts as a filter, blocking irrelevant stimuli out, at an early stage of processing. Later on, Treisman (1960, 1964) proposed a revision to Broadbent’s filter theory, arguing that the filter operates to attenuate irrelevant stimuli, instead of blocking
them. In contrast to early selection theory, Deutsch and Deutsch (1963) assumed that perception has an unlimited pool of resources, thus all information, including relevant and irrelevant stimuli, is attended to. Selection takes place at a later stage of processing, after each stimulus is fully identified (Duncan, 1980). Early and late selection theories have assumed attention as a structural bottleneck in the information processing, and the dispute between early and late selection theories concerns which stage this structural bottleneck is located at, that is, when selective attention occurs. The capacity theory of attention assumed attention to be a general, flexible resources, rather than a structural filter (Kahneman, 1973). It was posited that there is a limited amount of attention and the capacity can be freely allocated to concurrent tasks (Kahneman, 1973). Different stages in information processing differ in the amount of attentional resources they require. It is suggested that early stages of information processing (e.g., sensory analysis) do not need attentional resources, whereas late stages of information processing require greater attentional resources (Kahneman, 1973). Load theory (Lavie, 1995; Lavie & Tsal, 1994), which applies the capacity theory of attention, was put forward to offer a resolution to the debate between early-selection mechanism and late-selection mechanism. Lavie and Tsal (1994) reviewed previous studies on attention and pointed out that the results in some studies supporting late-selection attention mechanism had been obtained under low perceptual load conditions, whereas the results in other studies supporting early-selection attention mechanism had been obtained under high perceptual load conditions. The load theory integrates the early-selection model and the late-selection model into one hybrid model.
and suggests that perceptual load is a major factor in determining which one of the mechanisms will be activated at a certain circumstance. The term *perceptual load* refers to either the number of units in a display or the nature of processing required for each unit. Load theory (Lavie, 1995; Lavie & Tsal, 1994) proposed two types of selective attention mechanisms, a passive perceptual selection mechanism and an active cognitive mechanism. According to load theory, these two types of mechanisms for selective attention have different impact on distractor effects from irrelevant distractors. It is assumed that early selection occurs when the perceptual load is high, while late selection occurs when perceptual load is low. Under high perceptual load, the demands of task-relevant stimuli would exhaust all perceptual capacity. No enough capacity is available for processing of task-irrelevant distractors, thus preventing distractor effects triggered by task-irrelevant distractors (the early selection mechanism). In contrast, in situations of low perceptual load, task-relevant stimuli do not take up all of the available perceptual capacity, and the remaining capacity would involuntarily ‘spill over’ to the perception of task-irrelevant distractors (the late selection mechanism). After relevant and irrelevant stimuli are perceived, the active cognitive mechanism takes effect, which has the opposite effects on distractor effects triggered by task-irrelevant distractors. If the active mechanisms, such as working memory, are overloaded, the ability to maintain the priorities of stimulus processing becomes weakened, and distractor effects by task-irrelevant distractors increases rather than decreases. Taken together, the perceptual mechanism predicts that distractor effects caused by task-irrelevant distractors should be larger when the level of perceptual load
in processing taskrelevant stimuli is low than when that is high, whereas the cognitive mechanism hypothesis predicts that distractor effects by taskirrelevant distractors increase under high working memory load, compared to low working memory load.

1.5.1.1 Effects of Perceptual Load on Irrelevant Distractor Perception

Figure 1.5 and Figure 1.6 provide examples of the manipulation of perceptual load used in the study of Lavie (1995). One method for the manipulation of perceptual load was the alteration of the number of units, as illustrated in Figure 1.5. The task was to press one of two designated keys to indicate whether the target was z or x, ignoring the peripheral irrelevant letter. In the Condition S1, there was only one target letter and one irrelevant distractor letter presented to participants (the low perceptual load). In the Condition S6, a target letter with five other non-target letters and one irrelevant distractor letter were presented to participants (the high perceptual load). The irrelevant distractor was either compatible, or incompatible, or neutral with the target letter. The results of the experiment supported load theory, with greater distractor effects by irrelevant distractors being found under the low load condition, and with no distractor effects under the high load condition.
Figure 1.5. Examples of manipulation of perceptual load by altering the number of units.

Adapted from Lavie (1995).

The perceptual load hypothesis was also demonstrated using another method of manipulating the levels of perceptual load, by increasing perceptual processing requirements for the same displays. The method to manipulate perceptual load was adapted from feature integration theory (Treisman & Gelade, 1980; Treisman & Sato, 1990), as illustrated in Figure 1.6. According to feature integration theory, individual feature perception (such as, shape, colour, and orientation) is independent of attentional resources, while combining individual features requires focused attention and therefore the level of perceptual load is increased. The task in Figure 1.6 used the
go/no-go paradigm to test the hypothesis of load theory. Participants were asked to indicate whether the target letter was \( H \) or \( U \), meanwhile ignoring the peripheral irrelevant letter. In the \textit{feature demand condition} (low perceptual load), participants were instructed to make a response to the target letter when the colour of the additional shape was red (\textit{Go} trials) and to withhold a response when it was blue (\textit{No-Go} trials), irrespective of whether the shape was a circle or a square. In the \textit{conjunction demand condition} (the high perceptual load), participants had to respond to the target letter when they saw a blue square or a red circle (\textit{Go} trials), not to respond when they saw the opposite conjunction, a red square or a blue circle (\textit{No-Go} trials). The distractor effects were merely observed under the low perceptual load condition, and not found under the high perceptual load condition, which is in line with the prediction of load theory. Generally, the degree of distractor effects from task-irrelevant distractors depends on the level of perceptual load imposed by the processing of relevant information. That is, when the demand of a perceptual relevant task is high, the perceptual capacity will be fully occupied by the processing of the relevant target, and then no sufficient capacity will be left for the irrelevant distractors. Given that irrelevant distractors are prevented from being processed, the distractor effects are decreased or eliminated.
Figure 1.6. Examples of the manipulation of perceptual load by adaptation from feature integration theory. Adapted from Lavie (1995).

1.5.1.2 Effects of Working Memory Load on Irrelevant Distractor Perception

The studies of perceptual load lent support to the mechanism of early selective attention that prevents the processing of irrelevant distractors. This is the passive form of selective attention: distractor effects are increased in the situations of low perceptual
load, compared to those in the situations of high perceptual load. Nevertheless, the active form of selective attention (the late-selection mechanism) plays the opposite role in preventing the processing of irrelevant distractors: distractors effects are increased under high working memory load and are decreased under low working memory load. The left example in Figure 1.7 illustrates the study conducted by Lavie, Hirst, de Fockert, and Viding (2004). Each trial began with a memory set in which working memory load was manipulated by the size of memory set. In the low working memory load, participants were asked to maintain only one digit, while in the high working memory load, they were presented with six digits from 1 to 9 in a random order and were asked to remember the six digits. Under low and high working memory conditions, a target letter (x or z) and a peripheral irrelevant item were shown to participants. The irrelevant item was compatible (an X when the target was x), incompatible (an X when the target was z), or neutral (the letter N) with the target letter. Lastly, a one-digit memory probe was presented on the screen. After indicating whether the target letter was x or z in the selective attention task, participants needed to indicate whether the memory probe was present or not in the memory set. The results supported the prediction that increasing working memory load induced greater distractor effects from task-irrelevant distractors, with a larger distractor effect of 193 ms under high working memory load than that of 140 ms under low working memory load. The findings were consistent with load theory which predicted when working memory is overloaded, the ability to inhibit the processing of task-irrelevant stimuli is weakened, and thus the
distractor effects from task-irrelevant stimuli are increased. The results provided evidence to the cognitive mechanism hypothesis.

This cognitive mechanism hypothesis was also demonstrated in another study (de Fockert, Rees, Frith, & Lavie, 2001). The procedure was illustrated in the right example of Figure 1.7. A set of digits was shown to participants. Under low working memory load, the digits were 0, 1, 2, 3, and 4, which were always shown in the fixed ascending order, that is, 01234; under high working memory load, the same digits were presented, but shown in a different order on each trial (e.g., 02341 or 04213). Participants were asked to memorize not only the five digits but also the order of the five digits. Then, a face image, on which a name was superimposed, was presented to participants. The identities of distractor faces were either congruent with the written names, or incongruent with the written names, or anonymous. Finally, a memory probe was shown to participants. In the selective attention task, participants were instructed to categorise the written names as pop stars or politicians while ignoring irrelevant faces. In the memory task, they were asked to indicate the digit that followed the memory probe in the memory set (to press “4” in the example below). The results showed that reaction times were longer under high working memory load than under low working memory load. The activation of the fusiform gyrus and extrastriate visual cortex related to the presence of the task-irrelevant faces was greater under high memory working load than under low memory working load. Together, the results from behavioural and functional imaging studies demonstrated that the ability to ignore irrelevant faces was
impaired when working memory load was increased, thus eliciting greater distractor effects from task-irrelevant faces.

Figure 1.7. Examples of the manipulation of working memory load. The left example is the stimuli in the study of Lavie et al. (2004). The right example is the stimuli in the study of de Fockert et al., (2001). Adapted from Lavie et al. (2004) and de Focker et al. (2001).

However, recent studies (Kim, Kim, & Chun, 2005; Oh & Kim, 2004) have challenged this claim, suggesting that the impairment to selective attention caused by working memory load depends on the type of working memory task. Oh and Kim (2004) found that the spatial working memory task impaired the performance of visual search, while the non-spatial, colour working memory task did not interfere with the visual search processing. The implication of their study was that if working memory items and targets compete for the same processing resources, greater distractor effects from irrelevant distractors should occur under the conditions of high working memory load, whereas if the processing resources required for working memory items overlap with those for
task-irrelevant distractors, no distractor effects from irrelevant distractors will be expected under the high working memory load conditions. Park, Kim, and Chun (2007) found that when maintaining faces in working memory, the distractor effects from irrelevant distractors (houses) on the face-matching task were increased. By contrast, when maintaining houses in working memory, the distractor effects from irrelevant distractors (houses) on the face-matching task were decreased, and the processing of the face-matching task was even found to be facilitated. The findings implied that the effects of working memory load on the selective attention task (impairment or benefit) rely on whether the type of working memory load overlaps with the processing resources required for the target or distractor processing.

In sum, the empirical data provided evidence to support load theory. Under high perceptual load, the increased demands of task-relevant stimuli could eliminate or reduce distractor effects from task-irrelevant distractors, which results in the early selection. In contrast, under low perceptual load, any remaining attentional resources not occupied by task-relevant stimuli will be involuntarily allocated to task-irrelevant stimuli to induce larger distractor effects, which results in the late selection.
1.5.2 A Summary of Early and Late Event-Related Potential Components Associated with Facial Expression Processing

It is commonly claimed that processing occurring at early stages is mandatory automatic in nature, which does not need attentional resources (Meeren et al., 2005; Palermo & Rhodes, 2007), whereas a processing happening at late stages requires attentional resources (Gu, Mai, & Luo, 2013). ERP techniques have been often used to investigate the time course of neuronal processing with a high temporal resolution at the millisecond level. The technique of ERPs measures electrical activity of the brain by using electroencephalography (EEG) scalp recordings after the onset of a stimulus. ERPs are voltage deflections that can be elicited by a variety of sensory, cognitive, or motor events (Sur & Sinha, 2009). The ERPs waveforms (Figure 1.8) are comprised of a series of positive-going (P) and negative-going (N) deflections that are termed “waves” or “components”. The numbers following the “P” or “N” reflect the temporal sequence of their appearance. It is suggested that the latency of ERP components can be used to index the time course of cognitive processing (Luck & Hillyard, 2000). Some earlier (< 300 ms) and later (> 300ms) ERP components in regard to the processing of emotional stimuli will be introduced in the following section.
Figure 1.8. A waveform with some major ERP components.

1.5.2.1 Early Visual Components

The **P1** component, also called P100, is the first positive-going wave with a peak at around 100-130 ms (Luck, 2005). It is reported that the P1 component is sensitive to physical stimulus factors such as contrast (Olofsson, Nordin, Sequeira, & Polich, 2008) and is an index of early perceptual processing. It is found that the amplitude of P1 is more positive for faces than non-face objects (Itier & Taylor, 2004; Herrmann, Ehlis, Ellgring, & Fallgatter, 2005). Additionally, there is evidence that the P1 component is sensitive to affective picture stimuli, being larger for unpleasant than pleasant target stimuli (Carretie, Hinojosa, Martin-Loeches, Mercado, & Tapia, 2004a; Carretie, Mercado, Hinojosa, Martin-Loeches, Sotillo, 2004b).

**N170** is a negative-going component, occurring between 120 and 220 ms and peaking around 170 ms after the onset of stimuli. There is a consensus that the N170 is linked
with the structural encoding of faces, with larger amplitude and longer latency for faces upside-down than faces normally presented (Watanabe, Kakigi, & Puce, 2003; Stekelenburg, & de Gelder, 2004). Besides, it was observed that the N170 might be related to emotional information shown on the faces. Some studies have reported that the N170 was not modulated by facial expressions (Eimer & Holmes, 2002; Holmes, Vuilleumier, & Eimer, 2003), whereas other studies have found that the N170 amplitude was sensitive to emotional facial expressions (Batty & Taylor, 2003; Miyoshi, Katayama, Morotomi, 2004), at least a larger amplitude for fearful faces compared to neutral faces (Batty & Taylor, 2003). Recently, Thierry, Martin, Downing, and Pegna (2007) have argued against the consensus of the face-specificity of the N170, revealing that the N170 was modulated by low-level visual features (e.g., inter-stimulus perceptual variance), not by visual object categories (faces vs non-faces). Therefore, in order to figure out whether the N170 is sensitive to emotional facial expressions, further studies should be carried out with careful manipulation of low-level visual features of stimuli.

1.5.2.2 Early Auditory Components

**N1** or N100 is a negative-going evoked potential, peaking between 80 and 120 ms after stimulus onset. The N1 is related to the perception of auditory stimuli. The amplitude of N1 is influenced by the rise time of stimulus onset (Spreng, 1980), as well as some other factors, such as inter-stimulus interval (ISI) (Davis, Mast, Yoshie, & Zerlin, 1966),
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stimulus intensity (Keidel & Spreng, 1965), arousal (Nash & Williams, 1982), and auditory selective attention (Hillyard, Hink, Schwent, & Picton, 1973). It has also been reported that the N1 went more negative for neutral vocalisations than for emotional ones (Liu, Pinheiro, Deng, Nestor, & McCarley, 2012).

**P2** (also known as P200) wave is a positive-going component, following the N100 component. The P2 is responsive to the onset of auditory stimuli, peaking at around 150 to 250 ms. P2 is modulated by feature detection (Luck & Hillyard, 1994), selective attention (Hackley, Woldorff, & Hillyard, 1990), and other early sensory stages of item encoding (Dunn, Dunn, Languis, & Andrews, 1998). P2 is related to perceptual processing of emotional auditory stimuli, with one study indicating the P2 amplitude was greater for happy than for sad voice stimuli (Spreckelmeyer, Kutas, Urbach, Altenmuller, & Munte, 2006), and another study finding the enhanced P200 for neutral prosody as compared to for emotional prosody (Liu et al., 2012).

1.5.2.3 Late Visual Components

**N2** (also called N200) is a negative-going wave concerning cognitive control processing. The N200 peaks around 200-350 ms after stimulus onset and is found over anterior scalp sites (Folstein & van Petten, 2008). It has been found that stimulus valence modulates the N2 wave, with pleasant stimuli eliciting the larger N2 compared with unpleasant stimuli (Carretie et al., 2004a; 2004b).
P3 (P300) is the most studied later ERP component. The P3 wave is a positive deflection with the latency between 250 and 500 ms (Polich, 2007). The P300 is suggested to be associated with stimulus evaluation (Willadsen-Jensen & Ito, 2006) and to be sensitive to response conflict (Bartholow et al., 2005; Folstein & Van Petten, 2008). Recently, a study (Wang et al., 2012) found that the P3 was enhanced under the condition of conflicting emotional information, such as when attended stimuli were fearful faces, while unattended stimuli were neutral faces. Another affective ERP study (Delplanque, Lavoie, Hot, Silvert, & Sequeira, 2004) has found that pleasant stimuli triggered the greater P3 amplitudes than unpleasant stimuli did.

The following subsections will review and discuss behavioural and ERP studies concerning to the issue whether attentional resources influence context effects on recognition of facial expressions.

1.5.4 Visual context effects and attentional resources

A limited number of studies explored whether the effects of affective visual contextual information (such as bodily expression, emotional scene) on recognition of facial expressions are independent of attentional resources.

Righart and de Gelder (2008b) investigated whether the recognition of facial expressions was influenced by contextual stimuli when the task load was increased
using a letter-recall task. They placed an “x” or “o” on the centre of each face that was superimposed on scene images. Participants were asked to categorise the emotion of the faces (fear, disgust, and happiness), then they needed to indicate the letter on the face. Righart and de Gelder stated that according to load theory, if the effects of emotional scenes on the recognition of facial expressions need attentional resources, context effects will diminish under high task loads. Therefore, it was concluded that context effects are free of attentional resources, which was reflected by the results that context effects on facial expression recognition were exist when performing the letter-recall task. However, the type of task loads might be confused, as perceptual load and memory load exert different influences on task-irrelevant distractors (in this study, irrelevant distractors were the emotional scenes). This experiment used the letter-recall task that was a memory task to consume attentional resources. Load theory proposed that high perceptual load leads to the decrease of distractor effects from task-irrelevant distractors, whereas high memory load induces the increase of distractor effects from task-irrelevant distractors. So, context effects (that is, distractor effects) caused by emotional scenes (irrelevant distractors in this experiment) on recognition of emotional faces will not be decreased under memory task load, but will be potentially increased. Unfortunately, it remains unknown whether context effects were increased, as this study did not compare context effects between the conditions of low and high memory task load. Following the logic of load theory, the results of this study could not be interpreted as that context effects do not depend on the attentional resources.
Similar evidence comes from the study of Aviezer et al., (2011) in which they used a memory task to manipulate the task (working memory) load to test whether the context effects are free of attention or not. They presented a letter-number string including five numbers and one letter (e.g., 274K81) to participants. For the high cognitive load group, participants were asked to memorize the whole string in the correct order, while for the low cognitive load group, participants were asked to memorize the only letter in the string. After the presentation of the string, participants were shown a contextualized facial expression (a face-body stimulus) and were asked to categorise the facial expression. The last thing that they were required to do was to indicate which string was seen previously on the screen. They got feedback after each trial for the memory task. The results were that the patterns of context effects on recognition of facial expressions were similar under low and high cognitive loads, suggesting that context effects were attention-free. As predicted by load theory, high working memory load should result in context effects from irrelevant bodily expressions on recognition of facial expressions to be increased rather than to be decreased (Lavie et al., 2004; de Fockert et al., 2001). Some empirical studies (Kim et al., 2005; Oh & Kim, 2004; Burnham, Sabia, Langan, 2013) indicated that it is the type of working memory load that can determine whether distractor effects from irrelevant distractors on primary tasks would be increased or decreased. When processing resources for working memory load neither overlap with those for a primary target task nor with those for an irrelevant distractor, performance of the primary task might be unaffected by the irrelevant distractor. Due to uncertainty of the impact of working memory load on
irrelevant distractors, it might be inappropriate to conclude that context effects on recognition of emotional facial expressions are free of attentional resources.

Additionally, ERP was used to investigate whether context effects on the recognition of emotional facial expressions occurs at the early stage of processing or at the late stage of processing. Meeren et al. (2005) found that the P1 amplitudes were influenced by the factor of congruency, with the larger P1 amplitudes for incongruent face-body stimuli than for congruent face-body stimuli, which indicated that context effects on recognition of emotional facial expressions took place at the early stage. Therefore, Meeren et al. (2005) suggested that context effects on recognition of emotional faces do not depend on attentional resources. Similar results were found in another study (Righart & de Gelder, 2008a) where the N170 amplitudes went more negative when faces were in fearful scenes than in happy and neutral scenes, implying that the concurrently presented irrelevant scenes influence recognition of emotional facial expressions during the early stage of processing, without the requirement of attentional resources.

Gu et al. (2013) conducted a study to further investigate at which stage context effects from irrelevant bodily expressions on recognition of facial expressions. The procedure for this study was similar to the two studies above (Meeren et al., 2005; Righart & de Gelder, 2008b), in which the face-body stimuli, either congruent (happy face-happy body and fearful face-fearful body) or incongruent (happy face-fearful body, and fearful
face-happy body) were presented to participants one at a time. The task required participants to press F or J on the keyboard to answer which facial expression it was, ignoring the accompanied bodily expression. The ERP data showed that the P1 waves were larger when faces were accompanied by fearful bodies than when the same faces were accompanied by happy bodies, regardless of the emotion expressed by the faces. The N2 components and the P3 components were both sensitive to congruency effects. The difference between these two components was that the larger N2 amplitudes were elicited by incongruent face-body stimuli than by congruent face-body stimuli, while the P3 waves went more positively for faces with congruent bodily expressions than for faces with incongruent bodily expressions. The findings suggested that context effects on recognition of emotional facial expressions begin at the early processing stage, which is consistent with the results in the previous studies (Meeren et al., 2005; Righart & de Gelder, 2008b). What was new in this study was that context effects extended to the later evaluative processing stage, reflected by the larger P3 amplitudes caused by congruent compound stimuli. The results suggested that attentional resources might be required for context effects on the recognition of facial expressions.

Researchers (Meeren et al., 2005; Righart & de Gelder, 2008b) reported that context effects proceeded without the need of attentional resources, as it happens at the early stage of processing. However, attention can operate either at the early stage under some conditions (e.g., high perceptual load) or at the late stage (Luck, Woodman, & Vogel, 2000). As noted earlier, it has been proposed that under the condition of high
perceptual load, attentional resources take effect at the early stage, which means the processing of irrelevant contextual emotional information is suppressed, and then will not induce any effect on the recognition of emotional facial expressions. In situations of low perceptual load, attentional resources are not fully occupied by the relevant task, and the remaining capacity will be allocated to task-irrelevant contextual emotional information, resulting in interference effects on the relevant facial expression recognition task (Lavie, 1995, 2005). Thus, the evidence from the two ERP studies (Meeren et al., 2005; Righart & de Gelder, 2008b) that context effects are free of attention is not decisive, unless context effects happened at the early stage under high perceptual load. Moreover, according to the results in Gu et al.’s study (2013), the conflicting signals from emotional faces and bodies were detected early in temporal course, and then were resolved late in time course, implicating attentional resources might modulate context effects on recognition of facial expressions.

1.5.5 Auditory Context Effects and Attentional Resources

The terms multisensory integration and cross modal interaction are often used interchangeably. Nonetheless, there is difference between these two terms. Multisensory integration is used to describe a process in which information from different sensory modalities is combined together to yield a coherent percept. (Spence, Senkowski, & Röder, 2009). Cross modal interaction refers to the influence of a
stimulus in one modality on perceiving a stimulus in another modality (Spence et al., 2009).

One of the most commonly mentioned examples of human multisensory integration is speech perception: simultaneously hearing a word and seeing lip movement. Matched visual and auditory information can improve and enhance the perception of speech, with higher accuracy and faster reaction times (Mozolic, Hugenschmidt, Peiffer, & Laurienti, 2008). Mismatched information can influence the speech process, which may result in the McGurk effect (McGurk and MacDonald, 1976). They found that hearing an auditory syllable (i.e., /ba/) and seeing a talker articulating another syllable (i.e., /ga/), led to the syllable being perceived as “tha” or “da”, which was distinct from either the auditory or the visual signal.

For the last 30 years or so, it has been widely investigated whether the multisensory integration depends on attentional resources. Recent findings, challenging the prevalent view that multisensory integration is an automatic process and is not affected by attention (Bertelson, Vroomen, De Gelder, & Driver, 2000; Driver, 1996; Foxe et al., 2000; Vroomen, Bertelson, de Gelder, 2001a, 2001b), revealed that attentional resources are required in the process of multisensory integration in behavioral and neuroscientific studies (Busse, Roberts, Crist, Weissman, & Woldorff, 2005; Fairhall & Macaluso, 2009; Talsma & Woldorff, 2005; Talsma, Doty & Woldorff, 2007).
The influences from auditory emotional stimuli on recognition of emotional facial expressions are an example of cross-modal interaction. A few studies attempted to discover whether attention plays a role in the auditory context effects on the recognition of emotional facial expressions. So far, there is no consensus, which is similar to the situation for multisensory integration. The followings detail the studies pertaining to the role of attention in cross-modal interaction of emotional information from visual and auditory modalities.

Vroomen, Driver, and de Gelder (2001c) examined this topic and suggested that the influence of facial expressions on emotional voice was independent of attentional resources. They presented an emotional facial expression (happy or fearful), simultaneously with an emotional vocal stimulus to participants in their three experiments. The first two experiments adopted additional visual demanding tasks, an add task in Experiment 1 (a task to report the sum of the two visual digits between 1 and 9 shown) and a count task in Experiment 2 (a task to detect and count the number of zeros in a rapid serial visual presentation), while the third experiment used an demanding auditory task (judging the pitch of a tone was high (540-Hz) or low (500-Hz) in Experiment 3). Participants were asked to indicate whether the emotion from auditory modality was happy or fearful, and to ignore the accompanied facial expression. At last, they had to complete the additional task. The results of the three experiments showed that the impact of emotional faces on perception of emotional voices was not affected when completing the additional demanding task. Accordingly, it
was inferred that the attentional resources are not recruited in the cross-modal interaction of visual and auditory emotional information.

Further evidence comes from an ERP study (Pourtois, de Gelder, Vroomen, Rossion, & Crommelinck, 2000). Participants were shown face-voice stimuli one at a time, either a congruent pair (an angry face/an angry voice or a sad face/a sad voice) or an incongruent pair (an angry face/a sad voice or a sad face/an angry voice). This experiment was a passive-viewing oddball task. Participants were only instructed to pay attention to emotional facial expressions and to ignore auditory stimuli. Electrophysiological data were recorded and the waveforms were analysed by comparing the congruent and incongruent trials. The larger N1 amplitudes were found in the congruent trials, and the smaller P2 amplitudes were observed in the congruent pairs. It was suggested that the influences of emotional voices on recognition of facial expressions are a mandatory, automatic process, which is considered to be a process without the need of attentional resources. Thus, the results indirectly showed that the crossmodal interaction of emotional perception do not depend on attentional resources.

However, another study (de Jong, Hodiamont, & de Gelder, 2010) challenged the idea that the cross-modal interaction of emotional faces and voices is free of attention. de Jong et al. (2010) demonstrated that modality-specific attention affected cross-modal interaction of visual and auditory affective information. In the first task, the target
emotion was happy or sad; in the second task, the target emotion was happy or fearful. In both tasks, participants were presented with emotional auditory stimuli, simultaneously with congruent or incongruent emotional facial expressions. Additional visual and auditory tasks were used in each of the two tasks. The additional visual task (a digit of “6” or “8”) was placed between the eyebrows; the additional auditory task was comprised of two pairs of tones. For one pair, each tone had the same frequency of 500 Hz; for the other pair, one tone had a frequency of 500 Hz; the other tone had a frequency of 540 Hz. Participants were instructed to categorise the emotion of the sound, while ignoring the faces. And then they were asked to respond to the question “was there an 8 in the face?” when facing the visual demanding task, or to respond to the question “did you hear a higher tone?” when for the auditory demanding task. In both tasks, visual and auditory demanding tasks attenuated the cross-modal interaction; that is, the influence of emotional faces on the categorisation of emotional voices was decreased. Therefore, it was suggested that visual influences of facial expressions on perception of auditory emotional voices require attentional resources.

Two behavioural studies described in this section were to explore the role of attention in the impact of visual emotional faces on recognition of auditory emotional stimuli, rather than whether the influence of auditory stimuli on recognition of facial expressions relies on attentional resources or not. It has been reported that the visual effects on processing of auditory stimuli might not be processed in the same way as the auditory effects on processing of visual stimuli (Talsma et al., 2007). Collignon et al. (2008)
found that irrelevant facial expressions exerted more power on the recognition of emotional voices than irrelevant emotional voices on perception of emotional faces. Hence, the evidence on whether attention is required in context effects of facial expressions on recognition of auditory emotional stimuli cannot be used to make a conclusion on whether context effects of emotional voices on recognition of facial expressions is independent of attentional resources or not. In sum, current evidence is mixed with regard to the question whether the auditory contextual effects on recognition of facial expressions requires attentional resources.

1.5.6 Summary

Regardless of visual context effects or auditory context effects on perception of facial expressions, there is no conclusive study on the topic of the relationship between attention and context effect. In the light of the mixed situation, more research should be carried out in the future.

1.6 Overview of the Current Experiments

Before testing the main hypothesis, the material used as context stimuli were evaluated in chapter 3, i.e. Bimodal Face and Body Gesture Database (Gunes & Piccardi, 2006) (Experiment A) and Montreal Affective Voice (Belin, Fillion-Bilodeau, & Gosselin, 2008) (Experiment B). The aims of Chapter 3 were whether bodily expressions and vocal
expressions are perceived as intended target emotions so that they could be used as appropriate contextual stimuli in the following main test.

As reviewed above, a number of studies have found that the recognition of facial expressions is influenced by emotional contextual information. Inconsistent patterns of context effects were observed in previous studies. For example, the recognition of happy faces benefits from congruent contextual information, compared to incongruent one (de Gelder & Vroomen, 2000; van de Riet & de Gelder, 2008), whereas other studies did not find significant differences between happy faces paired with happy context and happy faces paired with incongruent context. The situation for fearful faces is similar to that for happy faces. Emotion seeds view (Aviezer et al., 2008a, 2008b) seems to explain different patterns of context effects observed in previous studies. Emotion seeds view hypothesizes that context effects are greater when faces are paired with ‘high similarity context’ than when faces are paired with ‘low similarity context’ and participants are more likely to mis-categorise emotional faces as the emotion conveyed by high similarity contexts than to mis-categorise emotional faces as the emotion conveyed by low similarity contexts. Chapter 4 examined whether the pattern of context effects proposed by emotion seeds view could apply to all six basic facial expressions.

It has been found that the magnitude of context effects is larger for a type A ambiguous facial expression than for an unambiguous facial expression and is larger for a more
ambiguous mixed facial expression (e.g., 50% happiness - 50% sadness) than for a less ambiguous one (e.g., 90% happiness - 10% sadness) (de Gelder & Vroomen, 2000; van den Stock et al., 2007). Chapter 5 explored the relationship between contextual information (bodily expressions and vocal expressions) and the recognition of different levels of intensity of facial expression. The aim of these two studies was to ascertain whether the magnitude of context effects for different levels of intensity of facial expression is similar to that for Type A ambiguous facial expressions. That is, whether the magnitude of context effects is smaller for unambiguous emotional faces than for lower levels of intensity.

As previously mentioned, there is no conclusion on the issue of whether context effects are influenced by attentional resources or not. Chapter 6 was designed to investigate this issue under the framework of perceptual load. The aim of the last three experiments in chapter 6 was to find out whether the magnitude of context effects will be reduced under high perceptual load. If so, as proposed by load theory, context effects will be influenced by attentional resources. If not, context effect will not be influenced by attentional resources.
Chapter 2 General Methods

This chapter describes research methods that were common to all the experiments. Specific details differing between experiments will be provided in relevant chapters.

2.1 Participants

All participants recruited volunteered to take part in the experiments. They were paid appropriately for their time. All had given informed consent. All reported normal or corrected to normal vision, and participants who took part in the experiment with auditory stimuli reported normal hearing. The study was performed in accordance with the ethical standards of the Massey University Human Ethnics guidelines and was deemed to be low risk.

2.2 Apparatus and Stimuli

The experiments were programmed in E-prime 2.0 and run on a computer running Windows XP. All visual stimuli were presented on a 24-inch View Sonic monitor with a resolution of 1920 x 1080 pixels and with a 60 Hz refresh rate. All of the experiments were conducted in an illuminated room. And the auditory stimuli were presented via SENIC IS-R1 headphone at self-adjusted comfortable level.
The images of facial expressions were taken from Karolinska Directed Emotional Faces (KDEF) set (Lundqvist, Flykt, & Öhman, 1998). The images of bodily expressions came from Bimodal Face and Body Gesture Database (FABO) (Gunes & Piccardi, 2006). The auditory stimuli were chosen from Montreal Affective Voices (MAV) set (Belin et al., 2008). The selection and manipulation of research material are described in the relevant chapter.

2.3 Procedure

A typical trial is illustrated in Figure 2.1. Each trial consisted of the following sequence. A fixation cross was displayed for 500 ms, followed by a stimulus (including a face-context stimulus and an isolated face) that was presented for 1830 ms. To keep the consistency between studies of visual stimuli and auditory stimuli, the choice of the duration (1830 ms) came from the longest auditory stimuli (e.g., laughter). Then a response screen with six options (happiness, surprise, fear, disgust, sadness, anger) was shown on the screen until participants used mouse to click on one of the choices or it disappeared after 8 s without any response, in chapter 3, chapter 4. Finally, a blank screen was shown for 1 s. Feedback was provided to participants in the last three experiments, whereas no feedback in the other experiments. Each stimulus was presented 10 times in a random order. The response in chapter 5 and 6 was different from that in chapter 3, and 4 and will be introduced in chapter 5 and 6.
Participants completed practice trials before the main test. After each task was completed participants were offered debriefing and were thanked for their participation.

Figure 2.1. An illustration of a typical trial. A 500 ms fixation cross is followed by an image that was presented for 1830 ms. The response screen with six options of happiness, surprise, disgust, sadness, fear, and anger was presented for 8 s. At last, a blank screen was shown for 1 s.
Chapter 3 Evaluation of Research Material as Context Stimuli

Before conducting the following main studies, context stimuli were carefully chosen and evaluated. This chapter explored whether the research stimuli chosen for context stimuli are perceived as intended emotions.

3.1 Evaluation of Bodily Expressions (Experiment A)

A number of bodily expression databases provide convenience to studies on bodily expressions. As mentioned above, emotional bodily expressions may provide reliable emotional cues. Compared to facial expressions, bodily expressions have their own advantage for perceiving emotions as they can be recognised far away from the observers (de Gelder, 2009).

Studies of facial expressions generally agree on the fact that happy faces are recognised faster and more accurately than other emotional faces (Feyereisen et al., 1986; Harwood, Hall, & Shinkfield, 1999; Kirita & Endo, 1995; Kirouac & Doré, 1983). However, the results for recognition of happy bodies were mixed, where one study found happy bodies were the most difficult to be recognised (de Gelder & van den Stock, 2011), while other studies did not (Atkinson et al., 2004; Schindler et al., 2008; Thoma, bauser, & Suchan, 2013). Regardless of the mixed results, these mentioned studies have found that emotional bodily expressions were well recognised, reflected
by high percentages of accuracy of recognition of the bodily expressions (de Gelder & van den Stock, 2011; Thoma et al., 2013). These mentioned studies focused on the recognition of whole body expressions. It was reported that upper-body expressions contain a rich source of expressive information (e.g., hands with clenched fists representing anger) and are sufficient for people to recognise emotion (Glowinski et al., 2008; Roether, Omlor, & Giese, 2010; Wallbott, 1998). For the current study, visual contextual stimuli used in the following main experiments are upper-body expressions which were selected from FABO set. However, previous studies adopting FABO set were concentrated on the aspect of emotional feature extraction (Chen, Tian, Liu, & Metaxas, 2011, 2013; Shan, gong, McOwan, & Peter, 2007) rather than on the validation of this database. The purpose of this experiment was to explore whether the chosen images of bodily expressions are perceived as intended emotions, thus they could be used as reliable cues for conveying emotion.

3.1.1 Method

3.1.1.1 Participants

Fifteen participants, ranging from 19 to 25 years, took part in the experiment. Eight participants were female and seven were male. Eleven participants were right-handed and four were left-handed. All participants had given informed consent and were paid NZD 2 for participation.
3.1.1.2 Apparatus and Stimuli

The apparatus for this experiment is described in Chapter 2.

The images of bodily expressions come from Bimodal Face and Body Gesture Database (FABO) (Gunes & Piccardi, 2006). Gunes and Piccardi (2006) used two cameras, one for only recording video of faces and the other one for recording video of whole upper-body movement. The frames in each video was segmented into different stages, starting from neutral stage, then onset stage, to apex stage, following by offset stage, finally back to neutral stage. Gunes and Piccardi (2008) pointed out that apex frames of upper-body movement were at the maximum of its spatial position and found that they can provide effective cues for people to discriminate emotions. The results are consistent with other studies that suggested that emotions are delivered mostly through facial expressions and upper-body motion (Ballihi, Lablack, Amor, Bilasco, Daoudi, 2015; Glowinski et al., 2008), and argued that it is sufficient for us to perceive emotions from upper-body motion (Volkova, Mohler, Dodds, Tesch, & Bülthoff, 2014). So, for the present study, bodily expressions were chosen from apex frames of upper-body video as visual contextual images.

After completing recording of the database, Gunes and Piccardi (2006) have six participants, who did not take part in recording, label each video in the database. The bodily expression images of two females and one male were chosen based on the
original evaluation results, with four participants out of 6 labeling a video as intended emotion (e.g., four participants out of six labeled a happy bodily expression as happy). And these three actors posed all six basic expressions. The images of one female were selected for practice trials, and the remaining one female and one male were selected for testing in the main trials. The colour body images were converted into grey-scale pictures. The faces in body images were blurred (as shown in Figure 3.1), using the function of Gaussian Blur with radius of 15 pixels in Adobe Photoshop CS5 (trial version). The framed upper-body images were measured horizontally 30 cm and vertically 19 cm.

3.1.1.3 Design and Procedure

A one-way (emotion: anger, disgust, fear, happiness, sadness, or surprise) within-subjects design was used to evaluate the chosen bodily expressions, that is, whether they could be perceived as intended emotions to become reliable contextual stimuli.

The procedure for this experiment was the same as that described in Chapter 2. In this experiment, participants were asked to indicate the emotion conveyed by images of bodily expressions. They used the mouse to click on one of the six options provided to make a judgment. The position of the six options was balanced across participants.
Each stimulus was presented 10 times in a random order. In total, 120 trials were tested in this experiment. Before doing the test, they were asked to complete 12 practice trials. The images used in practice trials did not appear in the test.

Figure 3.1. Examples of Bodily Expression Images Tested in the experiment. The left one represents surprised bodily expression; the right one represents angry bodily expression.

3.1.2 Results

Table 3.1 shows the behavioural performance on recognition of the bodily expressions. The percentage of accuracy for judging bodily expressions was, on average, 80.67% and the accuracy rates from highest to lowest were Happiness (97.00%), Anger (96.00%), Surprise (86.00%), Sadness (70.33%), Disgust (68.67%), and Fear (66.00%) (Chance performance = 16.7%). The data were analysed using a one-way (emotion: anger, disgust, fear, happiness, sadness, or surprise) repeated ANOVA, revealing a
main effect of emotion for recognising bodily expressions, $F(2.49, 34.88) = 7.701, p = .001$, $\eta^2_p = .355$. $p$ value was corrected by Greenhouse-Geisser Epsilon when applicable. Fisher’s least significant difference$^2$ (LSD) post-hoc analyses also confirmed significant differences between 6 emotional bodily expressions. Happy and angry bodily expressions were better recognised, without any significant difference between them, $p = .531$. The accuracy of happy bodily expressions was significantly higher than fearful facial expressions ($p < .001$), sad ones ($p = .001$), disgusted ones ($p = .006$), and surprised one ($p = .034$). Angry bodily expressions were more accurately recognised than disgusted ones ($p = .011$), fearful ones ($p < .001$), sad ones ($p = .001$) and were recognised marginally significantly different from surprised ones ($p = .056$).

The recognition of surprised bodily expressions was recognised better than that of fearful ones, $p = .009$, and was not significant different from that of disgusted and sad ones, both $ps > .05$. Disgusted, fearful, and sad bodily expressions were recognised the worst, and were without significant differences between each pairs of the three emotions, all $ps > .10$.

$^2$Fisher’s least significant difference (LSD): It has been reported that Bonferroni adjustments are too conservative and increase type II errors (Armstrong, 2014; Perneger, 1998; Rothman, 1999; Saville, 1990; Sedgwick, 2014). So, post-hoc LSD analysis was adopted for all the experiments in this thesis.
Table 3.1. Mean Percentage of Accurate Recognition of Bodily Expressions

<table>
<thead>
<tr>
<th>Bodily expressions</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>97.00 (0.82)</td>
</tr>
<tr>
<td>Anger</td>
<td>96.00 (1.48)</td>
</tr>
<tr>
<td>Surprise</td>
<td>86.00 (4.71)</td>
</tr>
<tr>
<td>Sadness</td>
<td>70.33 (5.86)</td>
</tr>
<tr>
<td>Disgust</td>
<td>68.67 (8.69)</td>
</tr>
<tr>
<td>Fear</td>
<td>66.00 (5.05)</td>
</tr>
</tbody>
</table>

- SEM in parentheses

3.1.3 Discussion

The main goal of Experiment A was to assess whether the bodily expressions chosen were perceived as target emotions. As anticipated, the images of bodily expressions were all recognised as intended emotions though some differences between the categories of emotions were significant. The results that the best accuracy rates for happy and angry bodily expressions are in parallel with the advantage for happy and angry facial expressions, showing higher accuracy and faster reaction times for detecting and perceiving happy and angry faces (Ekman & Friesen, 1971; Hasen & Hasen, 1988; Hess et al., 1997; Horstmann & Bauland, 2006). This experiment confirmed that upper-body expressions can clearly convey emotional information to people, which is consistent with previous studies suggesting bodily expressions are

### 3.2 Evaluation of Vocal Expressions (Experiment B)

Another important source for emotion recognition comes from auditory modality, such as speech prosody, and nonverbal affect bursts. Speech prosody can convey affective information either from the tone of speech, or from the semantic information in speech (Belin, et al., 2008; Scherer, Ladd, & Silverman, 1984). Like speech prosody, nonverbal affect bursts, which are defined as “short, emotional non-speech expressions, comprising both clear non-speech sound (e.g., laughter) and interjections with a phonemic structure (e.g., ‘Wow!’), but excluding ‘verbal’ interjections that can occur as a different part of speech (like ‘Haven!’ ‘No!’ etc.)” (Schröder, 2003, p. 103), could convey reliable emotional signals (Schröder, 2003). Affect bursts, with the advantage of no semantic information, minimized the interactions between affective processing and linguistic processing.

It has been found that some emotions are conveyed more naturally by affect bursts and are better recognised from affect bursts, whereas others are perceived more easily from speech prosody (Banse & Scherer, 1996; Scherer, 1981). For example, the accuracy for disgust expressed by speech was low at 15% (Banse & Scherer, 1996). In contrast, the accuracy for disgust expressed by affect bursts was high at 93% (Scherer,
Conversely, anger was better recognised through speech than through affect bursts (Scherer, 2003).

However, compared to affective studies on speech prosody, a limited number of studies were carried out on affect bursts due to the lack of appropriate material. The database of Montreal Affective Voices (MAV) was set up for this reason and was chosen to be research material in this experiment. The purpose of this experiment was to explore whether the chosen nonverbal vocal expressions are perceived as intended emotions, thus they can be used as reliable emotional cues.

3.2.1 Method

3.2.1.1 Participants

Fourteen new participants, ranging from 18 to 30 years, took part in the experiment. Eight participants were female and six were male. All of the participants were right-handed. They all had given informed consent and were paid NZD 2 for their participation. All had normal or corrected-to-normal vision and normal hearing ability.
3.2.1.2 Apparatus and Stimuli

This experiment was run on the same computer as that described in chapter 2. The auditory stimuli were presented via SENIC IS-R1 headphone at self-adjusted comfortable level.

The auditory stimuli were chosen from MAV set (Belin et al., 2008). MAV set consists of 90 short, nonverbal affect bursts, delivering emotions of anger, disgust, fear, pain, sadness, surprise, happiness, and sensual pleasure (plus a neutral expression). The vocalisations were recorded in a soundproof room. The actors were instructed to pronounce French vowel ah (/a/, similar to the English a in apple) in different emotional tones.

Nonverbal affect bursts of 2 females and 1 male were selected. As in experiment A, the auditory stimuli of 1 female were used in practice trials, and the remaining material was used in main trials.

3.2.1.3 Design and Procedure

A one-way (emotion: anger, disgust, fear, happiness, sadness, or surprise) within-subjects design was used to evaluate the chosen vocal expressions, that is,
whether they can be perceived as intended emotions to become reliable auditory contextual stimuli.

The procedure for this experiment was the same as that described in Chapter 2, except that the images of bodily expressions were replaced by nonverbal affect bursts. In this experiment, participants were asked to indicate the emotion conveyed by vocal expressions. They used a mouse to click on one of the six options to make a judgment. The position of the six options was balanced across participants.

Each stimulus was presented 10 times in a random order. In total, 120 trials were tested in this experiment. Before doing the test, they were asked to complete 12 practice trials. The auditory material used in practice trials was not appeared in the test.

3.2.2 Results

Table 3.2 shows the behavioural data on recognition of the vocal expressions. The accuracy rate for judging vocal expressions was, on average, 88.27% and the accuracy rates from highest to lowest were Disgust (98.93%), Happiness (97.50%), Sadness (96.43%), Anger (85.36%), Surprise (82.14%), and Fear (69.29%) (Chance performance = 16.7%). A one-way repeated ANOVA revealed a main effect of emotion for recognising vocal expressions, $F(2.34, 30.39) = 7.224, p = .002, \eta^2_p = .357$. $p$ value was corrected by Greenhouse-Geisser Epsilon when applicable. Pairwise comparisons
(Fisher’s LSD) also confirmed significant differences of vocal expressions of six emotions. Happiness, disgust, and sadness were better recognised than fear and surprise, all $ps < .05$, except that the accuracy of sadness was marginally different from that of surprise, $p = .058$. There was no significant difference between each pair of the three vocal expressions (happiness, disgust, and sadness), all $ps > .10$. The accuracy of angry vocal expressions was marginally less than that of disgusted vocal expressions, $p = .083$, but was not significantly different from that of other vocal expressions, all $ps > 0.10$. Fearful and surprised vocal expressions were recognised the worst, with marginally difference between each other, $p = .054$.

Table 3.2. Mean Percentage of Accurate Recognition of Vocal Expressions

<table>
<thead>
<tr>
<th>Vocal Expressions</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disgust</td>
<td>98.93 (0.77)</td>
</tr>
<tr>
<td>Happiness</td>
<td>97.50 (1.46)</td>
</tr>
<tr>
<td>Sadness</td>
<td>96.43 (2.48)</td>
</tr>
<tr>
<td>Anger</td>
<td>85.36 (7.18)</td>
</tr>
<tr>
<td>Surprise</td>
<td>82.14 (6.46)</td>
</tr>
<tr>
<td>Fear</td>
<td>69.29 (4.09)</td>
</tr>
</tbody>
</table>

- SEM in parentheses
3.2.3 Discussion

The main goal of experiment B was to assess whether the vocal expressions chosen were perceived as target emotions. The average recognition accuracy for the six vocal expressions was 88.27%, which is similar to the results (81% for 10 emotion categories) observed in Schröder’s study (2003). As expected, the nonverbal affect bursts selected were all perceived as intended emotions though some differences between the categories of emotions were significant.

The worst accuracy rate for fearful vocal expressions is in line with the lowest recognition accuracy observed for fearful bodily expressions. This result again demonstrated the fact that fear is the most difficult emotion for people to recognise (Biehl et al., 1997; Russell, 1994; Suzuki, Hoshino, Shigemasu, & Kawamura, 2006). The high accuracy for recognition of vocal expressions confirmed that nonverbal affect bursts are highly effective and reliable cues for emotion recognition (Russell, Bachorowski, & Fernández-Dols, 2003).
Chapter 4 Basic Facial Expressions in Contexts

In daily life, objects always appear with a background or other objects. There is a general consensus that when objects are presented in an appropriate scene, such as a plate in a kitchen, objects are detected and recognised easily and quickly, whereas objects presented in an inappropriate scene, such as a violin in a kitchen, recognition of objects becomes difficult and slow (Bar, 2004; Oliva & Torralba, 2007). In other words, a scene that is physically or semantically consistent with objects facilitates perception and recognition, at least in contrast with a scene that is inconsistent with objects.

Perception of facial expressions, like objects in context, has found to be influenced by concurrently presented contextual information. Most studies made the comparison between emotionally congruent face-context pairs and emotionally incongruent face-context pairs and drew a conclusion that context effects do occur when recognising emotions from facial expressions. Moreover, emotion seeds views (Aviezer et al., 2008a, 2008b) proposed that recognition of facial expressions is systematically influenced by emotional context that concurrently appears with emotional faces. It was suggested that the greatest magnitude of context effects occurs when a facial expression is paired with a highly perceptual similar context, the moderate magnitude of context effects occurs when a facial expression is paired with a less perceptually similar context, and the lowest magnitude of context effects occurs when a facial
expression is paired with a least perceptually similar context. Emotion seeds views were demonstrated in the lab of Aviezer and coworkers (2008b), whereas other researchers (Boucher, 2014; Mondloch, 2012; Mondloch et al., 2013b) did not find the same pattern of context effects as predicted by emotion seeds view. Boucher (2014) attempted to test whether emotion seeds views are applicable to other basic emotions of facial expression. He used six basic facial expressions plus neutral faces and re-evaluated perceptual similarity between each pair of seven types of faces. The pattern of context effects observed in this study was not consistent with the hypothesis predicted by emotion seeds view. For example, it was supposed that fearful facial expressions were categorised as surprised in surprised context (high similarity) more frequently than fearful facial expressions were categorised as sad in sad context (medium similarity). On the contrary, sad context resulted in larger influence on perception of fearful facial expressions than surprised context did. Boucher (2014) suggested that emotion seeds view was not adequate to explain how contextual information affects recognition of emotional facial expressions. He argued that context effects observed in previous studies (Aviezer et al., 2008b; Aviezer et al., 2011) which demonstrated the hypothesis of emotion seeds view were elicited by combination of bodily expressions and paraphernalia (e.g. a dirty diaper or a tombstone), rather than by pure bodily expressions. It is noted that neutral faces were included to examine the hypothesis of emotion seeds view. Nonetheless, the hypothesis was originally proposed for emotional facial expressions, not including neutral faces. It might be the reason why the pattern of context effect predicted by emotion seeds view was not
found in the study carried out by Boucher (2014). So, in this chapter, I sought to examine whether the pattern of context effects proposed by emotion seeds views is applicable to six basic emotional facial expressions.

4.1 Experiment 1

In Experiment 1, bodily expressions were adopted as context stimuli to test whether the pattern of context effects from bodily expressions to recognition of facial expressions is consistent with the hypothesis of emotion seeds view.

4.1.1 Method

4.1.1.1 Participants

Twenty-seven new participants, ranging from 19 to 33 years, were recruited to take part in Experiment 1. Fifteen participants were female and 12 were male. All of the participants were right-handed. They all had given informed consent and were paid NZD 15 for participation. All had normal or corrected-to-normal vision.

4.1.1.2 Apparatus and Stimuli

The apparatus for this experiment is described in Chapter 2.
Stimuli of emotional faces were taken from the Karolinska Directed Emotional Faces set (KDEF) (Lundqvist et al., 1998). Two female and two male actors were selected, all expressing six basic emotions (Anger, Disgust, Fear, Happiness, Sadness, and Surprise). Images of bodily expressions were those evaluated in Experiment A. All stimuli of colour images of faces and bodies were converted into grey-scale images.

Face-body stimuli were edited using Adobe Photoshop CS5 (trial version). Three levels of perceptual similarity were created between the faces and body images: (a) Full similarity (congruent), a facial expression was placed on a body conveying the emotion that was the same as that was conveyed by the face (e.g. a disgust face on a disgust body); (b) High similarity, a face was placed on a body displaying the emotion that was highly similar to that displayed by the face (e.g. a disgust face on an anger body); (c) Low similarity, a face was placed on a body displaying the emotion less similar to that displayed the face (e.g. a disgust face on a fear body). The levels of perceptual similarity were based on the results in the study of Susskind et al. (2007) (details in Figure 1.4). The combinations of faces and bodies are listed in Table 4.1.

The stimuli, including face-body stimuli and isolated face images, were presented against a black background. The framed face-body stimuli were approximately 30 (width) x 19 (height) cm and the framed face images were approximately 7 (width) x 7 (height) cm. The size of isolated faces kept as the same as the size of faces in
face-body stimuli. Isolated faces served as baseline stimuli and were presented in a separate block, with the same duration as face-body stimuli.

Table 4.1. The Combinations of Facial Expressions and Bodily Expressions

<table>
<thead>
<tr>
<th>Facial Expressions</th>
<th>Levels of Perceptual Similarity (Bodily Expressions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Similarity (Congruent)</td>
</tr>
<tr>
<td></td>
<td>High Similarity</td>
</tr>
<tr>
<td></td>
<td>Low Similarity</td>
</tr>
<tr>
<td>Anger</td>
<td>Anger</td>
</tr>
<tr>
<td></td>
<td>Disgust</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
</tr>
<tr>
<td>Disgust</td>
<td>Disgust</td>
</tr>
<tr>
<td></td>
<td>Anger</td>
</tr>
<tr>
<td></td>
<td>Fear</td>
</tr>
<tr>
<td>Fear</td>
<td>Fear</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
</tr>
<tr>
<td></td>
<td>Disgust</td>
</tr>
<tr>
<td>Happiness</td>
<td>Happiness</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
</tr>
<tr>
<td></td>
<td>Sadness</td>
</tr>
<tr>
<td>Sadness</td>
<td>Sadness</td>
</tr>
<tr>
<td></td>
<td>Fear</td>
</tr>
<tr>
<td></td>
<td>Happiness</td>
</tr>
<tr>
<td>Surprise</td>
<td>Surprise</td>
</tr>
<tr>
<td></td>
<td>Fear</td>
</tr>
<tr>
<td></td>
<td>Anger</td>
</tr>
</tbody>
</table>

4.1.1.3 Design and Procedure

The experiment used a 6 (facial expression: anger, disgust, fear, happiness, sadness, and surprise) x 4 (perceptual similarity: isolated face, full similarity, high similarity, and low similarity) within-subjects design.

The procedure for this experiment was the same as that described in Chapter 2. Participants were asked to click a mouse to choose one of six options to judge the
expression shown on the faces when presented in the isolated block, and when in the face-body stimuli block they needed to judge the expression on faces while ignoring bodily expressions. In total, this experiment consisted of 960 trials, including 10 repetitions of 24 congruent trials (full similarity condition), 10 repetitions of 48 incongruent trials (24 trials of high similarity condition and 24 of low similarity condition), and 10 repetitions of 24 trials of isolated faces. Fourteen participants were shown the face-body stimuli block first, then the isolate face block. The rest participants were presented with the isolated face block first, then the face-body stimuli block. All participants were given a rest every 240 trials. Practice trials that were not used in the main test were given to participants to make them familiar with the experiment.

4.1.2 Results

4.1.2.1 Analysis for Accuracy of Facial Expressions in Bodily Context

Table 4.2 presents the mean percentage of accuracy of each facial expression paired with different levels of perceptual similarity bodies and isolated emotional faces. There were 30 trials excluded due to no response after a timeout (less than 0.12% of the trials). Accuracy was analysed with a 6 (facial expression: anger, disgust, fear, happiness, sadness, and surprise) x 4 (perceptual similarity: isolated face, full similarity, high similarity, and low similarity) repeated-measures ANOVA. p values were corrected
by Greenhouse-Geisser epsilon, when sphericity was violated. Partial eta squared ($\eta^2_p$) is reported as effect size.

There was a main effect of facial expression, $F(3.11, 80.89) = 82.43, p < .001, \eta^2_p = .760$. Happy faces (97.56%) were recognised significantly better than all other emotional faces, all $ps < .001$. Surprise faces (75.00%) were significantly more accurate than sad faces (65.41%), $p = .016$, angry faces (60.94%), $p = .001$, fearful faces (40.65%), and disgusted faces (40.43%), both $ps < .001$. The accuracy of sad and angry faces was greater than that of fearful and disgusted faces, all $ps < .001$, and did not differ significantly from each other, $p = .157$. Fearful and disgusted faces were recognised the worst in all these facial expressions and did not find significant difference between each other ($p = .943$).

The main effect of perceptual similarity was also significant, $F(3, 78) = 296.60, p < .001, \eta^2_p = .919$. A facial expression under the condition of full similarity (congruent) (81.74%) was significantly more accurately recognised than under the condition of isolated face (67.63%), under the condition of low similarity (63.10%), and under the condition of high similarity (40.86%), all $ps < .001$. The accuracy for recognition of emotional faces was impaired the most under the condition of high similarity, compared to three other conditions, all $ps < .001$. The accuracy of emotional facial expression recognition under the condition of low similarity was significantly lower than that under the condition of isolated face, $p = .003$. 
Due to significant interaction between facial expression and perceptual similarity

\[ F(7.87, 204.56) = 30.16, \quad p < .001, \quad \eta^2_p = .537, \]

the analyses of accuracy of facial expression will be broken down into 6 subsections in each of which the results of six emotional faces will separately be reported. I conducted 6 one-way repeated-measures ANOVAs (one per each facial expression) with perceptual similarity as a within-subjects factor.

Table 4.2. Mean Percentages of Accuracy of Facial Expressions under Different Levels of Perceptual Similarity Bodies (%)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Perceptual Similarity</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isolated Face</td>
<td>Full Similarity</td>
<td>High Similarity</td>
<td>Low Similarity</td>
</tr>
<tr>
<td>Anger</td>
<td>69.17 (3.79)</td>
<td>87.64 (1.89)</td>
<td>27.69 (3.84)</td>
<td>59.25 (3.30)</td>
</tr>
<tr>
<td>Disgust</td>
<td>33.74 (2.69)</td>
<td>63.98 (4.21)</td>
<td>20.73 (3.08)</td>
<td>43.27 (4.06)</td>
</tr>
<tr>
<td>Fear</td>
<td>41.30 (4.42)</td>
<td>68.37 (3.22)</td>
<td>21.82 (3.42)</td>
<td>31.13 (4.11)</td>
</tr>
<tr>
<td>Happiness</td>
<td>97.75 (1.16)</td>
<td>96.76 (2.06)</td>
<td>98.06 (0.83)</td>
<td>97.69 (1.29)</td>
</tr>
<tr>
<td>Sadness</td>
<td>85.00 (2.58)</td>
<td>86.76 (2.38)</td>
<td>21.64 (2.65)</td>
<td>68.24 (4.27)</td>
</tr>
<tr>
<td>Surprise</td>
<td>78.80 (3.96)</td>
<td>86.94 (2.38)</td>
<td>55.25 (3.61)</td>
<td>79.00 (3.59)</td>
</tr>
</tbody>
</table>

• SEM in parentheses
4.1.2.1a Analysis for Accurate Categorisation of Angry Facial Expressions

The accurate recognition of angry facial expressions was compared across the four levels of perceptual similarity to confirm whether a facial expression was facilitated by congruent bodily expressions, and to find out whether the recognition of facial expressions was impaired the most under the condition of high similarity. The results of one-way ANOVA revealed a main effect of perceptual similarity, $F(3, 78) = 89.08, p < .001, \eta^2_p = .774$. The accuracy of angry faces was significantly increased under the congruent bodily expressions (full similarity) (87.64%) compared to under the condition of isolated angry faces (69.17%), $p < .001$, and under the condition of high similarity (27.70%) and low similarity (59.25%), both $p$s < .001. The accuracy was significantly lower under the high similarity condition than under the isolated face condition, $p < .001$, and significantly lower under the low similarity condition than under the isolated face condition, $p = .018$. These two incongruent conditions (the high similarity condition and the low similarity condition) significantly differed from each other, $p < .001$. The pattern of results is consistent with the hypothesis proposed by emotion seeds view, with most impairment for recognition of angry facial expressions under the high similarity condition (disgusted bodily expressions).
4.1.2.1b Analysis for Accurate Categorisation of Disgusted Facial Expressions

A main effect of perceptual similarity for disgusted faces was found, $F(3, 78) = 45.98, p < .001, \eta^2_p = .639$. There was significant difference for accuracy between disgusted faces paired with congruent bodily expressions (63.98%) and disgusted faces presented separately (33.74%), $p < .001$. The accuracy of disgusted faces under the congruent condition was significantly larger than that of disgusted faces under the high similarity condition (20.73%) and under the low similarity condition (43.27%), both $p$s < .001. The accuracy of disgusted faces under high similarity condition was the lowest in these four levels of perceptual similarity, all $p$s < .001. The recognition of disgusted faces under the low similarity condition was significantly improved, compared to the condition of isolated disgusted faces ($p = .018$). The pattern of results is partially consistent with hypothesis of emotion seeds view. The worst recognition performance was observed for disgusted face paired with highly similar bodily expressions (angry bodies). However, the low similarity condition did not decrease the accuracy of disgusted faces, instead improved the accuracy of disgusted faces. The findings seem to be counter to intuition and are inconsistent with hypothesis of emotion seeds view which predicted that the condition of low similarity impairs the recognition of facial expressions, rather than improve it.
4.1.2.1c Analysis for Accurate Categorisation of Fearful Facial Expressions

There was a significant main effect of perceptual similarity for the accuracy of fearful facial expressions, $F(3, 78) = 81.54, p < .001, \eta^2_p = .759$. The accuracy of fearful facial expressions with congruent bodily expressions (68.37%) was significantly greater than isolated fearful faces (41.30%), fearful faces with highly similar bodily expressions (21.82%), and fearful faces with low similarity bodily expressions (31.13%), all $ps < .001$. The recognition of fearful faces under the high similarity condition was significantly worse than isolated fearful faces and under the low similarity condition, both $ps < .001$. Fearful faces paired with low similarity bodily expressions were recognised significantly worse than isolated fearful faces, $p = .006$. The pattern of results is consistent with emotion seeds view which predicted that the greatest interference effects for recognition of fearful faces occur under the condition of high similarity (surprise bodily expressions).

4.1.2.1d Analysis for Accurate Categorisation of Happy Facial Expressions

There was no main effect of perceptual similarity found for happy facial expressions, $F(1.47, 38.24) = 0.227, p = .729$. Happy facial expressions, overall, were recognised extremely high across all the four levels of perceptual similarity. The pattern of results is not consistent with emotion seeds view, with no interference effects under either of the two incongruent conditions.
4.1.2.1e Analysis for Accurate Categorisation of Sad Facial Expressions

There was a main effect of perceptual similarity for accurate recognition of sad facial expressions, $F(2.16, 56.09) = 165.59, p < .001, \eta^2_p = .864$. The accuracy of sad faces with congruent bodily expressions (86.76%) did not significantly differ from that of isolated sad faces (85.00%), $p = .371$. The accuracy of congruent face-body stimuli was significantly greater than the accuracy of sad faces with highly similar bodies (21.64%) and the accuracy of sad faces with low similarity bodies (68.24%), both $ps < .001$. Sad faces under the high similarity condition and under the low similarity were recognised significantly worse than sad faces presented in isolation, both $ps < .001$, and significant differences were observed between the high similarity condition and the low similarity condition, $p < .001$. The pattern of results is consistent with emotion seeds view which predicted that larger interference effects under the condition of high similarity than under the condition of low similarity.

4.1.2.1f Analysis for Accurate Categorisation of Surprised Facial Expressions

There was a main effect of perceptual similarity for accurate recognition of surprised facial expressions, $F(3, 78) = 41.54, p < .001, \eta^2_p = 0.615$. Surprised faces with congruent bodily expressions (86.94%) were recognised better than surprised faces presented in isolation (78.80%), $p = .004$, surprised faces with fearful bodily expressions (the high similarity condition) (55.25%), $p < .001$, and surprised faces with
angry bodily expressions (the low similarity condition (79.00%), $p = .003$. The lowest accuracy was found when surprised faces were paired with fearful bodily expressions (the high similarity condition), which was significantly lower than the conditions of isolated surprised faces and surprised faces paired with angry bodily expressions (low similarity condition), both $ps < .001$. There was no significant difference between surprised faces paired with angry bodily expressions (the low similarity condition) and surprised faces in isolation, $p = .946$. The pattern of results is consistent with hypothesis by emotion seeds view, with greater interference effects elicited from high similarity bodies than low similarity bodies on recognition of surprised facial expressions.

4.1.2.2 Errors Analyses

According to emotion seeds view, shared perceptual similarity between facial expressions is called emotion seeds. It is predicted that the more emotion seeds shared between an emotion on a face and an emotion on an accompanied context, the greater probability to mis-categorise the facial expression as the emotion conveyed by the concurrently presented context. In other words, a facial expression under the condition of highly similar context would be more likely to be mis-categorised as the emotion conveyed by the context than any other incongruent emotions. For example, the percentage of mis-categorising an angry face paired with a disgusted body (that is,
under the high similarity context) as disgusted would be larger than the percentage of mis-categorising the angry face as surprised, fearful, happy, or sad.

Emotion seeds view proposed that emotion seeds remain latent when emotional facial expressions are presented in isolation. And emotion seeds exert influence on recognition of facial expressions only when emotional faces are paired with appropriate context. In other words, the percentage of mis-categorisation of a facial expression paired with high similar context as the emotion conveyed by the context would be greater, compared to the condition of low similarity and the condition of isolated faces.

Additionally, based on emotion seeds view, the percentage of mis-categorisation of a facial expression as the emotion delivered by the concurrently presented context will be reduced as the level of perceptual similarity decreases. That is, a facial expression paired with a high similarity context will be more likely to be mis-categorised as the emotion conveyed by the context than the same facial expression paired with a low similarity context. For example, the percentage of mis-categorising an angry face paired with disgusted bodies as disgust will be larger than the percentage of mis-categorising the angry face paired with surprised bodies as surprise. Target mis-categorisation refers to the mis-categorisation of a facial expression as the emotion conveyed by the concurrently presented context. Table 4.3 lists the target mis-categorisation of each facial expression paired with high similarity context and low similarity context.
Table 4.3. Target Mis-categorisation of Each Facial Expression under High Similarity Contexts and Low Similarity Contexts

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>High Similarity Context</th>
<th>Low Similarity Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>Disgust</td>
<td>Surprise</td>
</tr>
<tr>
<td>Disgust</td>
<td>Anger</td>
<td>Fear</td>
</tr>
<tr>
<td>Fear</td>
<td>Surprise</td>
<td>Disgust</td>
</tr>
<tr>
<td>Happiness</td>
<td>Surprise</td>
<td>Sadness</td>
</tr>
<tr>
<td>Sadness</td>
<td>Fear</td>
<td>Happiness</td>
</tr>
<tr>
<td>Surprise</td>
<td>Fear</td>
<td>Anger</td>
</tr>
</tbody>
</table>

Error analyses were performed for each of the six facial expressions in the following subsections.

4.1.2.2a Analysis for Mis-categorisation of Angry Facial Expressions

The percentage of mis-categorisation of angry facial expressions paired with disgusted bodies is listed in Table 4.4. The one-way repeated-measures ANOVA (emotion: disgust, fear, happiness, sadness, or surprise) was conducted on the mis-categorisation of angry facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of angry faces, $F(2.03, 52.73) = 36.03, p < .001, \eta^2_p = .581$. Pairwise comparisons (Fisher’s LSD) revealed that
the mis-categorisation of angry facial expressions as disgusted (38.95%) was significantly higher than any other incongruent emotions, all $ps < .001$. The mis-categorisation of angry facial expressions as happy (0%) was significantly lower than as fearful (10.29%), as sad (13.54%), and as surprised (9.45%), all $ps < .001$. There were no other significant differences between each pair of the mis-categorisation of angry faces as fearful, as sad, and as surprised, all $ps > .10$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.
Table 4.4. Mean Percentage of Mis-categorisation of Facial Expressions Paired with High Similarity Bodies (%)

<table>
<thead>
<tr>
<th>Face-body Composite</th>
<th>Mis-categorisation</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anger</td>
<td>38.95</td>
<td>10.29</td>
<td>13.54</td>
<td>9.45</td>
</tr>
<tr>
<td></td>
<td>Disgust</td>
<td>10.29</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.83)</td>
<td>(1.95)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger-Disgust</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fear</td>
<td></td>
<td>8.82</td>
<td>44.37</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>(2.21)</td>
<td>(0.92)</td>
<td>(2.04)</td>
<td>(2.92)</td>
<td>(0.77)</td>
</tr>
<tr>
<td>Disgust-Anger</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fear</td>
<td>1.58</td>
<td>1.67</td>
<td>0.37</td>
<td>26.68</td>
</tr>
<tr>
<td></td>
<td>(0.67)</td>
<td>(0.48)</td>
<td>(0.17)</td>
<td>(2.44)</td>
<td>(3.12)</td>
</tr>
<tr>
<td>Fear-Surprise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sadness</td>
<td>3.54</td>
<td>13.82</td>
<td>56.93</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>(0.94)</td>
<td>(3.10)</td>
<td>(3.85)</td>
<td>(0.13)</td>
<td>(1.00)</td>
</tr>
<tr>
<td>Sadness-Fear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>0.74</td>
<td>0.56</td>
<td>41.97</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>(0.42)</td>
<td>(0.24)</td>
<td>(3.48)</td>
<td>(0.24)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>Surprise-Fear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- SEM in parentheses

Table 4.5 presents the percentage of mis-categorisation of angry faces as disgust across the conditions of perceptual similarity. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of angry faces as disgust. A main effect of perceptual similarity was significant, $F(1.49, 38.69) = 54.35, p < .001, \eta^2_p = .676$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of angry faces paired with
disgusted bodies (high similarity context) as disgust (38.95%) was significantly more than that of mis-categorisation of angry faces paired with surprised bodies (low similarity context) as disgust (18.06%) and that of mis-categorisation of isolated angry faces as disgust (12.41%), both ps < .001. And the percentage of mis-categorisation of angry faces as disgust was significantly greater under the condition of low similarity (that is, surprised bodies) than that for isolated angry faces, p = .003. The results confirm that emotion seeds exert greater influence on recognition of angry facial expressions when paired with disgusted bodies (that is, under the condition of high similarity context).

Table 4.5. Mean Percentage of Mis-categorisation of Facial Expressions as the Emotion by High Similarity Bodies across the Conditions of Perceptual Similarity (%)

<table>
<thead>
<tr>
<th>Face-Miscategorisation</th>
<th>Perceptual Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isolated Face</td>
</tr>
<tr>
<td>Anger-Disgust</td>
<td>12.41 (1.69)</td>
</tr>
<tr>
<td>Disgust-Anger</td>
<td>5.65 (1.17)</td>
</tr>
<tr>
<td>Fear-Surprise</td>
<td>37.50 (3.15)</td>
</tr>
<tr>
<td>Sadness-Fear</td>
<td>2.13 (0.73)</td>
</tr>
<tr>
<td>Surprise-Fear</td>
<td>12.50 (3.15)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses
The separate paired-sample t-test for anger trials confirm that the percentage of mis-categorisation as disgusted when angry facial expressions were paired with disgusted bodies (38.95%) was significantly greater than that of mis-categorisation as surprised when angry facial expressions were paired with surprised bodies (1.30%), $t(26) = 9.69, p < .001, d = 1.87$. The results are consistent with emotion seeds view, with greater percentage of target mis-categorisation elicited by high similarity bodies than by low similarity bodies. In other words, the percentage of target mis-categorisation is reduced as the level of perceptual similarity is decreased.

4.1.2.2b Analysis for Mis-categorisation of Disgusted Facial Expressions

Table 4.4 presents the percentage of mis-categorisations of disgusted facial expressions paired with angry bodies. A one-way repeated-measures ANOVA (emotion: anger, fear, happiness, sadness, or surprise) was performed on the mis-categorisation of disgusted facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of disgusted faces, $F(4.42, 62.93) = 74.20, p < .001, \eta^2_p = .741$. Pairwise comparisons (Fisher’s LSD) revealed that the mis-categorisation of disgusted faces as anger (21.66%) was significantly higher than the mis-categorisation of disgusted faces as fearful (2.73%), happy (8.82%), and surprised (1.69%), all ps < .001, however was significantly lower than the mis-categorisation as sad (44.37%), $p < .001$. The percentage of mis-categorisation of disgusted faces as sad was significantly higher than that of...
mis-categorisation of disgusted faces as fearful, happy, and surprised, all $ps < .001$.

There was significant difference between the mis-categorisation of disgusted faces as fearful and as happy, $p = .017$, and no significant difference between the mis-categorisation as fearful and as surprised, $p = .314$. The percentage of mis-categorisation as happy was significant different from that as surprised, $p = .004$.

The results are inconsistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of disgust faces as anger across the conditions of perceptual similarity is listed in Table 4.5. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of disgusted faces as anger. A main effect of perceptual similarity was significant, $F(1.59, 41.42) = 64.64, p < .001, \eta^2_p = .713$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of disgusted faces paired with angry bodies (high similarity context) as anger (21.66%) was significantly more than that of mis-categorisation of disgusted faces paired with fearful bodies (low similarity context) as anger (5.65%) and that of mis-categorisation of isolated disgusted faces as anger (1.57%), both $ps < .001$. And the percentage of mis-categorisation of disgusted faces as angry was significantly greater under the condition of low similarity than that for isolated disgusted faces, $p = .005$. The results confirm that emotion seeds
exert greater influence on recognition of disgusted faces when paired with angry bodies (that is, in the condition of high similarity context).

The paired-sample t-test found that the percentage of mis-categorisation of disgusted facial expressions with fearful bodies as fearful (39.31%) was significantly greater than that of mis-categorisation of disgusted faces with angry bodies as angry (21.66%), $t(26) = 3.708, p = .001, d = 0.72$. The results are inconsistent with emotion seeds view, with larger percentage of target mis-categorisation elicited by low similarity bodies than by high similarity bodies.

4.1.2.2c Analysis for Mis-categorisation of Fearful Facial Expressions

Table 4.4 presents the percentage of mis-categorisations of fearful facial expressions paired with surprised bodies. A one-way repeated-measures ANOVA (emotion: anger, disgust, happiness, sadness, or surprise) was conducted on the mis-categorisation of fearful facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of fearful faces, $F(1.68, 43.72) = 126.99, p < .001, \eta^2_p = .830$. Pairwise comparisons (Fisher’s LSD) showed that the mis-categorisation of fearful faces as surprised (47.89%) was significantly higher than any other incongruent emotions, all $ps < .001$. The mis-categorisation of fearful facial expressions as sad (26.68%) was significantly greater than as angry (1.58%), disgusted (1.67%), and happy (0.37%), all $ps < .001$. There was significant difference between the
mis-categorisation of fearful faces as disgusted and as happy, $p = .020$. The percentage of mis-categorisation of fearful facial expressions as angry was marginally higher than that of mis-categorisation of fearful facial expressions as happy, $p = .067$. There was no significant difference between the percentage of mis-categorisation fearful facial expressions as angry and that of mis-categorisation fearful facial expressions as disgusted, $p = .913$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of fearful faces as surprise across the conditions of perceptual similarity is listed in Table 4.5. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of fearful faces as surprise. A main effect of perceptual similarity was significant, $F(2, 52) = 10.83, p < .001, \eta_p^2 = .294$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of fearful faces paired with surprised bodies (high similarity condition) as surprise (47.89%) was significantly more than that of mis-categorisation of isolated fearful faces as surprise (37.50%), $p < .001$, but was not significantly different from that of mis-categorisation of fearful faces paired with disgusted bodies (low similarity condition) as surprise (46.81%), $p = .622$. The percentage of mis-categorisation of fearful faces as surprised was significantly greater under the condition of low similarity than that for isolated fearful faces, $p = .002$. The
results that no significant differences between the conditions of high similarity and low similarity are not consistent with emotion seeds view which predicted greater influence on recognition of fearful faces will occur when paired with surprised bodies (that is, in the condition of high similar context).

The paired-sample t-test for fear trials showed the percentage of mis-categorisation of fearful faces paired with surprised bodies as surprised (47.89%) was significantly greater than that of mis-categorisation of fearful faces paired with disgusted bodies as disgusted (5.74%), $t(26) = 12.62$, $p < .001$, $d = 2.42$. The results are consistent with emotion seeds view, with greater percentage of target mis-categorisation elicited by high similarity context than by low similarity context.

4.1.2.2d Analysis for Mis-categorisation of Happy Facial Expressions

The analysis for accuracy revealed that the recognition of happy facial expressions was not significantly impaired by incongruent bodies. Therefore, the error analysis was not performed on happy facial expressions.

4.1.2.2e Analysis for Mis-categorisation of Sad Facial Expressions

Table 4.4 presents the percentage of mis-categorisations of sad facial expressions paired with fearful bodies. A one-way repeated-measures ANOVA (emotion: anger,
disgust, fear, happiness, or surprise) was conducted on the mis-categorisation of sad facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of sad faces, $F(1.43, 37.05) = 89.84, p < .001, \eta^2_p = .776$. Pairwise comparisons (Fisher’s LSD) revealed that the mis-categorisation of sad faces as fearful (56.93%) was significantly higher than any other incongruent emotions, all $ps < .001$. The mis-categorisation of sad facial expressions as disgusted (13.82%) was significantly more than that as angry (3.54%), $p = .004$, as happy (0.19%), $p < .001$, and as surprised (3.80%), $p = .007$. The mis-categorisation of sad facial expressions as angry was significantly more than that as happy, $p = .001$. And the mis-categorisation of sad facial expressions as surprised was significantly more than that as happy, $p = .002$. There was no significant difference between the mis-categorisation as angry and as surprised, $p = .858$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similarity context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of sad faces as fear across the conditions of perceptual similarity is listed in Table 4.5. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of sad faces as fear. A main effect of perceptual similarity was significant, $F(1.07, 27.78) = 207.23, p < .001, \eta^2_p = .889$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of sad faces paired
with fearful bodies (high similarity context) as fear (56.93%) was significantly more than that of mis-categorisation of sad faces paired with happy bodies (low similarity context) as fear (1.85%) and that of mis-categorisation of isolated sad faces as fear (2.13%), both $p < .001$. The percentage of mis-categorisation of sad faces as fear did not significantly differ between the condition of low similarity and isolated sad faces, $p = .731$. The results confirm that emotion seeds exert greater influence on recognition of sad faces when paired with fearful bodies (that is, in the condition of high similarity context).

The paired-sample t-test for sadness trials showed that the mis-categorisation of sad faces paired with fearful bodies as fearful (56.93%) was significantly greater than the mis-categorisation of sad faces paired with happy bodies as happy (8.27%), $t(26) = 11.84$, $p < .001$, $d = 2.28$. The results are consistent with emotion seeds view, with greater percentage of target mis-categorisation caused by high similarity context than by low similarity context.

4.1.2.2f Analysis for Mis-categorisation of Surprised Facial Expressions

Table 4.4 presents the percentage of mis-categorisations of surprised facial expressions paired with fearful bodies. A one-way repeated-measures ANOVA (emotion: anger, disgust, fear, happiness, or sad) was conducted on the mis-categorisation of surprised facial expressions under the condition of high similarity.
There was a main effect of emotion on the mis-categorisation of surprised faces, $F(1.09, 28.25) = 135.75, p < .001, \eta^2_p = .839$. Pairwise comparisons (Fisher’s LSD) revealed that the mis-categorisation of surprised faces as fearful (41.97%) was significantly more than any other incongruent emotions, all $ps < .001$. There were no other significant differences between each pair of the other four emotions (angry, 0.74%, disgusted, 0.56%, happy, 0.56%, and sad, 0.84%), all $ps > .10$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of surprised faces as fear across the conditions of perceptual similarity is listed in Table 4.5. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of surprised faces as fear. A main effect of perceptual similarity was significant, $F(2, 52) = 93.01, p < .001, \eta^2_p = 0.782$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of surprised faces paired with fearful bodies (high similar context) as fear (41.97%) was significantly more than that of mis-categorisation of surprised faces paired with angry bodies (low similar context) as fear (6.13%) and that of mis-categorisation of isolated sad faces as fear (12.50%), both $ps < .001$. The percentage of mis-categorisation of isolated surprised faces as fear was significantly greater than that of mis-categorisation of surprised faces paired with angry bodies as fear, $p = .017$. The results confirm that emotion seeds exert greater influence
on recognition of surprised faces when paired with fearful bodies (that is, in the condition of high similar context).

The paired-sample t-test for surprise trials revealed that the percentage of mis-categorisation of surprised faces paired with fearful bodies as fearful (41.97%) was significantly greater than that of mis-categorisation of surprised faces paired with angry bodies as angry (8.37%), $t(26) = 9.96$, $p < .001$, $d = 1.92$. The results are consistent with emotion seeds view, with greater percentage of target mis-categorisation caused by high similar context than by low similar context.

4.1.3 Discussion

In all the six facial expressions, happy faces were recognised most accurately. It is consistent with previous studies which found happy facial expressions are the easiest facial expressions to be recognised and can be recognised more accurately and faster than any other emotional facial expressions (Ambadar, Schooler, & Cohn, 2005; Kirita & Endo, 1995). The accuracy rates of disgusted and fearful faces were the lowest, which is consistent with the results in other studies (Biehl et al., 1997; Blair et al., 2004; Castelli, 2005; Martinez & Du, 2012; Russell, 1994). These studies indicated that although disgusted and fearful facial expressions were the most difficult to recognise, it is important for survival to recognise fearful and disgusted facial expressions. Compared to four other facial expressions, these two facial expressions can convey
dangerous signals from environment. Fearful facial expressions can alert conspecifics potential threat, in order to keep away from danger (Marsh, Ambady, & Kleck, 2005; Öhman & Mineka, 2001; Shariff & Tracy, 2011). Disgusted facial expressions act as signals of warning organism about toxic or contaminated food, in order to prevent organism from eating it to avoid disease or danger (Chapman, Kim, Susskind, & Anderson, 2009; Rozin, Lowery, & Ebert, 1994). It is of advantage to recognise fear and disgust far away from us. Thus, it might rely on distal cues (e.g. bodily expressions, vocal expressions) more than on facial expressions to recognise fear and disgusted.

The analyses for accuracy rates showed that the recognition of angry, disgusted, fearful, surprised facial expressions paired with congruent bodily expressions was increased, compared to isolated angry, disgusted, fearful, surprised facial expressions. The results are consistent with the results in previous studies (Aviezer et al., 2008b; Meeren et al., 2005; van den Stock et al., 2007; Mondloch, 2012; Mondloch et al., 2013b; Mondloch, Horner, & Mian, 2013a; van de Riet & de Gelder, 2008). The facilitation effects were not found for happy and sad faces, which replicated the results in the study by Boucher (2014). In the study by Boucher (2014), the facilitation effects were only observed when fearful faces paired with fearful bodies, but were not observed for the other five facial expressions paired with congruent bodies.
The following discussion excludes happy facial expressions, because the accuracy and error analyses revealed that there were neither facilitation effects from congruent bodies nor interference effects from incongruent bodies. For the other five facial expressions, the accuracy analyses revealed that each facial expression when paired with a high similarity body was recognised the worst, compared to the same facial expression, a facial expression with a congruent body, and a facial expression with a low similarity body. The pattern of results is consistent with emotion seeds view, which predicted that maximal influence under the high similarity condition, and minimal influence under the low similarity condition.

The three error analyses have been performed to explore: (a) whether a facial expression paired with a high similarity context is more likely to be mis-categorised as the emotion conveyed by high similarity context than any other incongruent emotions; (b) whether emotion seeds exert greater influence on recognition of a facial expression under the condition of high similarity context, compared to the same facial expression in isolation and under the condition of low similarity context; (c) whether the percentage of mis-categorisation of a facial expression as the emotion by concurrently presented context is reduced as the level of perceptual similarity decreases (that is, the percentage of target mis-categorisation is greater under the condition of high similarity context than under the condition of low similarity context.)
The error analysis carried on the emotional faces paired with high similarity bodies showed that except disgusted facial expression, four other facial expressions (anger, fear, sadness, and surprise) were mis-categorised more as the emotions conveyed by high similarity bodies than any other incongruent emotions. The pattern of the results is consistent with emotion seeds view. Under the condition of high similarity bodies, facial expressions are more likely to be mis-categorised as the emotions conveyed by high similarity contexts.

A second error analysis was performed on mis-categorisation of facial expressions as the emotions by high similarity bodies across the conditions of high similar context, low similar context, and isolated faces. The results showed that all the five facial expressions (anger, disgust, fear, sadness, and surprise) paired with high similarity contexts were mis-categorised more as the emotions conveyed by high similarity contexts, compared with the same five facial expressions in isolation. For the comparison between facial expressions with high similarity context and low similarity context, the percentage of mis-categorisation of four facial expressions (anger, disgust, sadness, and surprise) as the emotions conveyed by high similarity contexts was significantly greater under the condition of high similarity context than under the condition of low similarity context. However, there was no significant difference of mis-categorising fearful faces as surprise between high similarity context and low similarity context. The results showed that except fearful facial expressions, emotion seeds have greater impact on the recognition of four other facial expressions (anger,
disgust, sadness, and surprise) when they are presented with the high similarity contexts.

Moreover, the last error analysis showed that except disgusted faces, the percentage of target mis-categorisation of the other four emotional faces (anger, fear, sadness, and surprise) paired with high similarity contexts was greater than that of target mis-categorisation of emotional faces paired with low similarity contexts. For example, the percentage of target mis-categorisation (that is, disgust) of angry faces paired with disgusted bodies was greater than that of target mis-categorisation (that is, surprise) of angry faces paired with surprised bodies. The target mis-categorisation of each facial expression lists above in Table 4.3. The findings are partially consistent with emotion seeds view which predicted that the percentage of mis-categorisation of facial expressions as the emotions by the concurrently presented context was reduced as the levels of perceptual similarity were decreased.

It is interesting and noteworthy that the accuracy of disgusted faces was significantly increased when disgusted faces are paired with fearful bodies (low similarity context), compared to isolated disgusted faces. Another interesting result is that the mis-categorisation of disgusted facial expressions paired with fearful bodies (low similarity condition) as fear was significantly greater than that of disgusted facial expressions paired with angry bodies (high similarity condition) as anger. Emotion seeds view fails to explain the unpredicted results.
In sum, facilitation effects from congruent bodies was found for angry, fearful, disgusted, and surprised facial expressions, but was not observed for happy and sad facial expressions. The pattern of the accuracy analyses for emotional faces with incongruent bodily expressions, except happy facial expression, is consistent with emotion seeds view which predicted that interference effects from high similarity bodies on the recognition of facial expressions were greater than interference effects from low similarity bodies on the recognition of facial expressions. Further, the error analyses showed that the pattern of interference effects under the incongruent conditions (that is, high similarity condition and low similarity condition) predicted by emotion seeds view was fully supported by the results of angry, surprised, and sad facial expressions, whereas the predictions of emotion seeds view were partially supported by the results of disgusted and fearful facial expressions.

4.2 Experiment 2

Experiment 2 adopted vocal expressions as context stimuli. The aim of this experiment was to examine whether the pattern of context effects from vocal expressions on recognition of facial expressions is consistent with the hypothesis of emotion seeds view.
4.2.1 Method

4.2.1.1 Participants

Twenty-four new participants, ranging from 19 to 40 years, were recruited to take part in Experiment 2. Twelve participants were female and 12 were male. All of the participants were right-handed. They all had given informed consent and were paid NZD 15 for participation. All reported normal or corrected-to-normal vision and normal hearing.

4.2.1.2 Apparatus and Stimuli

This experiment was run on the same computer as that described in chapter 2. The auditory stimuli were presented via the same headphone as in Experiment B at self-adjusted comfortable level.

Face stimuli were the same as those used in Experiment 1. Sound stimuli (1 female and 1 male) were from MAV set (Belin et al., 2008), which were evaluated in experiment B. Face-sound stimuli created three levels of perceptual similarity, which is the same as Experiment 1. Isolated faces, the same as those in face-sound stimuli, served as baseline stimuli and were presented in a separate block.
4.2.1.3 Design and Procedure

The experiment used a 6 x 4 within-subjects design, with the factor of facial expression (anger, disgust, fear, happiness, sadness, and surprise) and the factor of perceptual similarity (isolated face, full similarity, high similarity, and low similarity).

The procedure for this experiment was almost identical to that in Experiment 1. In face-sound stimuli block, facial expression images and affect bursts were presented simultaneously, with the same duration of 1830ms. Short vocal stimulus was played in a loop as that in Experiment B. In isolated face block, face images were presented for 1830ms. Participants were asked to use the mouse to click on one of six options (anger, disgust, fear, happiness, sadness, and surprise) to judge expressions shown on the faces when presented in an isolation block, and when in a face-sound stimuli block they needed to judge expressions on faces while ignoring accompanied sounds. In total, this experiment consisted of 960 trials, including 10 repetitions of 24 congruent trials (full similarity condition), 10 repetitions of 48 incongruent trials (24 trials of high similarity condition and 24 of low similarity condition), and 10 repetitions of 24 trials of isolated faces. Half participants (12 participants) were presented with isolated face block first, and then face-sound stimuli block; the other half participants (12 participants) were presented with face-sound stimuli block first, and then isolated face block. All participants were given a rest every 240 trials. Practice trials were given to participants to make them familiar with the experiment.
4.2.2 Results

4.2.2.1 Analysis for Accuracy of Facial Expressions in Auditory Context

Table 4.6 presents the percentage of accuracy of each facial expression paired with different levels of perceptual similar sounds and isolated emotional faces. There were 22 trials excluded due to no response after a timeout (less than 0.10% of the trials). Accuracy was analysed with a 6 (facial expression: anger, disgust, fear, happiness, sadness, and surprise) x 4 (perceptual similarity: isolated face, full similarity, high similarity, and low similarity) repeated-measures ANOVA. *p* value were corrected by Greenhouse-Geisser epsilon, when sphericity was violated. Partial eta squared ($\eta^2_p$) is reported as effect size.

There was a main effect of facial expression, $F(3.54, 81.32) = 25.48, p < .001, \eta^2_p = .526$. Happy faces (86.43%) were recognised significantly better than all the other five emotional faces, all *p*s < .001, which is the same as the results in Experiment 1. The percentage of accuracy of sad faces (77.35%) were significantly greater than the percentage of accuracy of angry faces (67.57%), *p* = .003, surprised faces (62.22%), *p* = .001, disgusted faces (49.16%), and fearful faces (48.28%), both *p*s < .001. The accuracy of angry faces was significantly greater than that of disgusted faces, *p* = .001, and fearful faces, *p* < .001, but was not significant different from surprised faces, *p* = .215. The recognition of surprised faces was significantly better than disgusted faces,
Disgusted and fearful faces were recognised the worst of all these facial expressions and there were no significant differences between each other \( (p = .878) \).

A main effect of perceptual similarity was also significant, \( F(1.14, 26.19) = 28.67, p < .001, \eta^2_p = .555 \). A facial expression under the condition of full similarity (81.52\%) was recognised significantly more accurately than under the condition of isolated face (72.49\%), under the low similarity condition (54.18\%), and under the high similarity condition (52.47\%), all \( ps < .001 \). The accuracy of facial expression recognition under the conditions of low similarity and high similarity was significantly less than that under the condition of isolated face, both \( ps < .001 \), and did not significantly differ from each other, \( p = .149 \).

Due to significant interaction between facial expression and perceptual similarity \( F(5.36, 123.31) = 11.04, p < .001, \eta^2_p = .324 \), the analysis of accuracy of facial expressions will also be broken down into 6 subsections in each of which the results of six emotional faces will separately be reported. I conducted 6 one-way repeated-measures ANOVAs (one per each facial expression) with perceptual similarity as within-subjects factor. The accurate rates for each facial expression were compared across the four levels of perceptual similarity to confirm whether a facial expression was facilitated by congruent vocal expressions, and to find out whether the
recognition of facial expressions was impaired the most under the condition of high similarity.

Table 4.6. Mean Percentages of Accuracy of Facial Expressions under Different Levels of Perceptual Similarity Sound (%)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Perceptual Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isolated Face (Congruent)</td>
</tr>
<tr>
<td>Anger</td>
<td>76.46 (2.65)</td>
</tr>
<tr>
<td>Disgust</td>
<td>44.09 (5.37)</td>
</tr>
<tr>
<td>Fear</td>
<td>51.04 (5.03)</td>
</tr>
<tr>
<td>Happiness</td>
<td>98.44 (0.58)</td>
</tr>
<tr>
<td>Sadness</td>
<td>89.58 (2.29)</td>
</tr>
<tr>
<td>Surprise</td>
<td>75.31 (3.75)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses.

4.2.2.1a Analysis for Accurate Categorisation of Angry Facial Expressions

A one-way repeated measures ANOVA revealed a main effect of perceptual similarity for angry faces, $F(1.67, 38.44) = 27.17, p < .001, \eta^2_p = .542$. The accuracy of angry facial expressions paired with angry sounds (full similarity, 83.41%) than that of isolated angry facial expressions (74.46%), $p = .018$, that of angry facial expressions
paired with surprised sounds (low similarity, 62.81%), and that of angry facial expressions paired with disgusted sounds (high similarity, 47.59%), both \( ps < .001 \).

The accuracy of angry facial expressions paired with high similarity context was significantly less than that of isolated angry faces, \( p < .001 \). The accuracy of angry facial expressions paired with low similarity context was significantly less than that of isolated angry faces, \( p = .002 \). These two incongruent conditions significantly differed from each other, \( p < .001 \). The pattern of results is consistent with the hypothesis proposed by emotion seeds view, with most impairment for recognition of angry facial expressions paired with disgusted sounds (that is, under the condition of high similarity).

4.2.2.1b Analysis for Accurate Categorisation of disgusted Facial Expressions

A main effect of perceptual similarity for disgusted faces was found, \( F(1.97, 45.37) = 35.28, p < .001, \eta^2_p = .605 \). There was significant difference between the accuracy of disgusted faces paired with disgusted sound (81.77%) and the accuracy of disgusted faces presented in isolation (44.09%), \( p < .001 \). The accuracy of disgusted faces under the congruent condition was significantly larger than the accuracy of disgusted faces under both incongruent conditions (the high similarity condition, 38.26% and the low similarity condition, 32.50%), both \( ps < .001 \). The accuracy of disgusted faces under the low similarity condition (fearful sounds) were significantly lower than that of isolated disgusted faces, \( p = .010 \), and was marginally different from disgusted faces under the
high similarity condition (angry sounds), $p = .059$. There was no significant difference between disgusted faces in isolation and disgusted faces accompanied with angry sounds (high similarity), $p = .218$. The pattern of the results is inconsistent with hypothesis of emotion seeds view which predicted that larger interference effects elicited by angry sounds (high similarity context) than by fearful sounds (low similarity context) when recognising disgusted facial expressions.

4.2.2.1c Analysis for Accurate Categorisation of Fearful Facial Expressions

There was a main effect of perceptual similarity for the accuracy of fearful facial expressions, $F(1.97, 45.20) = 21.41, p < .001, \eta^2_p = 0.482$. The accuracy of fearful facial expressions paired with fearful sounds (64.38%) was significantly greater than isolated fearful facial expressions (51.04%), $p = .001$, greater than that of fearful facial expressions paired with surprised sounds (high similarity condition, 50.23%), $p = .002$, and greater than that of fearful facial expressions paired with disgusted sounds (low similarity condition, 27.46%), $p < .001$. The recognition of fearful faces paired with disgusted sounds was significantly lower than all the other conditions, all $ps < .001$. There was no significant difference between isolated fearful faces and fearful faces paired with surprised sounds, $p = .838$. The pattern of the results is inconsistent with emotion seeds view, without significant difference between interference effects elicited by high similarity context and those elicited by low similarity context.
4.2.2.1d Analysis for Accurate Categorisation of Happy Facial Expressions

There was a main effect of perceptual similarity found for happy facial expressions, $F(1.38, 31.79) = 11.71, p = .001, \eta^2_p = .337$. The accuracy of happy faces with happy sound (97.60%) was not significantly increased compared to isolate happy faces (98.44%), $p = .477$. The accuracy of happy facial expressions paired with happy sounds was significantly larger than that of happy facial expressions paired with surprised sounds (high similar context, 68.96%), $p = .001$, and larger than that of happy facial expressions paired with sad sounds (low similar context, 80.73%), $p = .007$. The accuracy of happy facial expressions paired with surprised sounds was significantly less than that of isolated happy facial expressions, $p = .001$, and was significantly less than that of happy facial expressions paired with sad sounds, $p = .007$. There were significant differences of the accuracy between happy facial expressions paired with surprised sounds and those paired with sad sounds, $p = .014$. The pattern of results is consistent with emotion seeds view, with greater interference effects under high similarity condition than under low similarity condition.

4.2.2.1e Analysis for Accurate Categorisation of Sad Facial Expressions

There was a main effect of perceptual similarity for the accurate recognition of sad facial expressions, $F(1.90, 43.70) = 17.53, p < .001, \eta^2_p = .433$. The accuracy of sad faces with sad sounds (91.77%) did not significantly differ from that of isolated sad
faces (89.58%), \( p = .303 \). The accuracy of sad facial expressions paired with sad sounds was significantly larger than that of sad facial expressions paired with fearful sounds (high similarity context, 57.20%) and that of sad facial expressions paired with happy sounds (low similarity context, 70.83%), both \( ps < .001 \). The accuracy of sad facial expressions paired with fearful sounds was significantly less than that of isolated sad facial expressions, \( p < .001 \), and was significantly less than that of sad facial expressions paired with happy sounds, \( p = .030 \). The accuracy of sad facial expressions paired with happy sounds was significantly less than that of isolated sad facial expressions, \( p = .001 \). The pattern of the results is consistent with emotion seeds view which predicted that larger interference effects elicited by fearful sounds (high similarity context) than by happy sounds (low similarity context).

4.2.2.1f Analysis for Accurate Categorisation of Surprised Facial Expressions

There was a main effect of perceptual similarity for the accurate recognition of surprised facial expressions, \( F(1.49, 34.20) = 13.50, p < .001, \eta^2_p = .370 \). The accuracy of isolated surprised facial expressions (75.31%) was marginally larger than that of surprised facial expressions paired with surprised sounds (70.21%), \( p = .091 \). The accuracy of surprised facial expressions paired with surprised sounds was significantly larger than that of surprised facial expressions paired with fearful sounds (high similarity, 52.59%), \( p = .002 \), was also significantly larger than that of surprised facial expressions paired with angry sounds (low similarity, 50.76%), \( p = .001 \). The accuracy
of isolated surprised facial expressions was significantly larger than that of surprised facial expressions paired with fearful sounds, \( p = .001 \), and larger than that of surprised facial expressions paired with angry sounds, \( p < .001 \). The accuracy of surprised facial expressions paired with fearful sounds was not significantly different from that of surprised facial expressions paired with angry sounds, \( p = .433 \). The pattern of the results is inconsistent with the prediction of emotion seeds view, without observing greater interference effects from high similarity sounds than from low similarity sounds when recognising surprised facial expressions.

4.2.2.2 Errors Analyses

The same error analyses as in experiment 1 were performed in the following subsections.

4.2.2.2a Analysis for Mis-categorisation of Angry Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of angry facial expressions paired with disgusted sounds. A one-way repeated-measures ANOVA (emotion: disgust, fear, happiness, sadness, or surprise) was conducted on the mis-categorisation of angry facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of angry faces, \( F(1.10, 25.25) = 37.51, \ p < .001, \eta^2_p = .620 \). Pairwise comparisons (Fisher’s LSD) revealed that
the mis-categorisation as disgust (44.47%) was significantly higher than any other incongruent emotions, all $ps < .001$. The mis-categorisation of angry facial expressions as happy (0%) was significantly lower than that as fearful (2.61%), $p = .005$, as sad (4.70%), $p = .005$, and as surprised (0.63%), $p = .031$. The percentage of mis-categorisation of angry faces as surprised was significantly lower than that as fearful, $p = .024$, and lower than that as sad, $p = .010$. There was no significant difference between the mis-categorisation of angry faces as fearful and as sad, $p = .203$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.
Table 4.7. Mean Percentage of Mis-categorisation of Facial Expressions Paired with High Similarity Sounds (%)

<table>
<thead>
<tr>
<th>Face-sound Composite</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger-Disgust</td>
<td>44.47</td>
<td>2.61</td>
<td>0.00</td>
<td>4.70</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.13)</td>
<td>(0.83)</td>
<td></td>
<td>(1.50)</td>
<td>(0.27)</td>
<td></td>
</tr>
<tr>
<td>Disgust-Anger</td>
<td>35.96</td>
<td>7.36</td>
<td>0.42</td>
<td>16.64</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.26)</td>
<td>(1.69)</td>
<td>(0.24)</td>
<td>(3.97)</td>
<td>(0.60)</td>
<td></td>
</tr>
<tr>
<td>Fear-Surprise</td>
<td>3.23</td>
<td>4.17</td>
<td>0.31</td>
<td>3.44</td>
<td>38.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.06)</td>
<td>(1.59)</td>
<td>(0.17)</td>
<td>(0.86)</td>
<td>(4.34)</td>
<td></td>
</tr>
<tr>
<td>Happiness-Surprise</td>
<td>1.35</td>
<td>0.42</td>
<td>1.98</td>
<td>0.94</td>
<td>26.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.72)</td>
<td>(0.28)</td>
<td>(0.78)</td>
<td>(0.38)</td>
<td>(6.94)</td>
<td></td>
</tr>
<tr>
<td>Sadness-Fear</td>
<td>5.35</td>
<td>5.44</td>
<td>25.63</td>
<td>1.16</td>
<td>4.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.13)</td>
<td>(1.45)</td>
<td>(5.61)</td>
<td>(0.42)</td>
<td>(1.30)</td>
<td></td>
</tr>
<tr>
<td>Surprise-Fear</td>
<td>1.98</td>
<td>0.52</td>
<td>38.24</td>
<td>3.13</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.76)</td>
<td>(0.33)</td>
<td>(5.40)</td>
<td>(1.28)</td>
<td>(0.35)</td>
<td></td>
</tr>
</tbody>
</table>

SEM in Parentheses

The percentage of the mis-categorisation of angry faces as disgust across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of angry faces as disgust. A main effect of
perceptual similarity was significant, $F(1.16, 26.63) = 28.21, p < .001, \eta^2_p = .551$.

Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of angry faces paired with disgusted sounds (high similar context) as disgust (44.47%) was significantly more than that of angry faces paired with surprised sounds (low similar context) (9.06%) and isolated angry faces (9.58%), both $ps < .001$. And the percentage of mis-categorisation of angry faces paired with surprised sounds as disgusted did not significantly differ from that of mis-categorisation of isolated angry faces as disgusted, $p = .807$. The results confirm that emotion seeds exert greater influence on recognition of angry faces when paired with disgusted sounds (that is, in the condition of high similarity context).

Table 4.8. Mean Percentage of Mis-categorisation of Facial Expressions as the Emotion by High Similarity Sounds across the Conditions of Perceptual Similarity (%)

<table>
<thead>
<tr>
<th>Face-Miscategorisation</th>
<th>Perceptual Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isolated Face</td>
</tr>
<tr>
<td>Anger-Disgust</td>
<td>9.58 (2.15)</td>
</tr>
<tr>
<td>Disgust-Anger</td>
<td>6.59 (1.72)</td>
</tr>
<tr>
<td>Fear-Surprise</td>
<td>34.17 (3.36)</td>
</tr>
<tr>
<td>Happiness-Surprise</td>
<td>0.21 (0.20)</td>
</tr>
<tr>
<td>Sadness-Fear</td>
<td>2.92 (1.17)</td>
</tr>
<tr>
<td>Surprise-Fear</td>
<td>16.25 (3.18)</td>
</tr>
</tbody>
</table>

• SEM in Parentheses
The separate paired-sample t-test for anger trials showed that the percentage of mis-categorisation as disgusted when angry facial expressions were paired with disgusted sounds (44.47%) was significantly greater than that of mis-categorisation as surprised when angry facial expressions were paired with surprised sounds (9.06%), \( t(23) = 7.00, p < .001, d = 1.43 \). The results are consistent with emotion seeds view, with that the percentage of target mis-categorisation was reduced as the level of perceptual similarity was decreased.

4.2.2.2b Analysis for Mis-categorisation of Disgusted Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of disgusted facial expressions paired with angry sound. A one-way repeated-measures ANOVA (emotion: anger, fear, happiness, sadness, or surprise) was performed on the mis-categorisation of disgusted facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of disgusted faces, \( F(1.68, 38.64) = 19.78, p < .001, \eta^2_p = .462 \). Pairwise comparisons (Fisher's LSD) revealed that the mis-categorisation of disgusted facial expressions as anger (35.96%) was significantly higher than the mis-categorisations of disgusted faces as fearful (7.36%), happy (0.42%), and surprised (1.26%), all \( ps < .001 \), and higher than the mis-categorisation of disgusted faces as sad (16.64%), \( p = .023 \). The percentage of mis-categorisation of disgusted faces as sad was significantly higher than that of mis-categorisation of disgusted faces as happy and surprised, both \( ps < .001 \), and was marginally different
from that of mis-categorisation of disgusted faces as fearful, $p = .061$. There was significant difference between the mis-categorisation of disgusted faces as fearful and as happy, $p = .001$, and significant difference between the mis-categorisation as fearful and as surprised, $p = .004$. The percentage of mis-categorisation of disgusted faces as happy was not significant different from that as surprised, $p = .176$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of disgust faces as anger across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of disgusted faces as anger. A main effect of perceptual similarity was significant, $F(1.28, 29.53) = 30.25$, $p < .001$, $\eta^2_p = .568$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of disgusted faces paired with angry sounds as anger (35.96%) was significantly more than that of mis-categorisation of disgusted faces paired with fearful sound as anger (9.83%) and that of mis-categorisation of isolated disgusted faces as anger (6.59%), both $ps < .001$. And the percentage of mis-categorisation of angry faces under the condition of low similarity as disgusted was not significantly different from that of mis-categorisation of isolated angry faces as disgusted, $p = .135$. The results confirm that emotion seeds
exert greater influence on recognition of disgusted faces when paired with angry bodies (that is, in the condition of high similarity context).

The paired-sample t-test found that the percentage of mis-categorisation of disgusted faces with angry bodies as angry (35.96%) did not significantly differ from that of mis-categorisation of disgusted facial expressions with fearful bodies as fearful (29.76%), $t(23) = 1.29, p = 0.221$. The results are inconsistent with emotion seeds view which predicted greater percentage of target mis-categorisation elicited by high similarity sounds than by low similarity ones.

4.2.2.2c Analysis for Mis-categorisation of Fearful Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of fearful facial expressions paired with surprised sounds. A one-way repeated-measures ANOVA (emotion: anger, disgust, happiness, sadness, or surprise) was conducted on the mis-categorisation of fearful facial expressions under the condition of high similarity (surprised sounds). There was a main effect of emotion on the mis-categorisation of fearful faces, $F(1.35, 31.12) = 49.99, p < .001, \eta^2_p = .685$. Pairwise comparisons (Fisher’s LSD) showed that the mis-categorisation of fearful faces as surprised (38.62%) was significantly higher than any other incongruent emotions, all $ps < .001$. The mis-categorisation of fearful facial expressions as happy (0.31%) was significantly lower than as angry (3.23%), $p = .015$, as disgusted (4.17%), $p = .021$, and as sad (3.44%), $p = .002$. There were no
significant differences between each pair of the mis-categorisation of fearful faces as angry, disgusted, and sad, all $ps > .10$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of fearful faces as surprise across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of fearful faces as surprise. The main effect of perceptual similarity was significant, $F(2, 46) = 9.02, p < .001, \eta^2_p = .282$. Pairwise comparisons (Fisher's LSD) showed that the percentage of mis-categorisation of fearful faces paired with surprised sounds (high similarity context) as surprise (38.62%) was significantly more than that of mis-categorisation of fearful faces paired with disgusted sound (low similarity context) as surprise (20.65%), $p = .002$, but was not significantly more than that of mis-categorisation of isolated fearful faces as surprise (34.17%), $p = .263$. The percentage of mis-categorisation of isolated fearful faces as surprise was significantly greater than that of mis-categorisation of fearful faces paired with disgusted sounds as surprise, $p = .003$. The results showed that there was no significant difference between the accuracy of fearful facial expression paired with high similarity context and that of isolated fearful faces. The findings are not consistent with emotion seeds view which
predicts greater influence on recognition of fearful faces should occur when paired with
surprised sound (that is, in the condition of high similarity context).

The paired-sample t-test for fear trials showed the percentage of mis-categorisation of
defearful faces paired with surprised sound as surprised (38.62%) was not significantly
different from that of mis-categorisation of fearful faces paired with disgusted sound as
disgusted (47.08%), $t(23) = 1.15, p = 0.26$. The results are not consistent with emotion
seeds view which predicted greater percentage of target mis-categorisation triggered
by high similarity context than by low similar context.

4.2.2.2d Analysis for Mis-categorisation of Happy Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of happy facial expressions
paired with surprised sounds. The one-way repeated-measures ANOVA (emotion:
anger, disgust, fear, sadness, or surprise) was conducted on the mis-categorisation of
happy facial expressions under the condition of high similarity. There was a main effect
of emotion on the mis-categorisation of happy faces, $F(1.03, 23.75) = 12.95, p = .001$,
$\eta^2_p = .360$. Pairwise comparisons (Fisher’s LSD) showed that the mis-categorisation of
happy faces paired with surprised sounds as surprised (26.35%) was significantly
higher than the mis-categorisation of happy faces as angry (1.35%), and as sad
(0.94%), both $ps = .002$ and higher than that of happy faces as disgusted (0.42%), and
as fearful (1.98%), both $ps = .001$. The mis-categorisation of happy faces as anger was
marginally larger than that of happy faces as disgust, \( p = .083 \). The mis-categorisation of happy faces as sad did not significantly differ from that of happy faces as anger, disgust, and fear, all \( ps > .10 \). And the mis-categorisation of happy faces as anger was not significant different from that of happy faces as fear, \( p > .10 \). The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of happy faces as surprise across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of happy faces as surprise. A main effect of perceptual similarity was significant, \( F(1.00, 23.09) = 13.67, p = .001, \eta^2_p = .373 \). Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of happy faces paired with surprised sound as surprise (26.35%) was significantly more than that of mis-categorisation of happy faces paired with sad sound as surprise (0.73%) and that of mis-categorisation of isolated happy faces as surprise (0.21%), both \( ps = .001 \). The percentage of mis-categorisation of isolated happy faces as surprise was not significantly different from that of mis-categorisation of happy faces paired with sad sound as surprise, \( p = .170 \). The results are consistent with emotion seeds view, with that emotion seeds exert greater influence on recognition of happy faces when paired with surprised sound (that is, in the condition of high similarity context).
The paired-sample t-test for happy trials showed the percentage of mis-categorisation of happy faces paired with surprised sounds as surprised (26.35%) was significantly greater than that of mis-categorisation of happy faces paired with sad sounds as sad (15.00%), $t(23) = 2.09, p = .048, d = 0.427$. The results are consistent with emotion seeds view which predicted greater percentage of target mis-categorisation caused by high similarity context than by low similarity context.

### 4.2.2.2e Analysis for Mis-categorisation of Sad Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of sad facial expressions paired with fearful sounds. A one-way repeated-measures ANOVA (emotion: anger, disgust, happiness, sadness, or surprise) repeated-measures ANOVA was conducted on the mis-categorisation of sad facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of sad faces, $F(1.23, 28.29) = 13.11, p = .001, \eta^2_p = .355$. Pairwise comparisons (Fisher’s LSD) revealed that the mis-categorisation of sad faces as fearful (25.63%) was significantly more than that of sad faces as surprised (4.71%), $p < .001$, that of sad faces as disgusted (5.44%), $p = .003$, that of sad faces as angry (5.35%), $p = .002$, and that of sad faces as happy (1.16%), $p < .001$. The percentage of mis-categorisation of sad facial expressions as happy was significantly lower than that of mis-categorisation of sad faces as angry, $p = .002$, that of mis-categorisation of sad faces as disgusted, $p = .006$, and that of mis-categorisation of sad faces as surprised, $p = .024$. There were
no significant differences between each pair of the mis-categorisation of sad faces as angry, as disgusted, and as surprised, all $ps > .10$. The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of sad faces as fear across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA (perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of sad faces as fear. A main effect of perceptual similarity was significant, $F(1.1, 25.63) = 15.84, p < .001, \eta^2_p = .408$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of sad faces paired with fearful sound as fear (25.63%) was significantly more than that of sad faces paired with happy sound as fear (3.26%) and that of isolated sad faces as fear (2.92%), both $ps < .001$. The percentage of mis-categorisation of sad faces as fear did not significantly differ between the condition of low similarity and isolated sad faces, $p = .826$. The results confirm that emotion seeds exert greater influence on recognition of sad faces when paired with fearful sound (that is, in the condition of high similarity context).

The paired-sample t-test for sadness trials showed that the mis-categorisation of sad faces paired with fearful sound as fearful (25.63%) was significantly greater than the mis-categorisation of sad faces paired with happy sound as happy (18.66%), $t(23) =$
1.26, \( p = .219 \). The results are inconsistent with emotion seeds view which predicted greater percentage of target mis-categorisation caused by high similarity context than by low similarity context.

4.2.2.2f Analysis for Mis-categorisation of Surprised Facial Expressions

Table 4.7 presents the percentage of mis-categorisations of surprised facial expressions paired with fearful sounds. A one-way repeated-measures ANOVA (emotion: anger, disgust, fear, happiness, or sadness) was conducted on the mis-categorisation of surprised facial expressions under the condition of high similarity. There was a main effect of emotion on the mis-categorisation of surprised faces, \( F(1.16, 26.58) = 40.37, p < .001, \eta^2_p = .637 \). Pairwise comparisons (Fisher’s LSD) revealed that the mis-categorisation of surprised faces as fearful (38.24%) was significantly higher than any other incongruent emotions, all \( ps < .001 \). There were no other significant differences between each pair of the mis-categorisation as four other emotions (angry, 1.98%, disgusted, 0.52%, happy, 3.13%, and sad, 0.83%), except marginal difference between the mis-categorisation as disgusted and as happy, \( p = .074 \). The results are consistent with emotion seeds view which predicted that a facial expression paired with highly similar context is more likely to be mis-categorised as the emotion conveyed by highly similar context than as any other incongruent emotions.

The percentage of mis-categorisation of surprised faces as fear across the conditions of perceptual similarity is listed in Table 4.8. A one-way repeated-measures ANOVA
(perceptual similarity: isolated face, high similarity, low similarity) was conducted for the mis-categorisation of surprised faces as fear. A main effect of perceptual similarity was significant, $F(1.48, 34.11) = 8.59, p = .002, \eta^2_p = .272$. Pairwise comparisons (Fisher’s LSD) showed that the percentage of mis-categorisation of surprised faces paired with fearful sounds (high similarity context) as fear (38.24%) was significantly more than that of mis-categorisation of surprised faces paired with angry sounds (low similar context) as fear (24.58%), $p = .019$, and that of mis-categorisation of isolated sad faces as fear (16.25%), $p = .003$. The percentage of mis-categorisation of isolated surprised faces as fear was significantly lower than that of mis-categorisation of surprised faces paired with angry sound as fear, $p = .033$. The results confirm that emotion seeds exert greater influence on recognition of surprised faces when paired with fearful sounds (that is, in the condition of high similarity context).

The paired-sample t-test for surprise trials revealed that the percentage of mis-categorisation of surprised faces paired with fearful sounds as fearful (38.24%) was significantly greater than that of mis-categorisation of surprised faces paired with angry sounds as angry (18.10%), $t(23) = 3.90, p = .001, d = 0.79$. The results are consistent with emotion seeds view, with greater percentage of target mis-categorisation caused by high similarity context than by low similarity context.
4.2.3 Discussion

The accuracy of happy facial expression recognition was the best, and disgusted and fearful facial expressions were recognised the worst, which replicated the results in Experiment 1.

The results showed that the better performance of congruent face-sound stimuli compared to isolated faces was found for angry, disgust, and fearful faces. As found in Experiment 1, the recognition of happy and sad facial expressions was not improved by congruent happy and sad sounds. Besides, facilitation effects from congruent surprised sound were not observed for surprised facial expressions.

The main goal of Experiment 2 was to test whether the hypothesis of emotion seeds view is applicable to context effects from vocal expressions. Interference effects under both incongruent conditions (that is, the conditions of high similarity and low similarity) were found for the recognition of angry and sad facial expressions, with lower percentage of accurate recognition under high similarity vocal expressions than under low similarity ones. The findings are consistent with the prediction of emotion seeds view. Surprisingly, the recognition of happy faces paired with surprised sounds and happy faces paired with sad sounds was worse than that of isolated happy faces and that of happy faces paired with happy sounds, which was not observed when happy faces were paired with bodily expressions in Experiment 1. The results that larger
interference effects from surprised sounds than those from sad sounds on recognition of happy faces are consistent with the prediction of emotion seeds view. The percentage of accurate recognition of surprised faces was lower under high similarity condition and low similarity condition, in contrast to surprised face in isolation and congruent surprised face-sound stimuli. However, there were no significant differences between surprised faces paired with high similar sounds and those paired with low similar sounds. As for disgusted and fearful faces, interference effects on the recognition of these two facial expressions were found under low similarity conditions, (that is, disgusted faces paired with fearful sound and fearful faces paired with disgusted sound). However, the percentages of accurate recognition of disgusted and fearful faces were not found under high similarity conditions, compared to isolated fearful faces. The pattern of context effects on the recognition of disgust and fear is not consistent with the hypothesis of emotion seeds views.

The analyses of accuracy showed that the pattern of vocal contextual effects on the recognition of angry, happy, and sad facial expressions support the hypothesis of emotion seeds view, with greater interference effects under the condition of high similarity sounds than under the condition of low similarity sounds. However, the pattern of context effects from vocal expressions on the recognition of three other facial expressions (surprised, fearful, and disgusted facial expressions) did not support the prediction of emotion seeds view in the light of accuracy analysis.
The analysis of mis-categorisation for each facial expression did not fully lend support to emotion seeds view, too. The same error analyses as Experiment 1 were conducted for all six basic facial expressions in Experiment 2. The error analysis carried on the emotional faces paired with high similarity sounds showed that all six facial expressions when paired with high similarity sounds were mis-categorised more as the emotions by the simultaneously presented high similarity sounds. The pattern of the results is consistent with emotion seeds view. When facial expressions are paired with high similarity sounds, facial expressions are more likely to be mis-categorised as the emotions conveyed by high similarity contexts.

A second error analysis was performed on mis-categorisation of facial expressions as the emotions by high similarity sounds across the conditions of high similarity sound, low similarity sound, and isolated faces. It was found that all six facial expressions, but fearful facial expressions, when paired with high similarity sounds, were mis-categorised more as the emotions by high similarity sounds, compared to facial expressions in isolation and facial expressions paired with low similarity sounds. For fearful facial expressions, they were mis-categorised as surprised more under the condition of isolated fearful faces and when they were paired with surprised sounds (high similarity context) than when they were paired with disgusted sounds (low similarity context). However, there was no significant difference of the mis-categorisation fearful faces as surprised between the condition of isolated fearful faces and the condition of fearful faces with surprised sound. The pattern of the results
indicates that except fearful facial expressions, emotion seeds exert greater influence on the recognition of all five other facial expressions (anger, disgust, happiness, sadness, and surprise) when they were paired with the high similarity sounds.

The last error analysis showed that for angry, happy, and surprised facial expressions, the percentage of target mis-categorisation of the three facial expressions paired with high similarity sounds was greater than that of target mis-categorisation of the three facial expression paired with low similarity sounds. However, for disgusted, fearful, and sad facial expressions, there were no significant differences between the percentage of target mis-categorisation of the three facial expressions paired with high similarity sounds and that of target mis-categorisation of the three facial expressions paired with low similarity sounds. The findings are partially consistent with emotion seeds view which predicted that the percentage of mis-categorisation of facial expressions as the emotions by the concurrently presented context was reduced as the levels of perceptual similarity were decreased.

In summary, that congruent sounds are beneficial to the recognition of facial expressions was observed for angry, fearful, and disgusted facial expressions, but was not found for happy, sad, and surprised facial expressions. The prediction that larger interference effects from high similarity context than from low similarity context was supported by the results of accuracy analysis on angry, happy, and sad facial expressions. Moreover, the three error analyses showed that the pattern of
mis-categorisation of emotional faces predicted by emotion seeds view was fully supported by the results of angry, happy, and surprised facial expressions. Taking accuracy and error analyses into account, only the pattern of context effects on the recognition of angry and happy facial expressions is consistent with the prediction of emotion seeds view.

4.3 Chapter General Discussion

Experiment 1 and 2 set out were to investigate whether the recognition of facial expressions was influenced by accompanied emotional context, and whether the pattern of context effects is consistent with the prediction of emotion seeds view. The current results from Experiment 1 and 2 confirm that the recognition of facial expressions is influenced by the concurrently presented bodily expressions and vocal expressions. The details will be discussed in the following section.

The accuracy and error analyses in experiment 1 revealed that the pattern of context effects from bodily expressions on the recognition of angry, sad, and surprised facial expressions is consistent with the prediction of emotion seeds view which proposed that larger context effects from high similarity bodies than from low similarity bodies. The pattern of context effects on the recognition of disgusted faces will be discussed later. The accuracy and error analyses in experiment 2 showed that the pattern of context effects from vocal expressions on the recognition of angry and happy facial
expressions is consistent with the prediction of emotion seeds view. One possibility for the differences between experiment 1 and 2 is contextual stimuli used. The contextual stimuli in experiment 1 were bodily expressions which were static stimuli, whereas vocal expressions in Experiment 2 were dynamic stimuli. It was found that dynamic stimuli could provide more information than static ones (Grèzes, Pichon, & de Gelder, 2007), so that vocal expressions might be more influential than static bodily expressions. It might be the reason that the pattern of context effects from vocal expressions on recognition of facial expressions differed from those from bodily expressions on recognition of facial expressions.

In Experiment 1, unexpectedly, the accuracy of disgusted faces was significantly increased when disgusted faces paired with fearful bodies (low similarity context) compared to isolated disgusted faces. One possibility for the improvement for disgusted faces paired with fearful bodies is the similarity between emotional bodies. It was found that gestures of disgusted bodies are similar to those of fearful bodies (Wallbott, 1998), such as a whole body turned away, arms pressed close to the sides. The increase of the accuracy of disgusted faces paired with fearful bodies might because fearful bodily expressions look similar to disgusted ones. However, the similar result was not observed for fearful faces. The recognition of fearful faces was impaired when paired with disgusted bodies, rather than improved, compared to isolated fearful faces. This result to some extent is similar to that in the study carried out by Mondloch (2012) where she found that incongruent face-body stimuli (sad face-happy body and
happy face-sad body) were recognised more accurately than congruent face-body stimuli (sad face-sad body and happy face-happy body). Mondloch (2012) did not provide any explanation, instead suggested more studies might be needed to find out whether the result in her study would be replicated.

Collectively, although there is not enough evidence to fully support the prediction of emotion seeds view, the current results indicate the emotional contexts, including bodily and vocal expressions, does play a role in the recognition of facial expressions. Congruent bodily and vocal expressions could be beneficial to recognition of facial expressions, while incongruent bodily and vocal expressions impair facial expression recognition to different degrees.
Chapter 5 Subtle Facial Expressions and Context Effects

In chapter 4 it has been demonstrated that accompanied bodily expressions and vocal expressions exert an influence on recognition of unambiguous facial expressions (namely, 100% intensity of facial expressions). And previous studies (Dolan et al., 2001; Lee et al., 2012; Müller et al., 2011) have found that besides unambiguous facial expressions, contextual information also has an impact on recognition of other levels of intensity of facial expressions (e.g., 40% intensity and 50% intensity of fearful facial expressions).

As reviewed in the introduction, context effects depend on the levels of ambiguity of emotional facial expressions (Trope, 1986). An ambiguous facial expression that Trope meant is a mixture of two emotional faces, such as, a mixture of happy-angry face, which I have termed Type A. It has been demonstrated that larger context effects occur when recognising more ambiguous facial expressions (van den Stock et al., 2007; de Gelder & Vroomen, 2000). For example, context effects on the recognition of ambiguous facial expressions (10%happiness-90%anger, or 40%happiness-60%anger) were increased compared to those on the recognition of unambiguous facial expressions (100%happiness, or 100%anger).

When it comes to the relationship between the magnitude of context effects and different levels of intensity of facial expressions, it is expected that contextual
information would exert greater influence on recognising lower levels of intensity of facial expressions than higher levels of intensity of facial expressions. However, as there is a lack of studies on this topic, I used two experiments to explore whether the observed context effects in chapter 4 are influenced by different levels of intensity of facial expression. It is anticipated that greater context effects will be occurred on lower level of intensity of facial expressions.

As discussed in experiment 1, fearful and disgusted facial expressions can signal vital cues of danger in the environment, though they are the most difficult facial expressions to be recognised. Another common occurrence is that fearful and disgusted facial expressions themselves present avoidance reactions to danger and contamination in the environment, so as to alert other individuals to keeping away from danger. So in following chapters, I focused on the facial expressions of fear and disgust.

5.1 Experiment 3

This experiment explored whether the observed visual context effects are influenced by levels of intensity of facial expressions. It was expected that context effects would be greater on recognition of lower level of intensity of facial expressions.
5.1.1 Method

5.1.1.1 Participants

Thirty-two new participants between 18 to 32 years of age (15 females and 17 males) were recruited to take part in Experiment 3. Three participants were left-handed and the rest were right-handed. They all had given informed consent and were paid NZD 10 for participation. Half of the participants were arranged in the disgusted-face block, and half in the fearful-face block. All had normal or corrected-to-normal vision.

5.1.1.2 Apparatus and Stimuli

The apparatus used was the same as that described in Chapter 2.

The images of disgusted facial expressions and fearful facial expressions (2 females and 2 males) used were those in Experiment 3. The images of neutral faces were taken from KDEF set (Lundqvist et al., 1998) and these images were from the same identities displaying disgusted and fearful facial expressions used in this experiment. I used Abrosoft FantaMorph 5 to generate images of 3 levels of intensity of facial expressions (including 40%, 60%, and 80%) from morphing neutral faces to disgusted (or, fearful) facial expressions of the same identity. Unambiguous disgusted and fearful faces (that is, the level of 100% intensity) were also used in the experiment.
The images of bodily expressions of disgust, anger, fear, and surprise, which were the same as those in Experiment 1, were used in this experiment. I used Adobe Photoshop CS5 (trial version) to create congruent-disgusted and incongruent-disgusted pairs by pasting the images of different levels of intensity of disgusted facial expressions on the images of disgusted bodies and angry bodies, and to create congruent-fearful and incongruent-fearful pairs by pasting the images of different levels of intensity of fearful facial expressions on the images of fearful bodies and surprised bodies. The reason for the choice of angry bodies and surprised bodies to create incongruent-disgusted face-body stimuli and incongruent-fearful face-body stimuli was that the recognition of facial expressions of disgust and fear was recognised the worst when disgusted facial expressions were paired with angry bodies and fearful facial expressions were paired with surprised bodies, in experiment 1. Isolated faces served as baseline stimuli and were presented in a separate block.

5.1.1.3 Design and Procedure

This experiment used a 2 (facial expression: disgust or fear) x 3 (consistency condition: isolated faces, congruent condition, or incongruent condition) x 4 (level of intensity: 40%, 60%, 80%, or 100%) mixed factorial design. The factor of facial expression was the between-subjects factor, and the factors of level of intensity and consistency condition were the within-subjects factors.
The procedure was identical to that described in chapter 2, except for the choices of facial expressions. In this experiment, a response screen with two options (with disgust and anger in disgust block, and fear and surprise in fear block), instead of six options, was shown to participants until judgment was made or disappeared after 8 s without any response. The order of the two options was balanced across participants. Participants were asked to use the mouse to click on one of the two options to indicate expressions on the faces when presented in isolation block, and when in face-body compounds block they needed to judge expressions on the faces while ignoring bodily expressions. The experiment in each block consisted of 600 trials, including 10 repetitions of 20 congruent trials, 20 incongruent trials, and 20 trials of isolated faces. The order of isolated face block and face-body compounds block was balanced across participants. All participants had a rest every 200 trials. Practice trials were given to participants to make them familiar with the experiment. The trials used for practice were not used in the main test.

5.1.2 Results

The goal of this experiment was to examine the relationship between visual context effects and the levels of intensity of facial expressions.

The results of experiment 3 are plotted in Figure 5.1. A 3 x 4 x 2 mixed ANOVA with consistency condition (face-only condition, congruent condition, or incongruent
condition) and level of intensity (40%, 60%, 80%, or 100%) as within-subjects factors and with facial expression (disgust or fear) as a between-subjects factor was performed. A main effect of consistency condition was found, $F(1.39, 41.67) = 45.75, p < .001, \eta^2_p = .604$. Congruent face-body stimuli (77.85%) were recognised better than isolated faces (56.23%) and incongruent ones (37.07%), both $ps < .001$. The accuracy of incongruent face-body stimuli was significantly lower than that of isolated faces, $p < .001$. A significant main effect of level of intensity was observed, $F(1.17, 35.17) = 15.74, p < .001, \eta^2_p = .344$. The accuracy for the level of intensity of 40% (46.12%) was significantly lower than that for level of 60% intensity (55.63%), $p = .001$, and was significantly less than that for levels of 80% intensity (62.01%) and 100% intensity (64.45%), both $ps < .001$. The accuracy for the level of intensity of 60% was significantly lower than that for the level of 80% intensity, $p = .001$, and lower than that for the level of 100%, $p < .001$. The accuracy for the level of 80% intensity was significantly lower than that for the level of 100% intensity, $p = .024$. A main effect of facial expression was significant, $F(1, 30) = 4.31, p = .046, \eta^2_p = .126$, with the accuracy of disgusted facial expressions (61.91%) higher than the accuracy of fearful facial expressions (52.19%).

The two-way interaction between facial expression and consistency condition was significant, $F(1.39, 41.67) = 6.34, p = .008, \eta^2_p = .177$. For disgusted facial expressions, the congruent face-body stimuli (88.44%) were significantly recognised better than the incongruent face-body stimuli (33.24%) and isolated disgusted faces (39.37%), both $ps$
The accuracy of incongruent face-body stimuli was significantly lower than that of isolated faces, $p < .001$. For fearful facial expressions, the accuracy of congruent face-body stimuli (67.27%) was significantly higher than that of incongruent face-body stimuli (40.90%) and higher than that of isolated fearful faces (48.40%), both $ps = .002$. The accuracy of incongruent face-body stimuli was marginally lower than that of isolated fearful faces, $p = .089$.

Figure 5.1. The Results from Experiment 3.

The two-way interaction between facial expression and level of intensity, $F(1.17, 35.17) = 7.35$, $p = .008$, $\eta^2_p = .197$. For disgusted facial expressions, the accuracy of the level
of 40% intensity (42.97%) was significantly lower than that of levels of 60% intensity (60.89%), 80% intensity (71.15%) and 100% intensity (72.66%), all $ps < .001$. The accuracy of level of 60% intensity was significantly lower than that of level of 80% intensity, $p < .001$, and lower than level of 100% intensity, $p = .001$. And there was no significant difference of the accuracy between the level of 80% intensity and the level of 100% intensity, $p = .309$. For fearful facial expressions, the accuracy was reduced as the level of intensity was decreased: from level of 100% intensity (56.25%) to level of 80% intensity (52.87%) to level of 60% intensity (50.37%) to level of 40% intensity (49.27%). The accuracy of the level of 60% intensity was marginally lower than that of the level of 100% intensity, $p = .063$. Fearful facial expressions at the level of 80% intensity were recognised significantly worse than those at the level of 100% intensity, $p = .028$. There were no other significant differences between each pairs of other levels of intensity, all $ps > .10$.

The two-way interaction between consistency condition and level of intensity was significant, $F(3.13, 93.84) = 10.93, p < .001, \eta^2_p = .267$. Under the level of 40% intensity, the accuracy of congruent face-body stimuli (72.27%) was significantly greater than that of incongruent face-body stimuli (28.83%) and isolated faces (37.27%), both $ps < .001$. The accuracy of incongruent face-body stimuli was significantly lower than that of isolated faces, $p = .042$. Under the level of 60% intensity, the accuracy of congruent face-body stimuli (77.03%) was significantly greater than that of incongruent face-body stimuli (33.75%) and that of isolated faces (56.09%), both $ps < .001$. The accuracy of
incongruent face-body stimuli was significantly lower than that of isolated faces, \( p < .001 \). Under the level of 80% intensity, the accuracy of congruent face-body stimuli (82.03%) was significantly higher than that of incongruent face-body stimuli (40.23%) and that of isolated faces (63.75%), both \( ps < .001 \). The incongruent face-body stimuli were recognised worse than the isolated faces, \( p < .001 \). Under the level of 100% intensity, the accuracy of congruent face-body stimuli (80.08%) was significantly greater than that of incongruent face-body stimuli (45.47%), \( p < .001 \), and greater than that of the isolated faces (67.81%), \( p = .004 \). And, the accuracy of incongruent face-body stimuli was significantly lower than that of the isolated faces, \( p < .001 \).

The three-way interaction was significant, \( F(3.13, 93.84) = 4.24, p = .007, \eta^2_p = .124 \). And, the three-way interaction was plotted in Figure 5.1. For disgusted faces under the level of 40% intensity, the accuracy of congruent face-body stimuli (79.69%) was significantly greater than that of incongruent face-body stimuli (15%) and greater than that of isolated disgusted faces (34.22%), both \( ps < .001 \). The accuracy of incongruent face-body pairs was significantly lower than that of isolated faces, \( p = .002 \). For disgusted faces under the level of 60% intensity, the accuracy of congruent face-body stimuli (88.75%) was significantly greater than that of incongruent face-body pairs (29.22%) and that of isolated faces (64.69%), both \( ps < .001 \). The accuracy of incongruent face-body stimuli was significantly higher than that of isolated faces, \( p < 0.001 \). For disgusted faces under the level of 80% intensity, the accuracy of congruent face-body stimuli (94.69%) was significantly greater than that of incongruent face-body
stimuli (41.56%), \( p < .001 \), and greater than that of isolated disgusted faces (77.19%), \( p = .001 \). The accuracy of incongruent face-body stimuli was significantly lower than that of isolated faces, \( p < .001 \). For disgusted faces under the level of 100% intensity, the recognition of congruent face-body stimuli (90.63%) and isolated disgusted faces (80.16%) was significantly better than that of incongruent face-body stimuli (47.19%), both \( ps < .001 \). There were marginally significant differences between the congruent face-body stimuli and isolated faces, \( p = .066 \).

For fearful faces under the level of 40% intensity, the accuracy of congruent face-body stimuli (64.84%) was significantly greater than that of incongruent face-body stimuli (42.66%), \( p = .012 \), and greater than that of isolated fearful faces (40.31%), \( p = .008 \). The accuracy of incongruent face-body stimuli did not significantly differ from that of isolated faces, \( p = .679 \). For fearful faces under the level of 60% intensity, the accuracy of congruent face-body stimuli (65.31%) was significantly different from that of incongruent face-body stimuli (38.28%), \( p = .002 \), and significantly differed from that of isolated fearful faces (47.50%), \( p = .005 \). The accuracy of incongruent face-body stimuli was marginally lower than that of isolated fearful faces, \( p = 0.092 \). For fearful faces under the level of 80% intensity, the accuracy of congruent face-body stimuli (69.38%) was significantly greater than that of incongruent face-body stimuli (38.91%), \( p < .001 \), and greater than that of isolated fearful faces (50.31%), \( p = .001 \). The accuracy of incongruent face-body stimuli was significantly lower than that of isolated fearful faces, \( p = .024 \). For fearful faces under the level of 100% intensity, the accuracy
of congruent face-body stimuli (69.53%) was significantly higher than that of incongruent face-body stimuli (43.75%), $p = .004$, and higher than that of isolated fearful faces (55.47%), $p = .016$. The accuracy of incongruent face-body stimuli was significantly lower than that of isolated fearful faces, $p = .030$.

The three-way interaction can be decomposed in another way. At the level of 40% intensity, there were no significant differences between the accuracy of isolated disgusted facial expressions and that of isolated fearful ones, $p = .557$. Isolated disgusted facial expressions were recognised significantly better than isolated fearful ones at three other levels of intensity (with $p = .014$ at the level of 60% intensity, $p < .001$ at the level of 80% intensity, and $p < .001$ at the level of 100% intensity). At the level of 40%, there was no significant difference between the accuracy of congruent disgusted face-body stimuli and that of congruent fearful face-body stimuli, $p = .131$. Like faces presented in isolation, congruent disgusted face-body stimuli were recognised significantly better than congruent fearful face-body stimuli at three other levels of intensity (with $p = .004$ at the level of 60% intensity, $p < .001$ at the level of 80% intensity, and $p = .002$ at the level of 100% intensity). In contrast, at the level of 40% intensity, incongruent disgusted face-body stimuli were recognised significantly worse than incongruent fearful face-body stimuli, $p = .007$. There was no significant difference between incongruent disgusted face-body stimuli and incongruent fearful face-body stimuli at three other levels of intensity, all $ps > .10$. 
5.1.2.1 The Analysis for the Magnitude of Visual Consistency Effects on Different Levels of Intensity of Facial Expressions

The main interest of this experiment was to directly test the relationship between visual consistency effects and the level of intensity of facial expressions. The consistency effects refer to the differences of the accuracy between congruent face-body stimuli and incongruent face-body stimuli. In order to compare the results of this current experiment with those of previous studies, I have performed an analysis for the magnitude of consistency effects on four levels of intensity of facial expressions. The consistency effects, here I mentioned, are the differences of accuracy between congruent face-body stimuli and incongruent face-body stimuli.

The visual consistency effects for each level of intensity list in Table 5.1. A 2 (facial expression: disgust or fear) x 4 (level of intensity: 40%, 60%, 80%, or 100%) mixed ANOVA was carried out on consistency effects, with facial expression as a between-subjects factor and level of intensity as a within-subjects factor. A main effect of facial expression was significant, $F(1, 30) = 7.01, p = .013, \eta_p^2 = .189$, with larger consistency effects for disgusted facial expressions (55.20) than those for fearful facial expressions (26.37). A main effect of level of intensity was significant, $F(2.24, 67.10) = 6.20, p = .002, \eta_p^2 = .171$. The consistency effects for level of 100% intensity (34.61) was significantly less than that for level of 40% intensity (43.44), $p = .006$, less than that
for level of 60% intensity (43.28), \( p = .002 \), and less than that for level of 80% intensity (41.80), \( p < .001 \).

Table 5.1. Visual Consistency Effects across Different Levels of Intensity of Facial Expressions

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disgust</td>
<td>64.69</td>
<td>59.53</td>
<td>59.13</td>
<td>34.61</td>
</tr>
<tr>
<td>Fear</td>
<td>22.19</td>
<td>27.03</td>
<td>30.47</td>
<td>25.78</td>
</tr>
</tbody>
</table>

The interaction between facial expression and level of intensity was significant, \( F(2.24, 67.10) = 10.74, p < .001, \eta^2_p = .264 \). For disgusted facial expressions, consistency effects under level of 100% intensity (34.61) were significantly less than those under level of 40% intensity (64.69), less than those under level of 60% intensity (59.53), and less than those under level of 80% intensity (59.13), all \( ps < .001 \). Consistency effects under level of 80% intensity was significantly less than those under level of 40% intensity, \( p = .003 \), and less than those under level of 60% intensity, \( p = .039 \). There was no significant difference between consistency effects under level of 40% intensity and those under level of 60% intensity, \( p > .10 \). For fearful facial expressions, consistency effects under level of 100% intensity (25.78) was marginally less than those under level of 80% intensity (30.47), \( p = .05 \), but did not significantly differ from those under level of 40% intensity (22.19) and those under level of 60% intensity.
(27.03), both $p > .10$. Consistency effects under level of 80% intensity was significantly greater than those under level of 40% intensity, $p = .029$, but did not significantly differ from those under level of 60% intensity, $p > .10$. There was no significant difference between consistency effects under level of 40% intensity and those under level of 60% intensity, $p > .10$.

The following analyses were carried out separately on facilitation effects and interference effects on the recognition of facial expressions across different levels of intensity in the following two subsections. Facilitation effects were obtained from subtracting the accuracy of face-only condition from the accuracy of congruent face-body condition. Interference effects were obtained from subtracting the accuracy of face-only condition from the accuracy of incongruent face-body condition.

5.1.2.2 The Analysis for the Magnitude of Visual Facilitation Effects on Different Levels of Intensity

The data for facilitation effects presents in Table 5.2. A separate 4 x 2 mixed ANOVA with level of intensity (40%, 60%, 80%, or 100%) as a within-subjects factor and with facial expression (disgust or fear) as a between-subjects factor was conducted. A main effect of level of intensity for facilitation effects was found, $F(1.80, 53.90) = 15.64, p < .001, \eta^2_p = .343$. The greatest facilitation effects were found for the lowest intensity (40%) of facial expressions (35.00), which was significantly larger than 60% level of
intensity (20.94), \( p = .007 \), 80% level of intensity (18.28), \( p = .004 \), and 100% level of intensity (12.27), \( p < .001 \). The medium facilitation effects were observed under 60% level of intensity, and 80% level of intensity, without any significant difference between each other, \( p > .10 \). The facilitation effects under 100% level of intensity were significantly lower than those under 60% level of intensity and lower than those under 80% intensity, \( p = .023 \) and \( p = .014 \), respectively. There was no significant main effect of facial expression, \( F(1, 30) = 0.48, p = .494 \).

A significant interaction between level of intensity and facial expression was found, \( F(1.80, 53.90) = 5.22, p = .011, \eta^2_p = .148 \). For disgusted facial expressions, facilitation effects were decreased from lower level of intensity to higher level of intensity: 45.47 at level of 40% intensity, 24.06 at level of 60% intensity, 17.50 at level of 80% intensity, and 10.47 at level of 100% intensity. Pairwise comparisons (Fisher’s LSD) showed that the magnitude of facilitation effects under level of 40% intensity was significantly larger than that of facilitation effects under level of 60% intensity, \( p = .001 \), and larger than that of facilitation effects under levels of 80% intensity and 100% intensity, both \( ps < .001 \). The facilitation effects for level of 60% intensity were significantly greater than those for level of 100% intensity, \( p = .002 \) and were marginally greater than those for level of 80% intensity, \( p = .062 \). The magnitude of facilitation effects for level of 80% intensity was significantly greater than that of facilitation effects for level of 100% intensity, \( p = .010 \). For fearful facial expressions, facilitation effects under level of 40% intensity was 24.53, under level of 60% intensity was 17.81, under level of 80% intensity was 10.47 at level of 100% intensity, \( p = .014 \), respectively.
intensity was 19.06, and under level of 100% intensity was 14.06. It was only found a marginally difference of facilitation effects between level of 80% intensity and level of 100% intensity, $p = .059$. There was no other significant difference of facilitation effects of fearful facial expressions between any two levels of intensity, all $p$s $> .10$.

<table>
<thead>
<tr>
<th>Table 5.2. Visual Facilitation Effects on Different Levels of Intensity of Facial Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facial Expression</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Disgust</td>
</tr>
<tr>
<td>Fear</td>
</tr>
</tbody>
</table>

5.1.2.3 The Analysis for the Magnitude of Visual Interference Effects on Different Levels of Intensity

The data for interference effects presents in Table 5.3. A 4 x 2 mixed ANOVA with level of intensity (40%, 60%, 80%, and 100%) as a within-subjects factor and with facial expression (disgust and fear) as a between-subjects factor was conducted. A main effect of level of intensity for interference effects was found, $F(2.01, 60.42) = 8.51, p = .001$, $\eta^2_p = .221$. Pairwise comparisons (Fisher’s LSD) showed that interference effects were smallest under level of 40% intensity (-8.44), which was significantly less than that under level of 60% intensity (-22.35) and under level of 80% intensity (-23.52),
both $ps = 0.001$, and significantly less than that under level of 100% intensity (-22.35), $p = .004$. There were no other significant differences between each pair of three other levels of intensity, all $ps > .10$. A main effect of facial expression for interference effects was found, $F(1,30) = 14.89, p = .001, \eta^2_p = .332$, with larger interference effects for disgusted face (-30.82) than that for fearful face (-7.5). There was no significant interaction between level of intensity and facial expression, $F(2.01, 60.42) = 0.23, p = .872$.

Table 5.3. Visual Interference Effects on Different Levels of Intensity of Facial Expressions

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Level of Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40%</td>
</tr>
<tr>
<td>Disgust</td>
<td>-19.22</td>
</tr>
<tr>
<td>Fear</td>
<td>2.34</td>
</tr>
</tbody>
</table>

5.1.3 Discussion

The experiment set out to examine the relationship between consistency effects from bodily expressions and levels of intensity of facial expressions. The larger consistency effects would be expected if the level of intensity of a facial expression were low, and would reduce if level of intensity increased. The predictions were based on previous studies (Trope, 1986; van den Stock et al., 2007; de Gelder & Vroomen, 2000), which
demonstrated consistency effects depend on the level of ambiguity of a type A ambiguous facial expression, with larger consistency effects for an ambiguous facial expression than an unambiguous facial expression. For example, the magnitude of consistency effects is larger for 20%happiness-80%surprise than for 100%suprise.

The results from the current study revealed that the pattern of visual consistency effects (differences between congruent pairs and incongruent pairs) on the recognition of disgusted and fearful facial expressions across different levels of intensity was not exactly the same. The pattern of visual consistency effects on disgusted facial expression recognition is in line with the hypothesis, with larger consistency effects for level of 40% intensity that is the lowest level of intensity used in the current study. For the pattern of visual consistency effects on the recognition of fearful facial expressions, the larger consistency effects were observed when fearful faces under level of 80% intensity than unambiguous fearful faces (level of 100% intensity).

Moreover, consistency effects were divided into two types of effects, that is, facilitation effects and interference effects. The pattern of magnitude of facilitation effects on facial expressions of disgust and fear extends the prediction that larger consistency effects under lower level of intensity. The results showed that facilitation effects on the recognition of disgusted facial expressions was largest under level of 40% intensity (the lowest intensity used in this experiment), and was lowest under level of 100% intensity. In regard to facilitation effects on the recognition of fearful facial expressions,
a marginally larger facilitation effect was found on level of 80% intensity than on level of 100% intensity.

As for interference effects, the pattern of interference effects showed the opposite tendency to that of facilitation effects. It was found that the pattern of interference effects on the recognition of disgusted facial expressions was identical to that of interference effects on recognition of fearful ones. The magnitude of interference effects for fearful faces and disgusted ones depends on the level of intensity of facial expressions. Interference effects observed on facial expressions of disgust and fear was smallest at the lowest level of intensity (40%). And interference effects became larger when the level of intensity of facial expression was increased, but without significant differences between each pair of levels of 60% intensity, 80% intensity and 100% intensity.

5.2 Experiment 4

This experiment explored whether the observed auditory context effects are influenced by levels of intensity of facial expressions. It was expected, like the results in experiment 3, that auditory context effects would be greater in lower level of intensity of facial expressions.
5.2.1 Method

5.2.1.1 Participants

Twenty-three new participants between 18 to 31 years of age (12 females and 11 males) were recruited to take part in Experiment 4. Two participants were left-handed and 21 were right-handed. Twelve participants were arranged in the disgusted-face block, and 11 in the fearful-face block. They all had given informed consent and were paid NZD 10 for their participation. All had normal/corrected-to-normal vision and normal hearing ability.

5.2.1.2 Apparatus and Stimuli

The apparatus was the same as that described in chapter 2.

The images of disgusted and fearful face images in Experiment 3 were used in this experiment. The affective bursts of disgust and fear were the same as those in Experiment 2. Face images and affective bursts were presented simultaneously to create emotional-congruent or emotional-incongruent pairs. The reason for the choice of disgusted sound and fearful sound to create incongruent-disgusted stimuli and incongruent-fearful ones was that the recognition of disgusted faces paired with fearful
sounds and fearful faces paired with disgusted sounds was the worst in experiment 2. Isolated faces served as baseline stimuli and were presented in separate block.

5.2.1.3 Design and Procedure

This experiment used a 2 (facial expression: disgust or fear) x 4 (level of intensity: 40%, 60%, 80%, or 100%) x 3 (consistency condition: isolated faces, congruent condition, or incongruent condition) mixed factorial design. The factor of facial expression was the between-subjects factor, and the factors of level of intensity and consistency condition were the within-subjects factors.

The procedure was almost the same to that described in Experiment 3, except participants were asked to judge the expressions on faces while ignoring the accompanied sounds when presented with face-sound stimuli. The response screen presented two options (disgust and fear) to participants in the disgusted face block and the fearful-face block.

5.2.2 Results

The goal of this experiment was to examine the relationship between the auditory context effects and the levels of intensity of facial expressions.
The results of experiment 4 are plotted in Figure 5.2. A 3 x 4 x 2 mixed ANOVA with consistency condition (face-only condition, congruent condition, or incongruent condition) and level of intensity (40%, 60%, 80%, or 100%) as within-subjects factors and with facial expression (disgust or fear) as a between-subjects factor was performed. The analysis showed a main effect of consistency condition, \( F(1.18, 24.74) = 24.16, \ p < .001, \ \eta^2_p = .535 \), with higher accuracy on congruent face-sound stimuli (76.34%) than incongruent ones (37.05%) and face-only condition (57.38%), both ps < .001, and significant differences between incongruent face-sound stimuli and face-only condition, \( p = .001 \). A main effect for level of intensity was observed, \( F(1.23, 25.91) = 9.96, \ p = .002, \ \eta^2_p = .322 \). The accuracy of the level of 40% intensity (43.76%) was significantly lower than that of level of intensity of 60% intensity (57.38%), \( p = .002 \), lower than that of level of 80% intensity (62.01%), \( p = .005 \), and lower than that of level of 100% intensity (64.53%), \( p = .002 \). The accuracy of level of 60% intensity was marginally less than that of level of 80% intensity, \( p = .076 \), and was significantly less than that of level of 100% intensity, \( p = .030 \). The accuracy of level of 80% intensity was marginally less than that of level of 100% intensity, \( p = .085 \). A main effect of facial expression was not significant, \( F(1, 21) = 0.491, \ p = .491 \), with accuracy rates of disgusted faces being 58.39% and accuracy rates of fearful faces being 55.46%.
Figure 5.2. The Results from Experiment 4.

The two-way interaction between facial expression and level of intensity was significant, $F(1.23, 25.91) = 8.45, p = .005, \eta^2_p = .287$. For disgusted facial expressions, there were no significant differences between each pairs of the accuracy of level of 40% intensity (57.36%), level of 60% intensity (58.54%), level of 80% intensity (58.19%), and level of 100% intensity (59.44%), all $ps > .10$. For fearful facial expressions, the accuracy of the level of 40% intensity (30.15%) was significantly less than that of the level of 60% intensity (56.21%), less than that of the level of 80% (65.83%), and less than that of the level of 100% (69.62%), all $ps < .001$. The accuracy of the level of 60% intensity was significantly greater than that of the level of 80% intensity, $p = .014$, and significantly greater than that of the level of 100% intensity, $p = .007$. The accuracy of the level of 80% intensity was marginally less than that of the level of 100% intensity, $p = .073$. 
The two-way interaction between consistency condition and level of intensity was significant, $F(1.74, 36.54) = 7.04, \ p = .004, \ \eta^2_p = .251$. Under the level of 40% intensity, the accuracy of congruent face-sound stimuli (66.88%) was significantly greater than that of incongruent face-sound stimuli (29.68%) and isolated faces (34.71%), both $ps < .001$. The accuracy of incongruent face-sound stimuli was not significantly different from that of isolated faces, $p = .17$. Under the level of 60% intensity, the accuracy of congruent face-sound stimuli (77.80%) was significantly greater than that of incongruent face-sound stimuli (36.89%) and that of isolated faces (57.43%), both $ps < .001$. The accuracy of incongruent face-sound stimuli was significantly lower than that of isolated faces, $p < .001$. Under the level of 80% intensity, the accuracy of congruent face-sound stimuli (79.69%) was significantly higher than that of incongruent face-sound stimuli (38.93%), $p < .001$, and was significantly higher than that of isolated faces (67.42%), $p = .007$. The incongruent face-sound stimuli were worse accurately recognised than the isolated faces, $p < .001$. Under the level of 100% intensity, the accuracy of congruent face-sound stimuli (80.97%) was significantly greater than that of incongruent face-sound stimuli (42.68%), $p < .001$, and was significantly greater than that of the isolated faces (69.95%), $p = .001$. And, the accuracy of incongruent face-sound stimuli was significantly lower than that of the isolated faces, $p = .002$.

The two-way interaction between facial expression and consistency condition was non-significant, $F(1.18, 24.74) = 1.07, \ p = .325$. The three-way interaction was not significant, $F(1.74, 36.54) = 0.53, \ p = .563$. 
5.2.2.1 The Analysis for the Magnitude of Auditory Consistency Effects on Different Levels of Intensity of Facial Expressions

The main interest in experiment 4 was to directly test the relationship between the magnitude of auditory consistency effects and the level of intensity of facial expressions. Consistency effects for each level of intensity list in Table 5.4. A 2 (facial expression: disgust or fearful) x 4 (level of intensity: 40%, 60%, 80%, or 100%) mixed ANOVA was carried out on consistency effects (difference between congruent face-sound stimuli and incongruent face-sound stimuli), with facial expression as a between-subjects factor and level of intensity as a within-subjects factor. A main effect of facial expression was non-significant, $F(1, 21) = 0.69$, $p = .24$, with consistency effects for disgusted facial expressions being 45.63 and those for fearful facial expressions being 32.96. A main effect of level of intensity was non-significant, $F(3, 63) = 0.95$, $p = .42$. The interaction between facial expression and level of intensity was non-significant, $F(3, 63) = 1.45$, $p = .41$.

Table 5.4. Auditory Consistency Effects on Different Levels of Intensity of Facial Expressions.

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Level of Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40%</td>
</tr>
<tr>
<td>Disgust</td>
<td>46.46</td>
</tr>
<tr>
<td>Fear</td>
<td>27.96</td>
</tr>
</tbody>
</table>
The following analyses were carried out for facilitation effects and interference effects.

5.2.2.2 The Analysis for the Magnitude of Auditory Facilitation Effects on Different Levels of Intensity of Facial Expressions

The data for auditory facilitation effects presents in Table 5.5. A 4 x 2 mixed ANOVA with level of intensity (40%, 60%, 80%, and 100%) as a within-subjects factor and with facial expression (disgust and fear) as a between-subjects factor was conducted. A main effect of level of intensity for facilitation effects was found, $F(1.34, 28.15) = 7.21, p = .007, \eta^2_p = .256$. The largest facilitation effects were found for the lowest intensity (40%) of facial expressions (32.18%), which was significantly larger than 60% intensity (20.37%), $p = .009$, 80% intensity (12.26%), $p = .009$, and 100% intensity (11.01%), $p = .009$. The medium facilitation effects were observed under 60% intensity, with a marginal difference from 80% intensity, $p = .051$ and with a significant difference from 100% intensity, $p = .038$. Facilitation effects under 80% intensity did not significantly differ from those under 100% intensity, $p = .613$. There was a significant main effect of facial expression, $F(1, 21) = 4.509, p = .046, \eta^2_p = .177$, with larger facilitation effects for disgusted faces than fearful faces. There was no significant interaction between intensity and facial expression, $F(1.34, 28.15) = 0.23, p = .705$. 
Table 5.5. Auditory Facilitation Effects on Different levels of Intensity of Facial Expressions.

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Level of Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40%</td>
</tr>
<tr>
<td>Disgust</td>
<td>39.58</td>
</tr>
<tr>
<td>Fear</td>
<td>24.77</td>
</tr>
</tbody>
</table>

5.2.2.3 The Analysis for the Magnitude of Auditory Interference Effects on Different Levels of Intensity of Facial Expressions

The data for auditory interference effects presents in Table 5.6. A 4 x 2 mixed ANOVA with level of intensity (40%, 60%, 80%, and 100%) as a within-subjects factor and with facial expression (disgust and fear) as a between-subjects factor was conducted. A main effect of level of intensity for interference effects was found, $F(1.26, 26.46) = 8.45$, $p = .005$, $\eta^2_p = .287$. Interference effects were smallest under the condition of 40% intensity (-5.03), which was significantly lower than all three other conditions, all $ps < .05$. Interference effects observed under 80% intensity (-28.49) significantly differed from those under 60% intensity (-20.54), $p = .047$, but did not significantly differed from those under 100% intensity (-27.28), $p > .10$. There was no significant difference between 60% intensity and 100% intensity, $p > .10$. There was no main effect of facial expressions, $F(1, 21) = 0.08$, $p = .777$ and no interaction, $F (3, 63) = 0.60$, $p = .618$. 
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Table 5.6. Auditory Interference Effects of Different Levels of Intensity of Facial Expressions.

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disgust</td>
<td>-6.88</td>
<td>-15.63</td>
<td>-28.13</td>
<td>-25.00</td>
</tr>
<tr>
<td>Fear</td>
<td>-3.18</td>
<td>-25.45</td>
<td>-28.86</td>
<td>-29.55</td>
</tr>
</tbody>
</table>

5.2.3 Discussion

The experiment 4 examined the relationship between auditory context effects from vocal expressions and level of intensity of facial expressions. Unlike the results in experiment 3, the current experiment showed that the pattern of auditory consistency effects was the same for disgusted and fearful facial expressions. The magnitude of auditory consistency effects did not reveal any significant differences between any two levels of intensity, which is not consistent with the hypothesis that larger consistency effects would be found at lower level of intensity than at higher level of intensity. The results are in line with the study by Mondloch (2012) who found that the magnitude of context effects did not increase when judging subtle facial expressions (level of 40% intensity) compared to judging unambiguous facial expressions (level of 100% intensity).
Like the analyses done in experiment 3, consistency effects were divided into facilitation effects and interference effects. The findings revealed the magnitude of facilitation effects from emotional sounds was dependent on the level of intensity, with larger facilitation effects on the recognition of facial expressions at lower level of intensity (level of 40% intensity) than on the recognition of facial expressions at higher levels of intensity.

The results are consistent with the prediction that larger context effects under lower level of intensity than under higher level of intensity. The magnitude of interference effects observed on the recognition of both facial expressions showed the opposite trend to that of facilitation effects, which replicated the results obtained in experiment 3. The results showed that larger interference effects were found at the three higher levels of intensity (levels of 60%, 80%, and 100% intensity) than at the lowest level of intensity (level of 40% intensity).

5.3 Chapter General Discussion

Experiment 3 and Experiment 4 sought to explore the relationship between the magnitude of context effects and level of intensity of facial expressions. The current experiments revealed different patterns of consistency effects from visual and auditory contextual information on different levels of intensity. It was found that larger magnitude of visual consistency effects was found at lower levels of intensity of facial
expressions, whereas the magnitude of auditory consistency effects did not show any significant differences between any two levels of intensity of facial expressions. The findings might be caused by different types of contextual information. In a previous study (de Gelder & Vroomen, 2000), it has been found that emotional neutral-semantic sentences elicited greater consistency effects on the recognition of more ambiguous mixed facial expressions (e.g., 40% happiness-60% sadness) than on the recognition of unambiguous facial expressions (100% sadness), whereas emotional facial expressions did not elicit larger consistency effects on the recognition of ambiguous emotionally neutral-semantic sentences (e.g., 40% happiness-60% fear) than on the recognition of unambiguous ones (100% fear). More studies should carry out to explore the magnitude of consistency effects from visual and auditory contextual information using different levels of intensity of other facial expressions.

Further analyses showed that the findings of the current experiments showed both facilitation effects and interference effects were dependent on the factor of level of intensity. The magnitude of facilitation effects was larger at lower level of intensity of facial expressions, that is, on the recognition of ambiguous facial expressions, which is consistent with the study by van den Stock et al., (2007). The new finding is that the magnitude of interference effect was less at higher level of intensity of facial expression, which showed the opposite tendency to the magnitude of facilitation effect.
As mentioned above, perceptual similarity between facial expressions were called emotion seeds (Aviezer et al., 2008a, 2008b). When the intensity of a facial expression goes down, the intensity of emotion seeds in a facial expression becomes weaker. For example, a disgusted facial expression shares emotion seeds with an angry one, that is, disgust looks similar to angry. The intensity of emotion seeds which share between a disgusted facial expression and an angry one is reduced as the intensity of the disgusted face descends. In other words, the ability of emotion seeds to cause mis-categorising the disgusted face as angry weakens. It might explain that facilitation effects were larger on the recognition of facial expressions at lower level of intensity than those on the recognition of facial expressions at higher level of intensity. As for interference effects, they were smaller under lower level of intensity of facial expressions than under higher level of intensity ones, it might also because emotion seeds are too weak to be activated by incongruent emotional context.

Carroll and Russell (1996) pointed out that if fewer response options were provided, context effects from situational information on recognition of facial expressions would be eliminated. Righart and de Gelder (2008) have found that when the number of response choices was reduced from 3 to 2, consistency effects for disgusted facial expressions were eliminated. Tanaka-Matsumi, Attivissimo, Nelson and D’urso (1995) suggested that consistency effects might be attributed to the number of response options provided. Interestingly, although it was not the main goals of the current two experiments, consistency effects were still observed for facial expressions of disgust
and fear when response alternatives were reduced from six (in experiment 1 and 2) to two (in experiment 3 and 4). The results suggest that consistency effects on recognition of facial expressions are robust no matter how many response options were provided.

In general, recognition of different levels of intensity of facial expressions is influenced by simultaneously presented contextual information. The magnitude of facilitation effects and interference effects depends on level of intensity, with larger facilitation effects on lower level of intensity of facial expressions and larger interference effects on higher level of intensity of facial expressions.
Chapter 6  Context Effects and Attentional Resources

The experiments above demonstrated that context effects are robust. Generally, congruent contextual information improves recognition of facial expressions, while incongruent contextual information impairs recognition of facial expressions to different degrees.

It remained unclear, however, whether the process of such context effects depends on attentional resources. In this chapter, level of perceptual load was manipulated to investigate whether attentional resources are required in the processing of context effects on facial expression recognition. As proposed by load theory (Lavie, 1995; Lavie & Tsal, 1994), in situations of low perceptual load, sufficient attentional resources are left and then are involuntarily allocated to task-irrelevant stimuli, subsequently resulting in distractor effects on target processing. If level of perceptual load were increased, attentional resources would be almost occupied by primary tasks, thus distractor effects from task-irrelevant stimuli would be reduced or disappear. Distractor effects here refer to facilitation effects from irrelevant-congruent contextual stimuli and interference effects from irrelevant-incongruent contextual stimuli on target processing. In other words, if context effects from contextual stimuli were observed under both high and low perceptual load, and were not reduced under high perceptual load condition compared to under low perceptual load condition, it suggests that attention resources would not influence the processing of context effects. If context effects were observed
to be decreased or eliminated under high perceptual load condition compared to under low perceptual load condition, it is supposed that context effects elicited by contextual stimuli on recognition of facial expressions would be constrained by attentional resources.

6.1 Experiment 5

The purpose of Experiments 5 was to explore whether the observed visual context effects on recognition of facial expressions were dependent on attentional resources by manipulating level of perceptual load. The way of manipulation of perceptual load will be explained in the procedure section.

6.1.1 Method

6.1.1.1 Participants

Twenty-five new participants between 18 to 37 years of age (12 females and 13 males) were recruited to take part in Experiment 5. All participants were right-handed. Thirteen participants took part in the Disgusted-face block, and 12 participants took part in the Fearful-face block. The data from four participants was excluded from the analyses, two from the Disgusted-face block because the wrong test trials were given to them and two (one per each block) because the participants could not recognise the target
facial expression. The wrong test trials were because the experimenter made mistakes on the proportion of the number of go trials and no-go trials. They all had given informed consent and were paid NZD 8 for participation. All had normal/corrected-to-normal vision.

6.1.1.2 Apparatus and Stimuli

The apparatus was the same as that described in chapter 2.

The stimuli were the same as the images in the Experiment 3, including congruent disgusted face-disgusted body images, incongruent disgusted face-angry body images, congruent fearful face-fearful body images, and incongruent fearful face-surprised body images. A coloured shape was placed on the centre of the forehead of each image. There were four combinations of the coloured shapes, consisting of a red circle, a red square, a blue circle and a blue square. The width and height of squares was 0.9 x 0.9 cm, and the diameter of circles was 0.9 cm. Isolated faces served as baseline stimuli and were presented in a separate block in each perceptual load block.

6.1.1.3 Design and Procedure

This experiment used a 2 (facial expression: disgust or fear) x 3 (consistency condition: isolated faces, congruent condition, or incongruent condition) x 2 (perceptual load: low
load, or high load) mixed factorial design. The factor of facial expression was a between-subjects factor, and the factors of consistency condition and perceptual load were two within-subjects factors.

Each trial consisted of the following sequence (see Figure 6.1). A fixation cross was displayed for 500 ms. A face-body image or a face image was presented until participants pressed one of the designated keys or disappeared after 1830 ms without any response. Feedback was followed and lasted for 500 ms. Finally, a blank screen was shown for 1000 ms.

![Figure 6.1. An Illustration of a Typical Trial of Experiment 5.](image)

There were two blocks in this test, one is disgusted-face block, and the other is fearful-face block. The experiment used the go/no-go paradigm. In each of the two blocks, participants had to complete the task of facial expression recognition both
under low perceptual load and under high perceptual load. The perceptual load was manipulated basing on feature integration theory (Treiman & Gelade, 1980): 1. low load block, participants were instructed to respond to a single feature (colour); 2. high load block, participants were required to respond to the combination of two features (colour and shape). The proportion of go and no-go trials was 3:1 and was the same in both load conditions. In total, there were 144 go trials and 48 no-go trials per each perceptual load block.

Figure 6.2 shows examples of the response cues. For low load trials, the response cue was either the blue colour or the red colour, which was randomly arranged to participants; for high load trials, the response cue was the combination of colour and shape (either a blue square or a red circle), or the reversed combination (either a red square or a blue circle). The order of low and high load conditions was balanced across participants. The task for both load conditions was the same. When the response cue was given to participants, they were required to press ‘c’ for disgusted face and ‘m’ for angry face in disgusted-face block and ‘c’ for fearful face and ‘m’ for surprised face in fearful-face block by using left and right index finger. They were asked to make a judgment on the emotional faces while ignoring bodily context as accurately and quickly as possible. The response keys representing for the emotions were balanced across participants. When participants were not given the response cue, they were instructed to withhold from pressing any response key. Feedback after each trial was provided to participants on whether they should respond or not, rather than whether the
choice of facial expressions recognition was correct or not. “Correct” in blue was on screen when participants pressed one of the response keys after showing with a response cue, or did not press any key after showing with a non-response cue. “Oops” in red was on screen when participants pressed any response key after showing with a non-response cue. “Please faster.” in red on screen when participants did not make a judgment after showing with a response cue. Twenty-four practice trials were given to participants before starting to do the low load block and 48 practice trials before the high load block.

Figure 6.2 Examples of the Response Cues in Go/No-go trials.
6.1.2 Results

Signal Detection Theory (SDT) was adopted to analyse performance on the perceptual load task (the go/no-go task). Then the following analyses were carried out on the data of accuracy of target facial expressions and reaction times (RT) on correct response.

6.1.2.1 Analysis for d’ to Assess the Manipulation of Perceptual Load

The sensitivity index, d’, was calculated in terms of Z(hits) – Z(false alarms) to ascertain whether the manipulation of perceptual load was effective or not. A hit was defined as that in a go trial, participants pressed one of the two designated keys, no matter the response was correct or not in the task of recognition of facial expressions. And a false alarm was defined as a response made in a no-go trial. The d’ is detailed in Table 6.1. A 2 x 3 x 2 mixed factorial ANOVA was conducted for d’, with facial expression (Disgust, Fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, and incongruent condition) and perceptual load (low load, and high load) as within-subjects factors. A main effect of perceptual load for d’ was found, $F(1, 19) = 31.35, p < .001, \eta^2_p = .623$, with d’ = 3.69 under low load larger than d’ = 2.83 under high load. A marginal main effect of emotion was found, $F(1, 19) = 3.62, p = .072, \eta^2_p = .160$, with d’ = 3.52 for disgusted faces larger than d’ = 3.00. There was no significant main effect of consistency condition for d’, $F(2, 38) =$
Neither two-way interactions nor three-way interaction was found, all $ps > .10$.

Table 6.1. $d'$ of Target Facial Expressions with Bodily Expressions under Low Perceptual Load and High Perceptual Load (Visual Context under Visual Load).

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.83 (0.18)</td>
<td>3.14 (0.36)</td>
<td>3.83 (0.17)</td>
</tr>
<tr>
<td>Fear</td>
<td>3.36 (0.27)</td>
<td>2.10 (0.20)</td>
<td>3.71 (0.26)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses.

6.1.2.2 Analysis for Accuracy of the Recognition of Facial Expressions

The data of accuracy is presented in Table 6.2. A three-way mixed ANOVA with facial expression (disgust, or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted, showing a main effect of consistency condition, $F(1.30, 24.75) = 17.86, p < .001$, $\eta^2 = .61$. 
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The accuracy of congruent condition (66.79%) significantly higher than that of isolated faces (49.75%), \( p < .001 \) and higher than that of incongruent condition (39.11%), \( p = .009 \), and with the accuracy of incongruent condition significantly less than that of isolated faces, \( p < .001 \). There were no main effect of perceptual load, \( F(1, 19) < 0.001, p > .10 \), and no main effect of facial expression, \( F(1, 19) = 0.001, p > .10 \). The two-way interaction between facial expression and perceptual load was non-significant, \( p > .10 \).

Table 6.2. Mean Accuracy of Target Facial Expressions with Bodily Expressions under Perceptual Load (Visual context under Visual Load) (%).

<table>
<thead>
<tr>
<th>Facial Expressions</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td></td>
<td>54.58 (8.03)</td>
<td>55.00 (5.38)</td>
<td>79.79 (9.76)</td>
</tr>
<tr>
<td></td>
<td>15.42 (5.73)</td>
<td>38.75 (5.92)</td>
<td></td>
</tr>
<tr>
<td>Disgust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear</td>
<td>46.59 (3.12)</td>
<td>42.80 (4.58)</td>
<td>61.17 (6.14)</td>
</tr>
<tr>
<td></td>
<td>53.79 (5.23)</td>
<td>48.48 (3.91)</td>
<td></td>
</tr>
</tbody>
</table>

- SEM in Parentheses.

The two-way interaction between facial expression and consistency condition was significant, \( F(1.30, 24.75) = 9.88, p = .002, \eta^2_p = .342 \). For disgusted faces, the...
accuracy of congruent condition (73.54%) was significantly greater than that of isolated faces (54.79%), \( p = .003 \) and greater than that of incongruent condition (27.08%), \( p < .001 \). The accuracy of incongruent condition significantly less than that of isolated faces, \( p < .001 \). For fearful faces, the significant difference was only observed between congruent condition (60.04%) and isolated faces (44.70%), \( p = .008 \). There were no other significant differences between incongruent condition (51.14%) and isolated faces and between congruent condition and incongruent condition, both \( ps > .10 \).

The two-way interaction between consistency condition and perceptual load was significant, \( F(1.94, 36.79) = 5.89, p = .006, \eta^2_p = .237 \). Under low perceptual load, the accuracy of congruent condition (70.48%) was significantly greater than that of incongruent condition (34.60%), \( p < .001 \) and greater than that of isolated faces (50.59%), \( p = .001 \). The accuracy of incongruent condition significantly less than that of isolated faces, \( p = 0.004 \). Under high perceptual load, the accuracy of congruent condition (63.10%) was significantly greater than that of incongruent condition (43.62%), \( p = .006 \) and greater than that of isolated faces (48.90%), \( p = .004 \). There was no significant difference between incongruent condition and isolated faces, \( p > .10 \).

The three-way interaction was significant, \( F(1.94, 36.79) = 8.20, p = 0.001, \eta^2_p = 0.301 \). Decomposing the three-way interaction showed that for disgusted facial expressions under low load condition, the accuracy of congruent condition (79.79%) was
significantly greater than that of incongruent condition (15.42%), \( p < 0.001 \) and greater than that of isolated faces (54.58%), \( p = .001 \). The accuracy of incongruent condition significantly less than that of isolated faces, \( p < .001 \). For disgusted facial expressions under high load condition, the accuracy of congruent condition (67.29%) was significantly greater than that of incongruent condition (38.75%), \( p = .006 \), and was marginally different from that of isolated faces, \( p = .066 \). The accuracy of incongruent condition significantly less than that of isolated faces, \( p = .009 \).

For fearful facial expressions under low load condition, the accuracy of congruent condition (61.18%) was significantly greater than that of isolated faces (46.59%), \( p = .028 \). The accuracy of incongruent condition (53.79%) was not significantly different from that of congruent condition and that of isolated faces, both \( ps > .10 \). For fearful facial expressions under high perceptual load, the accuracy of congruent condition (58.90%) was significantly greater than that of isolated faces (42.80%), \( p = .015 \). The accuracy of incongruent condition (48.49%) was not significantly different from that of congruent condition and that of isolated faces, both \( ps > .10 \).

In order to directly compare facilitation effects and interference effects between low load condition and high load condition, a 2 x 2 repeated measures ANOVA with within-subjects factors type of context effect (facilitation effects, interference effects) and perceptual load (low load, and high load) was perform for disgusted facial expressions. The details of facilitation effects and interference effects are listed in
Table 6.3. For disgusted facial expressions, a main effect of type of context effect was not significant, $F(1, 9) = 2.69, p = .136$, without significant differences between facilitation effects (18.75) and interference effects (27.71). A main effect of perceptual load was significant, $F(1, 9) = 12.64, p = .006, \eta^2_p = .584$, with larger context effects under low load condition (32.19) than under high load condition (14.27). The interaction between type of context effect and perceptual load was not significant, $p > .10$.

For fearful facial expressions, there were neither significant interference effects under low load nor significant interference effects under high load. Thus, a paired-sample t test was conducted for facilitation effects. The results showed that there were no significant differences of facilitation effects between low load condition and high load condition, $t(10) = 0.294, p > .10$.

Table 6.3. Facilitation and Interference Effects under Perceptual Load (Visual Context under Visual Load).

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Facilitation effects</th>
<th>Interference effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>25.21 (6.48)</td>
<td>12.29 (3.65)</td>
</tr>
<tr>
<td>Fear</td>
<td>14.58 (6.04)</td>
<td>16.10 (7.60)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses
6.1.2.3 Analysis for RTs of the Recognition of Facial Expressions

Mean reaction times (RTs) (listed in Table 6.4) were computed for each participant when making a correct response on facial expression recognition task. A three-way mixed ANOVA with facial expression (disgust or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted. A main effect of consistency condition was significant, $F(2, 38) = 4.93$, $p = .013$, $\eta^2_p = .206$. RTs for incongruent condition (1007.25 ms) were significantly longer than those for congruent condition (955.03 ms), $p = .012$, and longer than those for isolated faces (947.62 ms), $p = .014$. There was no significant difference of RTs between congruent condition and isolated faces, $p > .10$. A main effect of perceptual load was significant, $F(1, 19) = 10.26$, $p = .005$, $\eta^2_p = .351$, with RTs under low load (900.01 ms) significantly less than RTs under high load (1039.92 ms), which confirmed that the manipulation of perceptual load was effective. There was no main effect of facial expression, $F(1, 19) = 0.675$, $p > .10$. The interaction between perceptual load and facial expression was marginally significant, $F(1, 19) = 3.88$, $p = .064$, $\eta^2_p = .170$. All other two-way interactions and the three-way interaction were non-significant, all $p$s > .10. The results showed that there was no accuracy-speed trade-off.
Table 6.4. Mean Reaction Times (ms) on Correct Responses of Target Facial Expressions with Bodily Expressions under Perceptual Load

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>871.11 (55.08)</td>
<td>920.11 (58.50)</td>
<td>883.57 (70.66)</td>
</tr>
<tr>
<td>Fear</td>
<td>893.90 (73.16)</td>
<td>1105.36 (92.80)</td>
<td>877.46 (65.21)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses.

6.1.3. Discussion

The goal of this experiment was to investigate whether context effects from congruent and incongruent bodily expression to facial expression are dependent on attentional resources. Based on Load Theory (Lavie & Tsal, 1994), under low perceptual load, enough attentional resources are left and are involuntarily allocated to the processing of task-irrelevant distractor, whereas under high perceptual load, fewer attentional resources are left to process the task-irrelevant distractor. In other words, if distractor effects (facilitation effects and interference effects) from task-irrelevant stimuli are reduced or eliminated under high load condition compared to low load condition,
distractor effects are modulated by attentional resources, whereas if distractor effects are not influenced by perceptual load, distractor effects from task-irrelevant stimuli are free of attentional resources.

The analyses for disgusted facial expressions showed that congruent bodily expressions benefited recognition of facial expressions, with higher accuracy compared to isolated disgusted facial expressions, while incongruent bodily expressions impaired the recognition of facial expression, with lower accuracy and longer RTs compared to isolated disgusted faces. It was found that for disgusted facial expressions, context effects (facilitation effects and interference effects) from task-irrelevant bodily expressions were reduced as level of perceptual load was increased. In the current experiment, under high perceptual load, fewer attention resources are left for processing of task-irrelevant bodily expressions, including congruent and incongruent bodies. The findings suggested that both facilitation effects and interference effects on the recognition of disgusted facial expressions depend on the amount of attentional resources.

For fear facial expressions, recognition of facial expressions was also improved when paired with fearful bodily expressions, with higher accuracy compared to isolated fearful faces. By contrast, the accuracy analysis did not show any significant interference effects from incongruent surprised bodies on the recognition of fearful faces under both perceptual load conditions. Interference effects on fearful facial expression recognition were reflected by the results of RTs that longer RTs were found
when fearful faces paired with surprised bodies, in contrast to isolated fearful faces. Unlike disgusted facial expressions, facilitation and interference effects on the recognition of fearful facial expressions were not significantly different from low load condition to high load condition, which suggests that facilitation effects and interference effects on recognition of fearful faces are not constrained by attentional resources. The findings were consistent with an ERP study conducted by Meeren et al. (2005). Their results showed incongruent face-body stimuli enhanced the amplitude of early P1 component than congruent face-body stimuli, which indirectly lends support to the notion the context effects to facial expression did not require attentional resources.

The distinction of processing of context effects between fear and disgust provides new evidence to the dissociated pattern of processing between these two facial expressions. Righart and de Gelder (2008) have found different patterns of context effects on recognition of fearful faces and disgusted faces. In their study, context effects on recognition of fearful faces and disgusted faces exist when completing three-alternative force choice task, whereas when completing two-alternative force choice task, context effects on fearful faces were observed, but no context effects on disgusted facial expressions. Such different patterns for fearful and disgusted facial expressions were found in another study (Lee, Kang, Lee, Namkoong, & An, 2011). Their results indicated a differential priming effect for subliminal fear and disgusted faces, with a stronger subliminal priming effect for fearful faces relative to disgusted faces. The different pattern for processing fearful and disgusted faces might be attributed to
relatively separate underlying neural structures for them. Previous studies (Calder et al., 2001; Phillips et al., 1997; Phillips et al., 2004) indicated that the processing of fearful facial expressions mainly activates amygdala, whereas the processing of disgusted facial expressions mainly elicits the activation of insula-basal ganglia system. It would be interesting to explore whether different patterns of context effects would happen to other facial expressions and to further explore the underlying mechanism of different patterns between fearful faces and disgusted one.

6.2 Experiment 6A

Experiment 5 found different patterns of the relationship between visual context effects and attention resources for fearful and disgusted faces. It is found that facilitation effects and interference effects on the recognition of disgusted faces need attentional resources, while facilitation effects and interference effects on the recognition of fearful facial expression are free of attentional resources.

In this experiment, I manipulated level of perceptual load in visual modality (as in Experiment 5) to investigate the relationship between auditory context effects and attentional resources.
6.2.1 Method

6.2.1.1 Participants

Twenty-three new participants between 18 to 36 years of age (13 females and 10 males) were recruited to take part in Experiment 6A. All participants were right-handed except one was left-handed. Twelve participants took part in the Disgusted-face block, and 11 participants took part in the Fearful-face block. One participant was excluded from the analyses, because the participant cannot recognise target facial expression. They all had given informed consent and were paid NZD 8 for participation. All had normal/corrected-to-normal vision and normal hearing ability.

6.2.1.2 Apparatus and Stimuli

The apparatus used was the same as that described in Chapter 2.

The images of disgusted and fearful face images were used in this experiment. The affective bursts of disgust and fear were presented simultaneously with the face images to create emotional-congruent pairs (that is, disgusted face-disgusted sound compounds and fearful face-fearful body compounds) and emotional-incongruent pairs (that is, disgusted face-fearful sound compounds and fearful face-disgusted sound compounds).
compounds). The response cues in go/no-go task were the same as those in experiment 5.

6.2.1.3 Design and Procedure

The design was the same as that in experiment 5, with facial expression (disgust or fear) as a between-subjects factor, and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load or high load) as two within-subjects factors.

The procedure was the same as that in Experiment 5 except for the arrangement of response keys. Participants were asked to press ‘c’ or ‘m’ to indicate whether the face was fearful or disgusted, meanwhile ignoring the vocal expressions, when the appropriate response cue appeared.

6.2.2 Results

6.2.2.1 Analysis for d’ to Assess the Manipulation of Perceptual Load

d’ of target facial expression with affective sound is presented in Table 6.5. A mixed factorial ANOVA was also conducted for d’, with facial expression (Disgust, Fear) as one between-subjects factor and with consistency condition (face-only condition,
congruent condition, and incongruent condition) and perceptual load (low load, and high load) as within-subjects factors. The results were similar to those in experiment 5.

A significant main effect of perceptual load for d’ was found, $F(1, 20) = 65.19$, $p < .001$, $\eta^2_p = .765$, with $d' = 3.72$ under low load larger than $d' = 2.63$ under high load. There were no significant main effect of consistency condition for d’, $F(2, 40) = 1.41$, $p = .257$, and no main effect of facial expression, $F(1, 20) = 0.29$, $p = .598$. Neither two-way interactions nor three-way interaction were found, all $ps > .10$.

Table 6.5. d’ of Target Facial Expression with Affective Sound under Low and High Perceptual Load (Auditory Context under Visual Load)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only</th>
<th>Congruent</th>
<th>Incongruent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Load</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.55</td>
<td>2.45</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.24)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Fear</td>
<td>3.88</td>
<td>2.56</td>
<td>3.84</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.23)</td>
<td>(0.10)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses
6.2.2.2 Analysis for Accuracy of the Recognition of Facial Expressions

The data of accuracy is presented in Table 6.6. A three-way mixed ANOVA with facial expression (disgust, or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted. A main effect of consistency condition was significant, \( F(1.26, 25.22) = 31.38, p < .001, \eta^2_p = .611. \) The accuracy of congruent condition (74.34\%) was significantly higher than that of isolated faces (53.74\%), \( p < .001 \) and higher than that of incongruent condition (31.06\%), \( p < .001 \), and the accuracy of incongruent condition was significantly less than that of isolated faces, \( p < .001 \). A main effect of perceptual load was not significant, \( F(1, 20) = 0.138, p > .10. \) There was no main effect of facial expression, \( F(1, 20) = 0.135, p > .10. \) All the two-way interactions were not significant, all \( ps > .10. \) The three-way interaction was non-significant, \( p > .10. \)
Table 6.6. Mean Accuracy of Target Facial Expressions with Affective Sounds under Low and High Perceptual Load (Auditory Context under Visual Load) (%)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only</th>
<th>Congruent</th>
<th>Incongruent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>50.19 (3.18)</td>
<td>51.33 (4.35)</td>
<td>81.63 (6.93)</td>
</tr>
<tr>
<td>Fear</td>
<td>58.33 (3.84)</td>
<td>55.11 (4.94)</td>
<td>72.35 (7.95)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses

6.2.2.3 Analysis for RTs of the recognition of Facial Expressions

RTs (listed in Table 6.7) were computed for each participant when making a correct response on facial expression recognition task. A three-way mixed ANOVA with facial expression (disgust, or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted. A main effect of perceptual load was significant, $F(1, 20) = 18.15, p < .001, \eta^2_p = .476$, with RTs under low load (896.82 ms) significantly less than RTs under high load (1079.93 ms), which confirmed that the manipulation of perceptual load was effective.
There were no main effects of facial expression and consistency condition, both ps > .10. All the three two-way interactions and the three-way interaction were non-significant, all ps > .10. The results showed that there was no accuracy-speed trade-off.

Table 6.7. Mean Reaction times (ms) on correct responses of target facial expressions with affective sound under perceptual load (Auditory context under visual load)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>984.63 (44.99)</td>
<td>1103.60 (76.77)</td>
<td>922.15 (44.04)</td>
</tr>
<tr>
<td>Fear</td>
<td>813.93 (54.27)</td>
<td>1007.99 (55.56)</td>
<td>808.38 (40.25)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses

6.2.3 Discussion

Experiment 6A was to find out whether auditory context effects from congruent and incongruent vocal expressions on recognition of facial expressions is dependent on attentional resources. In this experiment, higher accuracy was found for congruent
face-sound pairs than for isolated face stimuli under low load and high load conditions. No significant interaction shows that the magnitude of facilitation effects under low load did not significantly differ from that of facilitation effects under high load. The analysis of RTs did not show there was benefit from congruent vocal expressions to facial expression under both load conditions.

The results showed that RTs for incongruent pairs did not significantly differ from those for isolated face stimuli under low load and under high load. The accuracy for incongruent face-sound pairs was lower than that for isolated face stimuli under both low load and high load condition. No significant interaction shows that the magnitude of interference effect was not significant different from low load condition to high load condition. The results indicated that attentional resources might not be needed for context effects, including facilitation and interference effects from vocal expressions on facial expression recognition. The findings are consistent with previous studies (Vroomen et al., 2001), which have found cross-modal interaction and integration proceeds in an automatic way, without the requirement of attentional resources.

6.3 Experiment 6B

The results of Experiment 6A suggest that facilitation effects and interference effects from vocal expressions might not be influenced by attentional resources. However, there is a concern whether attentional resources are centrally limited (Kahneman, 1973) or modality specific (Hancock, Oron-Gilad, & Szalma, 2007; Wickens, 2008). In other
words, it is doubtful whether perceptual load in one modality could have an effect on
the perception of distractors in another modality. So, in experiment 6B, perceptual load
was manipulated in auditory modality to examine whether auditory context effects
require attentional resources or not.

6.3.1 Method

6.3.1.1 Participants

Twenty-three new participants between 18 to 40 years of age (18 females and 5 males)
were recruited to take part in Experiment 6B. Two participants were left-handed and 21
were right-handed. Twelve participants were arranged in the disgusted-face block, and
11 participants were in the fearful-face block. Two participants (one per each block)
were excluded from the analyses, because the participants cannot recognise target
facial expression. They all had given informed consent and were paid NZD 8 for
participation. All had normal/corrected-to-normal vision and normal hearing ability.

6.3.1.2 Apparatus and Stimuli

The apparatus and stimuli were identical to the details described in Experiment 6A,
except for the response cue. The response cue in this experiment was a 2500 Hz pure
tone, which was played simultaneously with emotional face images and affective
bursts.
6.3.1.3 Design and Procedure

The design and procedure were the same as that in Experiment 6A. The perceptual load was manipulated in auditory modality. For low load trials, participants were asked to respond when hearing a smooth or a trilled tone; for high load trials, participants were asked to respond when hearing a smooth tone from left ear or a trilled tone from right ear, or to respond the reversed combinations (a smooth tone from right ear or a trilled tone from left ear).

6.3.2. Results

6.3.2.1 Analysis for d' to Assess the Manipulation of Perceptual Load

d' of target facial expression with affective sound presents in Table 6.8. A mixed factorial ANOVA was also conducted for d', with facial expression (disgust, or fear) as one between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors. A significant main effect of perceptual load for d' was found, $F(1, 20) = 23.99, p < .001, \eta^2_p = .657$, with $d' = 2.99$ under low load larger than $d' = 2.09$ under high load. There was no significant main effect of consistency condition for d', $F(2, 40) = 0.75, p = .478$, and no main effect of facial expression, $F(1, 20) =$.
0.002, $p = .966$. There were no interaction effects between any two factors and no three-way interaction found, all $ps > .10$.

Table 6.8. $d'$ of Target Facial Expressions with Affective Sounds under Low and High Perceptual Load (Auditory Context under Auditory Load).

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only</th>
<th>Congruent</th>
<th>Incongruent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>2.69</td>
<td>2.38</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.16)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Fear</td>
<td>3.20</td>
<td>2.25</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(0.27)</td>
<td>(0.14)</td>
</tr>
</tbody>
</table>

• SEM in Parentheses

6.3.2.2 Analysis for Accuracy of the Recognition of Facial Expressions

The data of accuracy is presented in Table 6.9. A three-way mixed ANOVA with facial expression (disgust, or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted. A main effect of consistency condition was significant, $F(1.30, 24.77) = 26.98$, $p < .001$,
$\eta^2_p = 0.587$. The accuracy of congruent condition (69.46%) was significantly higher than that of isolated faces (56.17%), $p < .001$ and higher than that of incongruent condition (32.51%), $p < .001$, and the accuracy of incongruent condition was significantly less than that of isolated faces, $p < .001$. A main effect of load was significant, $F(1, 19) = 11.36$, $p = .003$, $\eta^2_p = .374$, with the accuracy of low load (57.23%) significantly differing from that of high load (48.19%). A main effect of facial expression was significant, $F(1, 19) = 6.58$, $p = .019$, $\eta^2_p = .257$, with the accuracy of disgusted faces (57.55%) significantly higher than that of fearful faces (47.88%). All the two-way interactions were not significant, all $ps > .10$. The three-way interaction was non-significant, $p > .10$. 
Table 6.9. Mean Accuracy of Target Facial Expressions with Affective Sounds under Low and High Perceptual Load (Auditory Context under Auditory Load) (%)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>High Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>69.13 (5.66)</td>
<td>57.20 (5.48)</td>
<td>83.14 (4.21)</td>
</tr>
<tr>
<td>Fear</td>
<td>52.08 (6.06)</td>
<td>46.25 (5.57)</td>
<td>69.17 (8.15)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses

6.3.2.3 Analysis for RTs of the Recognition of Facial Expressions

RTs (listed in Table 6.10) were computed for each participant when making a correct response on facial expression recognition task. A three-way mixed ANOVA with facial expression (disgust, or fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load) as within-subjects factors was conducted. A main effect of consistency condition was significant, $F(1.47, 27.93) = 9.62, \ p = .002, \ \eta^2_p = .336$. RTs for congruent condition (1125.29 ms) significantly longer than those for isolated faces (1029.59 ms), $p = .005$, but did not significantly differ from those for
incongruent condition (1140.69 ms), $p > .10$. RTs for incongruent condition was significantly longer than those for isolated faces, $p = .003$. A main effect of perceptual load was significant, $F(1, 19) = 29.25$, $p < .001$, $\eta^2_p = .606$, with RTs under low load (994.56 ms) significantly less than RTs under high load (1202.48 ms), which confirmed that the manipulation of perceptual load was effective. There was no main effect of facial expression, $p > .10$. All the three two-way interactions and the three-way interaction were non-significant, all $ps \geq .10$. The results showed that there might be accuracy-speed trade-off.

Table 6.10 Mean Reaction Times (ms) on Correct Response of Target Facial Expressions with Affective Sounds under Perceptual Load (Auditory Context under Auditory Load)

| Facial Expression | Face-only Condition | | Congruent Condition | | Incongruent Condition | |
|------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
|                  | Low Load | High Load | Low Load | High Load | Low Load | High Load | |
| Disgust          | 955.99   | 1141.57   | 1035.11  | 1226.02   | 1093.35  | 1252.15   | |
|                  | (59.37)  | (59.33)   | (68.00)  | (63.28)   | (81.18)  | (74.67)   | |
| Fear             | 933.18   | 1087.64   | 993.7    | 1246.30   | 956.02   | 1261.21   | |
|                  | (68.86)  | (81.81)   | (54.94)  | (78.72)   | (64.69)  | (76.94)   | |

* SEM in Parentheses
6.3.2.4 Analysis for Inversed Efficiency (IE) Scores

In order to take accuracy and RTs together into account, inversed efficiency (IE) scores (Townsend & Ashby, 1978) were used to analyse context effects. IE scores were values of dividing mean RTs by accuracy rates. The smaller IE scores, like RTs, represent better performance. IE scores are presented in Table 6.11.

Because of violation of the assumption of homogeneous variance, analysis was performed on a log transformation of the IE scores. A three-way mixed ANOVA with facial expression (Disgust, Fear) as a between-subjects factor and with consistency condition (face-only condition, congruent condition) and perceptual load (low load, and high load) as within-subjects factors was conducted. A main effect of consistency condition was significant, $F(1.07, 20.41) = 20.46, p < .001, \eta^2_p = .519$. Participants recognised facial expression under congruent condition (3.22) significantly faster than under isolated faces (3.28), $p = 0.024$, and faster than recognised incongruent condition (3.69), $p < 0.001$. The log IE score under the incongruent condition were significantly slower than that under isolated faces were, $p < .001$. A main effect of perceptual load was significant, $F(1, 19) = 25.68, p < .001, \eta^2_p = .575$, with log IE score under low load (3.32) less than log IE score under high load (3.47). There was no main effect of facial expression, $p > .10$. All the three two-way interactions and the three-way interaction were non-significant, all $ps > .10$. 
Table 6.11 Mean Log Transformation of IE scores on Correct Response of Target Facial Expressions with Affective Sounds under Perceptual Load (Auditory Context under Auditory Load)

<table>
<thead>
<tr>
<th>Facial Expression</th>
<th>Face-only Condition</th>
<th>Congruent Condition</th>
<th>Incongruent Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Load</td>
<td>Low Load</td>
<td>Low Load</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.15 (0.05)</td>
<td>3.09 (0.05)</td>
<td>3.09 (0.05)</td>
</tr>
<tr>
<td>Fear</td>
<td>3.26 (0.05)</td>
<td>3.17 (0.05)</td>
<td>3.17 (0.05)</td>
</tr>
</tbody>
</table>

- SEM in Parentheses

6.3.2.5 Analysis for d’ for Experiment 6A and 6B

Taking results of both experiment 6A and experiment 6B into account, a four-way mixed designed ANOVA was conducted, with two between-subjects factors of facial expression (disgust or fear) and modality of perceptual load (visual or auditory), and two within-subjects factors of consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low or high). A main effect of perceptual load was significant, $F(1, 39) = 98.64, p < .001, \eta^2_p = 0.717$, with d' under low load (3.40) greater than that under high load (2.38). A main effect of modality was
significant, $F(1, 39) = 21.64, p < .001, \eta^2_p = .357$, with $d'$ for visual modality (3.18) larger than that for auditory modality (2.56). The interaction between perceptual load and facial expression was significant, $F(1, 39) = 5.48, p = .024, \eta^2_p = .123$. For disgusted facial expression, the difference of $d'$ between low load and high load (0.75) was significant, $p < .001$. For fearful facial expressions, the difference of $d'$ between low load and high load (1.21) was also significant, $p < .001$. The other main effects, all the other two-way interactions, all the three-way interactions, and the four-way interaction were all non-significant, all $p$s > .10.

6.3.2.6 Analysis for IE Scores for Experiment 6A and 6B

From the above analyses, there might be speed-accuracy tradeoff for context effects. Besides, due to violation of the assumption of homogeneous variance, the following analysis was conducted for on a log transformation of the IE scores. A four-way mixed designed ANOVA was conducted, with two between-subjects factors of facial expression (disgust, or fear) and modality of perceptual load (visual, or auditory), and two within-subjects factors of consistency condition (face-only condition, congruent condition, or incongruent condition) and perceptual load (low load, or high load). A main effect of consistency condition was significant, $F(1.15, 44.95) = 45.85, p < .001, \eta^2_p = .540$. Facial expressions were recognised faster when paired with congruent sound (3.18) faster than isolated faces (3.27) and faster than when paired with incongruent sound (3.67), all $p$s < .001. A main effect of perceptual load was significant,
$F(1, 39) = 10.12$, $p = .003$, $\eta^2_p = .206$. Facial expressions under low load (3.33) were recognised faster than those under high load (3.42). The main effects of modality and facial expression were non-significant, both $p_s > .10$. The interaction between perceptual load and modality was significant, $F(1, 39) = 4.40$, $p = .042$, $\eta^2_p = .101$. For low perceptual load condition, there was no significant difference of log IE scores of facial expressions between the conditions of visual perceptual load (3.33) and auditory perceptual load (3.32), $p > .10$. For high perceptual load condition, the log IE score of recognition of facial expressions under visual perceptual load (3.36) was marginally less than that under auditory perceptual load (3.47), $p = .076$.

6.3.3 Discussion

Experiment 6B set out to explore whether or not context effects are attention-free by manipulating auditory perceptual load. The results showed that under both low and high load conditions, the accuracy for congruent face-sound pairs was higher than for isolated faces. The accuracy analysis showed that the magnitude of facilitation effects did not differ from low load condition to high load condition, suggesting that attentional resources might not be required. However, the data from RTs analysis revealed that RTs for facial expressions when paired with congruent sounds were longer than those for isolated faces, indicating it might be speed-accuracy trade-off. So, the analysis on IE score was conducted. Facilitation effects and interference effects from congruent and incongruent vocal expressions on recognition of facial expressions were found
under both perceptual load conditions, and the magnitude of context effects did not depend on level of perceptual load. The results suggest that the auditory context effects, including facilitation effects and interference effects, on the recognition of disgusted and fearful facial expressions proceed without attentional resources.

The analysis performed on the combination of data of Experiment 6A and 6B showed that it is more difficult for participant performing primary task when perceptual load was manipulated in auditory modality than in visual modality. The comparisons of log IE scores between experiment 6A and 6B revealed that irrelevant vocal expressions processed regardless of whether perceptual load was manipulated in visual modality or in auditory modality. The magnitude of facilitation effects was not influenced by perceptual load, while the magnitude of interference effects was even increased under high auditory perceptual load compared to under high visual perceptual load. Collectively, unlike visual context effects, auditory context effects on recognition of facial expressions were not constrained by attentional resources.

6.4. Chapter General discussion

The last three experiments aimed at examining whether context effects on recognition of facial expressions depend on attentional resources. In Experiment 5, the level of visual perceptual load was manipulated to examine whether attention resources are required for visual context effects on facial expression recognition. In Experiment 6A
and 6B, visual perceptual load and auditory perceptual load were manipulated respectively to investigate whether auditory context effects on recognition of facial expressions are dependent on attention resources.

The results of the three experiments revealed that task-irrelevant, emotional bodily expressions and vocal expressions either improve or impair the recognition of facial expressions. It has been found that distractor effects (facilitation effects and interference effects) were modulated by perceptual load (in experiment 5). Specifically, when perceptual load was increased, facilitation effects and interference effects on recognition of disgusted facial expressions were reduced.

It is well documented that irrelevant emotional stimuli influence the ongoing visual task (Bradley et al., 2003; Erthal et al., 2005; Hartikainen, Ogawa, & Knight, 2000; Ishai, Pessoa, Bikle, & Ungerleider 2004; Lane, Chua, & Dolan, 1999; Lang et al., 1998; Mourão-Miranda et al., 2003; Okon-Singer, Tzelgov, & Henik, 2007; Pessoa, Kastner, & Ungerlinder, 2002; Pessoa, et al., 2002a; Silver et al., 2007; Simpson et al., 2000; Tipples & Sharma, 2000). In these studies, irrelevant emotional stimuli were emotional face stimuli or emotional non-face stimuli, and the ongoing visual tasks were usually unrelated to emotion. To some extent, the current results could also be considered as evidence that irrelevant emotional stimuli affect the processing of primary visual tasks, although the primary visual task in my study refer to tasks of recognition of facial expressions. The findings that distractor effects from congruent and incongruent bodily
expressions were reduced under high perceptual load are consistent with the results found by Erthal et al. (2005). Erthal et al. (2005) found that the influence of irrelevant emotional stimuli on the primary task disappeared when attentional resources were more consumed by increasing task load or by increasing blood alcohol concentration. In this study, participants were asked to judge whether the orientation of two bars were the same or not while ignoring the task-irrelevant, emotional stimuli. When the bar orientation task was difficult enough or when participants were under alcohol intoxication while performing the bar orientation task, the task-irrelevant, unpleasant stimuli (images of mutilated bodies) did not slow RTs of the primary task compared to the task-irrelevant, neutral stimuli. Similar results were also found in the behavioural study of Okon-Singer et al. (2007). The task in this study was to indicate the target letter was X or N. The level of perceptual load was manipulated by altering set size from one to six letters. Their results showed that interference effects from irrelevant emotional distractor (i.e., violent situations, mutilated bodies, happy babies) compared to no-picture condition were observed under the easier search conditions, whereas disappeared under hard search conditions.

Unlike visual context effects, the results of the last two experiments showed that facilitation effects and interference effects from vocal expressions were not influenced when perceptual load was increased either in visual modality or in auditory modality. The findings suggest that auditory context effects from vocal expressions on categorisation of facial expressions may be unconstrained by attentional resources.
The findings are inconsistent with a cited study (de Jong et al., 2010) that has demonstrated that modality-specific attention is required for visual context effects from facial expressions on perception of auditory emotional voice. The different results on the issue of whether cross-modal interaction requires attentional resources might be caused by: a) different facial expressions were tested. In my study, fearful and disgusted facial expressions were used as stimuli, whereas in de Jong et al.’s (2010) study, two sets of facial expressions were used. One is happiness/sadness, and the other is happiness/fear; b) In my study, I examined whether auditory context effects on the recognition of facial expressions needs attentional resources, whereas de Jong et al. (2010) investigated whether context effects from facial expressions on the recognition of auditory emotional tones requires attentional resources. It has been found that auditory cues affected the localization of visual stimuli, while visual cues could not influence the localization of auditory stimuli. Another study (de Gelder et al., 2005) found the influence of visual stimuli on auditory stimuli differed from the influence of auditory stimuli on visual stimuli. They investigated multisensory integration of emotional information in schizophrenic patients. They found that a decreased effect of emotional voice on recognition of facial expression in patient group compared to normal group, whereas the situation was reversed that an exaggerated effect of facial expression on recognition of emotional voice in patient group compared with normal group. The results suggested that stronger visual than auditory dominance exists in the processing of audiovisual integration. Similar results were also found in another behavioural study (Collignon et al., 2008). The contradictory results were found that the
auditory signal (voice dialogues) dominated the visual signal (point-light displays) in emotion perception. (Piwek, Pollick, & Petrini, 2015)

The current results that auditory context effects on facial expression recognition can benefit for our daily life from the perspective of ecology. We can effectively extract information from different modalities, thus make more accurate judgments. The results add new evidence that processing of audiovisual interaction (i.e., McGurk effect, ventriloquist effect) does not depend on attentional resources.
Chapter 7 General Discussion

This study was to investigate the issue regarding context effects on the recognition of facial expressions. Specifically, the purpose of Chapter 4 was to explore whether the recognition of facial expressions is influenced by accompanied context. If so, whether the pattern of context effects is in line with the hypothesis of emotion seeds view. That is, whether the magnitude of context effects relies on level of perceptual similarity between emotions conveyed by a facial expression and a simultaneously presented context (i.e. a bodily expression, a vocal expression). The following Chapter 5 investigated the observed context effects are influenced by the levels of intensity of facial expressions. Finally, Chapter 6 was to examine whether attentional resources are required for the observed context effects on facial expression recognition.

7.1. The Influence of Contextual Stimuli on Recognition of Facial Expressions

This study has demonstrated that both bodily expressions and vocal expressions influence the recognition of facial expressions. The results of experiment 1 and 2 (in chapter 4) indicated that the magnitude of context effects could not be fully predicted by levels of perceptual similarity, which partially lend support to the hypothesis proposed by emotion seeds view. Table 7.1 lists summary of findings of experiment 1 and 2. The possibilities for the current study not finding the pattern of context effects as predicted by emotion seeds view will be discussed in the following sections.
Table 7.1. Summaries of Findings in Experiment 1 and 2

<table>
<thead>
<tr>
<th>Analyses</th>
<th>Facial Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anger</td>
</tr>
<tr>
<td>Accuracy Analysis</td>
<td>Yes</td>
</tr>
<tr>
<td>Error Analysis 1</td>
<td>Yes</td>
</tr>
<tr>
<td>Error Analysis 2</td>
<td>Yes</td>
</tr>
<tr>
<td>Error Analysis 3</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Note: Error analysis 1: to examine whether percentage of mis-categorisation of facial expressions as emotions displayed by high similar context was higher than any other emotions when facial expressions were paired with high similar context; Error analysis 2: to examine whether percentage of mis-categorisation of facial expressions as emotions displayed by high similar context was higher when paired with high similar context than isolated facial expression and when paired with low similar context; Error analysis 3: to examine whether percentage of mis-categorisation of facial expressions when paired with high similar context as emotions displayed by high similar context was higher than percentage of mis-categorisation of facial expressions when paired with low similar context as emotions displayed by low similar context.
Firstly, one possibility was two distinctions between the current study and Aviezer et al.'s studies (2008b, 2011), for one difference being context stimuli adopted between the current experiments and Aviezer and coworkers’ studies (2008b, 2011) and the other difference being experiment design. In the current study, the context stimuli used were pure upper bodies in Experiment 1 and affective non-verbal sound in Experiment 2. Although bodily expressions were evaluated to be reliable emotional context cues in Experiment A, it has been found that it is more difficult to detect an emotion in a bodily expression than in a facial expression (van de Riet & de Gelder, 2008). van de Riet and de Gelder (2008) indicated that a certain emotion could be expressed by multiple bodily expressions, thus emotional body language might not be one-to-one related to specific emotions. In contrast, the context stimuli in Aviezer et al.'s study (2008b, 2011) contained upper bodily expressions with paraphernalia, such as a dirty diaper held by a person, or a tombstone with a face-body compound. A dirty diaper elicits an emotion of disgust, and a tombstone makes us feel sad. It might be the paraphernalia or the scene helped bodily expressions in affecting recognition of facial expressions.

Another difference between the current study and Aviezer et al.'s (2008b) was experiment design. In the current study, within-subjects design was adopted in experiment 1 and 2 to investigate whether emotion seeds view is applicable to all six facial expressions, whereas in Aviezer et al's (2008b) study, only disgusted facial expressions were used as face stimuli to test the hypothesis of emotion seeds views. A study (Yik, Widen, & Russell, 2013) has found that the within-subjects design adopted
in studies on recognition of facial expressions led to the judgment of a disgusted facial expression to be affected by a previously presented facial expression. In their study, there were three types of anchor conditions, anger, sadness, and sickness. Participants were randomly assigned to one of them. Each participant was presented with nine trials, with the same order: X, Happiness, Fear, Surprise, X, Fear, Happiness, X, and Disgust, with X replaced with one of the three anchor conditions. They were asked to judge facial expressions on a seven-alternative forced choice rating scale. The results showed that disgusted faces were categorised as disgusted under the angry anchor condition, whereas disgusted facial expressions were categorised as angry under the sad and sick anchor conditions. Therefore, the within-subjects design in the current study might elicit the pattern of context effects differing from that of context effects predicted by emotion seeds view.

Secondly, circumplex (or Dimensional) model might partially explain the results of the current study. According to Circumplex Model, as mentioned in the introduction, emotional facial expressions are recognised on a conjunction of two dimensions of valence (pleasant vs. unpleasant) and arousal (arousal vs. sleepiness) in a circular space (see Figure 1.1 in Chapter 1) (Russell, 1980; Russell & Bullock, 1985). For example, disgusted facial expressions located in bottom-left quadrant are recognised negative in valence and low in arousal. Circumplex Model indicated that facial expressions located in the same quadrant are more similar than facial expressions located in different quadrants. For instance, disgust and sadness located in the same
quadrant between 6-9 o’clock are both negative in valence and low in arousal, while
disgust and anger located in different quadrants are both negative in valence, but not
the same in arousal. Anger is high in arousal, whereas disgust is low in arousal. In
terms of Circumplex Model, disgusted facial expressions are more similar to sad facial
expressions than to angry facial expressions. In contrast, in terms of emotion seeds
view, disgusted faces share more perceptual similarities with angry faces than with sad
faces. It is obvious that the similarity between facial expressions predicted by
circumplex model is distinct from that predicted by emotion seeds view. In other words,
facial expressions that are similar in aspects of valence and arousal might not share
emotion seeds (perceptual similarity) between each other. It might thus explain why
incongruent angry sound did not elicit significant interference effects on recognition of
disgusted facial expressions. However, circumplex model fails to explain why fearful
sound elicited larger interference effects to disgusted faces compared to angry sound
did. It is supposed to be that fear which is located in the same quadrant as anger
should elicit the similar magnitude of context effects to anger should do. Previous study
(Mondloch et al., 2013b) explored whether the magnitude of context effects on
recognition of fearful, angry, and sad faces varied as a function of perceptual similarity
between facial expressions. The similarity is based on either dimensional model or
emotion seeds view. Their findings (Mondloch et al., 2013b) revealed that the pattern of
context effects on recognition of facial expressions was neither fully consistent with the
hypothesis of emotion seeds view nor fully consistent with the hypothesis of circumplex
model. In terms of current evidence collected, in order to build a model to predict the
relationship of context effect and facial expression, we had better find out how we recognise facial expressions.

Thirdly, emotion seeds might not be sufficient for inducing the pattern of mis-categorisation of facial expressions as predicted by emotion seeds view. Emotion seeds are defined as physical features shared between facial expressions, which keep dormant in isolated faces. According to emotion seeds view, when a facial expression is paired with appropriated context, emotion seeds are activated to influence the recognition of facial expression. In other words, emotion seeds (physical features) turned to be determinants for the recognition of facial expressions. In Aviezer et al.’s (2008b) study, they found angry bodies caused greater interference effects on recognition of disgusted face and disgusted faces were more likely to be mis-categorised as angry when they were paired with angry bodies. However, in the current study, disgusted faces paired with angry bodies were more likely to be mis-categorised as sad than as angry. It might because the activated emotion seeds were not sufficient for us to categorise a disgust face when paired with angry context to be an angry face. This finding seems to replicate the result of a recent study (Bombari et al., 2013) which revealed that individual feature might not be sufficient for recognition of angry facial expressions.
7.2. No Facilitation Effects on the Recognition of Happy and Sad Facial Expressions

The results of Experiment 1 and 2 revealed that the accuracy of congruent face-context pairs was higher than that of isolated faces. However, in both experiments, facilitation effects were not found for recognition of happy and sad faces, which was also found in a study by Boucher (2014). It was reported that happy and sad facial expressions are early developed to transmit reliable signal, while fear/surprise and disgust/anger are lately developed and are then discriminated from each other (Jack & Garrod, 2014). The findings suggested that we could clearly discriminate happiness and sadness from other emotions early in our life, which might explain why no improvement from congruent happy face-context pairs and sad face-context pairs, compared to isolated happy and sad faces.

7.3. Happy Face Advantage

Happy faces are recognised faster and better than other facial expressions (Ambadar, 1994; Feyereisen et al., 1986; Harwood et al., 1999; Kirita & Endo, 1995; Kirouac & Doré, 1983), which are called happy face advantage. Previous studies (Beaudry, Roy-Charland, Perron, Cormier, & Tapp, 2014; Calvo, Nummenmaa, & Avero, 2010; Derntl, Seidel, Kainz, & Carbon, 2009) have found that recognition of happy faces was not even influenced when presented upside-down. The present experiments found that happy facial expressions were recognised better than all the other five facial expressions.
7.4. Perception of Subtle Facial Expressions

It has been found that facial expressions could be recognised at lower levels of intensity (Bartneck & Reichenbach, 2005; Hess et al., 1997; Hoffmann, Kessler, Eppel, Rukavina, & Traue, 2010), which is replicated by the results in Experiment 3 and 4. Subtle facial expressions were recognised better when presented with congruent bodily and vocal expressions, while recognition of subtle facial expressions was impaired when presented with incongruent bodily and vocal expressions.

The main purpose of these two experiments was to investigate the relationship between the magnitude of consistency effects and different levels of intensity of facial expressions (Type B ambiguous facial expressions). As mentioned in the introduction, the magnitude of consistency effects depends on the level of ambiguity of emotional facial expressions (Trope, 1986). Previous studies (van den Stock et al., 2007; de Gelder & Vroomen, 2000) have already demonstrated that the magnitude of consistency effects was larger for Type A of ambiguous facial expressions (e.g. blends of angry and disgusted facial expressions) than for unambiguous facial expressions (e.g. angry or disgusted facial expressions). Consistency effects in previous studies refer to differences of the recognition of facial expressions between congruent condition and incongruent condition. The experiment 3 found the similar results as previous studies that consistency effects from bodily expressions were larger at lower levels of intensity of facial expressions, whereas the experiment 4 did not replicate the
results of the experiment 3, revealing that the magnitude of consistency effects from vocal expressions was not influenced by levels of intensity.

Further, consistency effects were decomposed into facilitation effects and interference effects. To my knowledge, this is the first study to separately investigate whether facilitation effects and interference effects were in line with the hypothesis that larger effects occur for lower levels of intensity of facial expressions (that is, an ambiguous facial expression). The results were consistent with the hypothesis, showing that larger magnitude of facilitation effects at lower levels of intensity of facial expressions. A possibility is that participants were biased to make a response on bodily expressions when the level of intensity was decreased. It seems that if subtle facial expressions could not provide reliable cues as unambiguous facial expressions, they would make judgments on bodily expressions although they were asked to categorise facial expressions. Based on this explanation, larger magnitude of interference effects would be expected to occur at lower level of intensity of facial expressions, just as the pattern of the magnitude of facilitation effects. However, it fails to explain the pattern of the magnitude of interference effects. The current results showed the opposite trend of interference effects to facilitation effects, with smaller magnitude of interference effects at lower level of intensity of facial expressions.

Another possibility for the opposite trend of facilitation effects and interference effects is the characteristic of Type B of ambiguous facial expressions. As mentioned before,
Type B ambiguous facial expressions is created from neutral faces to unambiguous facial expressions. Reducing level of intensity of facial expressions results in increasing level of ambiguity of facial expressions, thus it is more difficult to recognise lower levels of intensity of facial expressions compared to higher levels of intensity of facial expressions (Bartneck & Reichenbach, 2005; Hess et al., 1997). When level of intensity of a facial expression was decreased, perceptual similarity between facial expressions was reduced as well. That is, the intensity of emotion seeds in a facial expression becomes weaker as the intensity of a facial expression decreased. Therefore, the reason that facilitation effects are larger under lower level of intensity of facial expressions compared to higher intensity ones might be the ability of emotion seeds to give rise to mis-categorising a facial expression as another one weakens. It could also explain smaller interference effects under low intensity than under high intensity, because emotion seeds are too weak to be activated by incongruent context.

7.5. Context Effects and Attentional Resources

Until now, it is unresolved whether emotion processing is prioritized and is independent of attentional resources. As mentioned in the introduction, some studies (Bradley et al., 1996; Buodo et al., 2002; Pereira et al., 2006; Schupp et al., 2003) suggested that emotional perception is automatic and without restriction of attentional resources, while other studies (De Cesarei et al., 2009; Erthal et al., 2005; Lim & Pessoa, 2008; Mitchell et al., 2007; Pessoa et al., 2002a; Pessoa et al., 2005; Schupp et al., 2007; Silver et al.,
2007) argued for that emotion perception is modulated by attentional resources. When it comes to whether context effects need attentional resources or not, the results are also mixed, with some studies supporting that context effects are free of attention (Aviezer et al., 2011; Meeren et al., 2006; Righart & de Gelder, 2008; Vroomen et al., 2001c), other studies (de Jong et al., 2010; Gu et al., 2013) supporting context effects require attentional resources.

Experiment 5, 6A and 6B were conducted to examine whether context effects are free of attentional resources. These experiments made use of the concept of perceptual load (Lavie, 1995) to explore this issue. It was proposed that when perceptual load is low, enough attention resources are left and are available to the processing of task-irrelevant stimuli. As perceptual load is increased, fewer attentional resources will be left, thus the processing of task-irrelevant stimuli will be decreased or eliminated. In these experiments, task-irrelevant stimuli were bodily expressions in Experiment 5 and vocal expressions in Experiment 6A and 6B.

The results in experiment 5 showed that the magnitude of visual facilitation effects and interference effects for the recognition of facial expressions was decreased as level of perceptual load was increased. The findings suggested that visual context effects require attentional resources, at least for visual context effects on the recognition of disgusted facial expressions. In contrast, the results in experiment 6A and 6B revealed
that facilitation effects and interference effects from vocal expressions are not constrained by attentional resources.

The findings that attentional resources required for visual context effects (facilitation effects and interference effects) do not contradict the neural evidence obtained by ERP studies which explored context effects from visual and auditory contextual stimuli on facial expression recognition only under no load condition. Under no load condition, previous ERP studies (Meeren et al., 2005; Pourtois et al., 2000; Righart & de Gelder, 2008) suggested that context effects from bodily expressions (Meeren et al., 2005) and from vocal expressions (Righart & de Gelder, 2008; Pourtois et al., 2000) on recognition of facial expressions happen at the early processing stage. How about the situation under high perceptual load? To date, there is no ERP study conducted to explore the issue. Moreover, Luck and Hillyard (1999) proposed that attentional resources could operate at different processing stages. It has been reported that not only can attentional resources modulate late processing stages (such as, working memory) (Driver & Frith, 2000; Driver & Spence, 2000; Luck & Hillyard, 1999), but they can also have an influence at early stages of processing, even early at sensory processing (Luck & Hillyard, 1999). The findings that attentional resources modulate early stages of processing provide evidence consistent with the current results.

Additionally, previous fMRI studies might also be in line with the results that context effects require attentional resources. Mobbs et al. (2006) used fMRI to investigate the
neural structure concerning visual contextual influences on the rating of facial expressions. The contextual images were presented by “zooming in or out of the image” to produce “a dynamic ‘movie’ effect”. Each contextual image was presented for 4 s. After a jittered inter-stimulus interval (ISI) varying between 4s, 6s, 8s, a face with a neutral or subtle facial expression was presented for 750ms. At last, participants were asked to rate emotional facial expressions on a two-dimensional rating scale basing on Russell’s circumplex model. fMRI data revealed that faces paired with emotional contextual movies increased BOLD responses in the bilateral temporal pole, anterior cingulate cortices (ACC), amygdala, and bilateral superior temporal sulcus (STS) compared to identical faces paired with neutral context movies. The results were indirectly replicated in another study (Righart & de Gelder, 2008a) where the results showed that N170 amplitudes went more negative when fearful faces were in congruent (fearful) scenes than in incongruent (happy) scenes. It was suggested that N170 amplitudes are related with BOLD responses in the STS (Hadjikhani, Kveraga, Naik, & Ahlfors, 2009; Henson et al., 2003; Itier & Taylor, 2004; Nguyen & Cunnington, 2014; Shibata et al., 2002). Superior temporal sulcus (STS) is a region containing face-selective cells (Tsao, Freiwald, Tootell, & Livingstone, 2006) and is associated with the perception of changeable aspects of the face, such as emotional expression, lip reading and eye direction (Haxby, Hoffman, & Gobbini, 2000). Redcay (2008) has reported that the STS is activated by stimuli conveyed social communicative significance, such as body movements, vocal sound, and head orientation. It has been found that the posterior STS plays a crucial role in audiovisual integration (Campanella
The STS is connected with both parietal and frontal systems that are involved in discriminative functioning and the allocation of attention (Hein & Knight, 2008). Indeed, it has been found that the activity of STS region was enhanced in the allocation of spatial attention in response to visual cues (Hopfinger, Buonocore, and Mangun, 2000). Besides the STS, the activation of ACC correlates with attentional control, with greater activation of ACC when selectively attending to a stimulus or inhibiting a response to a certain stimulus (Botvinick, Braver, Barch, Carter, & Cohen, 2001; Bush, Luu, & Posner, 2000; Crottaz-Herbette & Menon, 2006; Davis, Hutchison, Lozano, Tasker, & Dostrovsky, 2000; Gehring & Knight, 2000; Carter, Botvinick, & Cohen, 1999; Milham et al., 2001; Paus, 2001; Weissman, Gopalakrishnan, Hazlett, & Woldorff, 2005). These neural findings lend support to the current results that visual context effects on recognition of facial expressions are modulated by attentional resources.

Converging evidence suggests that amygdala plays a crucial role in detecting and responding to threatening information. fMRI studies have revealed that the greater activation of amygdala when presenting fearful facial expressions to participants compared to neutral faces (Adolphs, Russell, & Tranel, 1999; Breiter et al., 1996; Morris et al., 1998). It is commonly suggested that fear is processed fast through the subcortical way, and without requirement of attention resources, when the activation of amygdala was found in completing a task concerning fear. However, a recent study
has found that a patient with complete bilateral amygdala lesions could rapidly detect fearful faces among distractor stimuli and non-consciously process those same fearful faces, whereas this individual cannot recognise fearful facial expressions (Tsuchiya, Moradi, Felsen, Yamazaki, & Adolphs, 2009). This result suggested that amygdala does not involve in early processing stages of fearful faces, instead affects the recognition and social judgment. There were two more studies (Bach, Talmi, Hurlemann, Patin, & Dolan, 2011; Piech et al., 2010) lending support to and extending this result. Piech et al. (2010) found that quicker responses for fear-related stimuli (e.g., spider) compared to neutral stimuli were observed for both unilateral amygdala lesions patients and control participants. However, it was argued that the ability to efficiently detect fearful-related stimuli might be due to the intact contralateral amygdala. A more recent study (Bach et al., 2011) revealed that when completing tasks in the attentional blink paradigm, two patients with selective bilateral amygdala lesions were benefitted in recall facilitation for aversive words. The recall facilitation for the two patients was similar to that for control groups. Taken together, the amygdala is not a specialized neural structure for the rapid processing of emotional information.

Besides, it has been doubted that whether there is a straight subcortical pathway to the amygdala (Pessoa & Adolphs, 2011). Pessoa and Adolphs (2010) have proposed a revised function of the amygdala that serves to allocate limited processing resources to stimuli that are most relevant to tasks. Therefore, the activation of amygdala could not
evidence that context effects on recognition of facial expressions are free of attentional resources.

7.6. Limitations and Future Directions

7.6.1. Limitations

A number of limitations might be worth mentioning. One limitation of the present study is still images of facial expressions which may lack of ecological validity. Future studies could adopt dynamic displays of facial expressions that are recognised better than still images of facial expressions (Ambadar et al., 2005) to investigate whether the recognition of dynamic facial expressions would be influenced by contextual information and whether the pattern of context effects on still facial expression recognition would be similar to that on dynamic facial expressions recognition. Another limitation is two-alternative forced choice task was adopted when investigating context effects on different levels of intensity of facial expressions. Although the current study has reached its aims, future studies could provide more options to further explore the specific pattern of context effects on recognition of subtle facial expressions. For example, which emotion category would be more likely to be chosen when subtle facial expressions were paired with incongruent contextual information? Additionally, future studies could use different levels of intensity of happy, angry, sad, and surprised facial expressions to examine whether the similar pattern of context effects on recognition of
different levels of intensity of disgusted and fearful facial expressions would be observed. The last limitation is a limited number of stimuli used in the current study. Future studies could not only utilize more stimuli but also adopt a different set of stimuli to explore the pattern of context effects on recognition of facial expressions.

7.6.2. Future Directions

The current study has found that recognition of facial expressions is influenced by concurrently presented context. However, emotion seeds view can only partially explain the pattern of context effects on facial expression recognition. As discussed earlier, the similarity between facial expressions based on physical characteristics (as used in emotion seeds view) is different from that based on circumplex model. One way to find out how contextual information influences recognition of facial expressions would be that future studies might concentrate on exploring an appropriate way of how to evaluate the similarity between facial expressions. Previous studies have found separate neural systems (Adolphs, 2002; Blair, Morris, Frith, Perrett, & Dolan, 1999; Hennenlotter, 2005; Sprengelmeyer, Rausch, Eysel, & Przuntek, 1998), different adaptive functions (Chapman et al., 2009; Marsh et al., 2005; Öhman & Mineka, 2001; Rozin et al., 1994; Shariff & Tracy, 2011) and different developed time course (Jack, Garrod, & Schyns, 2014) for different facial expressions. Therefore, another direction to explore how contextual information affects facial expression recognition would be to
investigate whether there is a consistent pattern of context effects on recognition of all six basic facial expressions or not.

The present results reveal that attentional resources modulate context effects of bodily expressions on recognition of disgusted facial expressions, whereas attentional resources are not required for context effects of bodily expressions on fearful face recognition. Future studies could investigate whether attentional resources would be required for context effects on recognition of the other four facial expressions. Further, more studies might carry on to explore the function of neural structures for emotional processing as such it could deepen and extend our understanding of the relationship between attentional resources and context effects.

7.7. Summary

The study demonstrated that recognition of facial expressions is influenced by simultaneously presented bodily and vocal expressions. The current results showed that emotion seeds view could partially explain the pattern of interference effects on facial expression recognition. At present, the conclusion is that congruent bodily and vocal expressions enhance the performance of facial expression recognition, while incongruent ones impair facial expression recognition. Besides unambiguous facial expressions, recognition of subtle facial expressions is also influenced by accompanied contextual stimuli. The patterns of facilitation effects and interference
effects show the opposite trend, with larger facilitation effects at lower levels of intensity of facial expressions and with larger interference effects for facial expressions at higher levels of intensity. Whether attention is required in the processing of context effects was examined under the framework of load theory. The influence from congruent and incongruent bodily expressions on recognition of disgusted facial expressions requires attentional resources, whereas that on fearful facial expressions does not depend on attentional resources. In contrast, context effects from congruent and incongruent vocal expressions on recognition of disgusted and fearful facial expressions are free of attentional resources.
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# Appendix A  ANOVA Results for the Current Experiments

Table 1. ANOVA Results for Accuracy in Experiment 1

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em></td>
<td>3.11</td>
<td>81813.24</td>
<td>82.43</td>
<td>0.000</td>
<td>0.760</td>
</tr>
<tr>
<td><em>SIM</em></td>
<td>3</td>
<td>46563.38</td>
<td>296.60</td>
<td>0.000</td>
<td>0.919</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em>SIM</td>
<td>7.87</td>
<td>7729.17</td>
<td>30.16</td>
<td>0.000</td>
<td>0.537</td>
</tr>
</tbody>
</table>

Note: *FA*: Facial expression (anger, disgust, fear, happiness, sadness, surprise)

*SIM*: Perceptual similarity (full similarity, high similarity, low similarity, isolated facial expression)
Table 2. ANOVA Results for Accuracy in Experiment 2

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>3.54</td>
<td>31402.35</td>
<td>25.48</td>
<td>0.000</td>
<td>0.526</td>
</tr>
<tr>
<td>SIM</td>
<td>1.14</td>
<td>76255.74</td>
<td>28.67</td>
<td>0.000</td>
<td>0.555</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*SIM</td>
<td>5.36</td>
<td>5352.84</td>
<td>11.04</td>
<td>0.000</td>
<td>0.324</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (anger, disgust, fear, happiness, sadness, surprise)

SIM: Perceptual similarity (full similarity, high similarity, low similarity, isolated facial expression)
Table 3. ANOVA Results for Accuracy in Experiment 3

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1.00</td>
<td>9082.18</td>
<td>4.31</td>
<td>0.046</td>
<td>0.126</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.39</td>
<td>76721.43</td>
<td>45.75</td>
<td>0.000</td>
<td>0.604</td>
</tr>
<tr>
<td>INT</td>
<td>1.17</td>
<td>16446.56</td>
<td>15.74</td>
<td>0.000</td>
<td>0.344</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>INT</td>
<td>3.13</td>
<td>640.68</td>
<td>4.24</td>
<td>0.007</td>
<td>0.124</td>
</tr>
<tr>
<td>FA*CON</td>
<td>1.39</td>
<td>10791.11</td>
<td>6.43</td>
<td>0.008</td>
<td>0.177</td>
</tr>
<tr>
<td>FA*INT</td>
<td>1.17</td>
<td>7683.45</td>
<td>7.35</td>
<td>0.008</td>
<td>0.197</td>
</tr>
<tr>
<td>CON*INT</td>
<td>3.13</td>
<td>1653.12</td>
<td>10.93</td>
<td>0.000</td>
<td>0.267</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 4. ANOVA Results for Consistency Effects in Experiment 3

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>26593.95</td>
<td>7.01</td>
<td>0.013</td>
<td>0.189</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>2.24</td>
<td>750.17</td>
<td>6.20</td>
<td>0.002</td>
<td>0.171</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>2.24</td>
<td>1299.56</td>
<td>10.74</td>
<td>0.00</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 5. ANOVA Results for Facilitation Effects in Experiment 3

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between-subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>970.75</td>
<td>0.48</td>
<td>0.494</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>1.80</td>
<td>4953.91</td>
<td>15.64</td>
<td>0.000</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>1.80</td>
<td>1653.97</td>
<td>5.22</td>
<td>0.011</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 6. ANOVA Results for Interference Effects in Experiment 3

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>17402.78</td>
<td>14.89</td>
<td>0.001</td>
<td>0.332</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>2.01</td>
<td>2450.22</td>
<td>8.51</td>
<td>0.001</td>
<td>0.221</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>2.01</td>
<td>66.60</td>
<td>0.23</td>
<td>0.796</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 7. ANOVA Results for Accuracy in Experiment 4

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Square</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em></td>
<td>1</td>
<td>591.59</td>
<td>0.49</td>
<td>0.491</td>
<td>0.023</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CON</em></td>
<td>1.18</td>
<td>60181.61</td>
<td>24.16</td>
<td>0.000</td>
<td>0.535</td>
</tr>
<tr>
<td><em>INT</em></td>
<td>1.23</td>
<td>14369.46</td>
<td>9.96</td>
<td>0.002</td>
<td>0.322</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em> <em>CON</em> <em>INT</em></td>
<td>1.74</td>
<td>216.77</td>
<td>0.54</td>
<td>0.563</td>
<td>0.025</td>
</tr>
<tr>
<td><em>FA</em> <em>CON</em></td>
<td>1.18</td>
<td>2661.21</td>
<td>1.07</td>
<td>0.324</td>
<td>0.048</td>
</tr>
<tr>
<td><em>FA</em> <em>INT</em></td>
<td>1.23</td>
<td>12189.02</td>
<td>8.45</td>
<td>0.005</td>
<td>0.287</td>
</tr>
<tr>
<td><em>CON</em> <em>INT</em></td>
<td>1.74</td>
<td>2831.85</td>
<td>7.04</td>
<td>0.004</td>
<td>0.251</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)
CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)
INT: Level of intensity (40%, 60%, 80%, 100%)
Table 8. ANOVA Results for Consistency Effects in Experiment 4

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>3685.45</td>
<td>0.69</td>
<td>0.414</td>
<td>0.032</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>3</td>
<td>77.47</td>
<td>0.95</td>
<td>0.421</td>
<td>0.043</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>3</td>
<td>118.42</td>
<td>1.45</td>
<td>0.24</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 9. ANOVA Results for Facilitation Effects in Experiment 4

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>5533.52</td>
<td>4.51</td>
<td>0.046</td>
<td>0.177</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>1.34</td>
<td>4875.52</td>
<td>7.21</td>
<td>0.007</td>
<td>0.256</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>1.34</td>
<td>155.77</td>
<td>0.23</td>
<td>0.705</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 10. ANOVA Results for Interference Effects in Experiment 4

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMO</td>
<td>1</td>
<td>187.13</td>
<td>0.08</td>
<td>0.777</td>
<td>0.004</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>1.26</td>
<td>6359.58</td>
<td>8.45</td>
<td>0.005</td>
<td>0.287</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA*INT</td>
<td>1.26</td>
<td>450.31</td>
<td>0.60</td>
<td>0.483</td>
<td>0.028</td>
</tr>
</tbody>
</table>

Note: EMO: Emotion (disgust, fear)

INT: Level of intensity (40%, 60%, 80%, 100%)
Table 11. ANOVA Results for d’ in Experiment 5

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em></td>
<td>1</td>
<td>8.76</td>
<td>3.63</td>
<td>0.072</td>
<td>0.160</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CON</em></td>
<td>2</td>
<td>0.87</td>
<td>2.44</td>
<td>0.109</td>
<td>0.114</td>
</tr>
<tr>
<td><em>LOAD</em></td>
<td>1</td>
<td>22.99</td>
<td>31.35</td>
<td>0.000</td>
<td>0.623</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em>×<em>CON</em>×<em>LOAD</em></td>
<td>2</td>
<td>0.08</td>
<td>0.37</td>
<td>0.694</td>
<td>0.019</td>
</tr>
<tr>
<td><em>FA</em>×<em>CON</em></td>
<td>2</td>
<td>0.60</td>
<td>1.92</td>
<td>0.161</td>
<td>0.092</td>
</tr>
<tr>
<td><em>FA</em>×<em>LOAD</em></td>
<td>1</td>
<td>1.13</td>
<td>1.34</td>
<td>0.230</td>
<td>0.075</td>
</tr>
<tr>
<td><em>CON</em>×<em>LOAD</em></td>
<td>2</td>
<td>0.30</td>
<td>1.34</td>
<td>0.273</td>
<td>0.066</td>
</tr>
</tbody>
</table>

Note: *FA*: Facial expression (disgust, fear)

*CON*: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

*LOAD*: Perceptual load (low load, high load)
Table 12. ANOVA Results for Accuracy in Experiment 5

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.72</td>
<td>0.00</td>
<td>0.976</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.30</td>
<td>1.26</td>
<td>17.86</td>
<td>0.000</td>
<td>0.484</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>0.01</td>
<td>0.00</td>
<td>0.996</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>2</td>
<td>1010.79</td>
<td>8.20</td>
<td>0.001</td>
<td>0.301</td>
</tr>
<tr>
<td>FA*CON</td>
<td>1.30</td>
<td>0.69</td>
<td>9.88</td>
<td>0.002</td>
<td>0.342</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>446.52</td>
<td>1.23</td>
<td>0.280</td>
<td>0.061</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>726.33</td>
<td>5.89</td>
<td>0.006</td>
<td>0.237</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)
CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)
LOAD: Perceptual load (low load, high load)
Table 13. ANOVA Results for Reaction Times in Experiment 5

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>147121.11</td>
<td>0.68</td>
<td>0.422</td>
<td>0.034</td>
</tr>
<tr>
<td>Within-subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>2</td>
<td>44255.80</td>
<td>4.93</td>
<td>0.013</td>
<td>0.206</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>615211.30</td>
<td>10.26</td>
<td>0.005</td>
<td>0.351</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>1.39</td>
<td>1564.28</td>
<td>0.09</td>
<td>0.840</td>
<td>0.005</td>
</tr>
<tr>
<td>FA*CON</td>
<td>2</td>
<td>15237.34</td>
<td>1.70</td>
<td>0.197</td>
<td>0.082</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>232715.73</td>
<td>3.88</td>
<td>0.064</td>
<td>0.170</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>1.39</td>
<td>1340.49</td>
<td>0.08</td>
<td>0.856</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)
CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)
LOAD: Perceptual load (low load, high load)
Table 14. ANOVA Results for d′ in Experiment 6A

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.35</td>
<td>0.29</td>
<td>0.598</td>
<td>0.014</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>2</td>
<td>0.38</td>
<td>1.41</td>
<td>0.257</td>
<td>0.066</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>39.30</td>
<td>65.19</td>
<td>0.000</td>
<td>0.765</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>2</td>
<td>0.07</td>
<td>0.28</td>
<td>0.757</td>
<td>0.014</td>
</tr>
<tr>
<td>FA*CON</td>
<td>2</td>
<td>0.12</td>
<td>0.45</td>
<td>0.640</td>
<td>0.022</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>0.50</td>
<td>0.83</td>
<td>0.373</td>
<td>0.040</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>0.13</td>
<td>0.51</td>
<td>0.605</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
Table 15. ANOVA Results for Accuracy in Experiment 6A

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>50.02</td>
<td>0.14</td>
<td>0.717</td>
<td>0.007</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.26</td>
<td>32696.36</td>
<td>31.38</td>
<td>0.000</td>
<td>0.611</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>45.03</td>
<td>0.14</td>
<td>0.714</td>
<td>0.007</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>1.53</td>
<td>112.64</td>
<td>0.52</td>
<td>0.553</td>
<td>0.025</td>
</tr>
<tr>
<td>FA*CON</td>
<td>1.26</td>
<td>828.29</td>
<td>0.80</td>
<td>0.409</td>
<td>0.038</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>78.91</td>
<td>0.24</td>
<td>0.629</td>
<td>0.012</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>1.53</td>
<td>238.51</td>
<td>1.10</td>
<td>0.332</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
### Table 16. ANOVA Results for Reaction Times in Experiment 6A

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta</th>
<th>Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em></td>
<td>1</td>
<td>171513.88</td>
<td>1.05</td>
<td>0.317</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CON</em></td>
<td>1.49</td>
<td>27470.82</td>
<td>1.56</td>
<td>0.223</td>
<td>0.072</td>
<td></td>
</tr>
<tr>
<td><em>LOAD</em></td>
<td>1</td>
<td>1106427.76</td>
<td>18.15</td>
<td>0.000</td>
<td>0.476</td>
<td></td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em> <em>CON</em> <em>LOAD</em></td>
<td>2</td>
<td>696.85</td>
<td>0.08</td>
<td>0.926</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td><em>FA</em> <em>CON</em></td>
<td>1.49</td>
<td>46642.79</td>
<td>1.96</td>
<td>0.167</td>
<td>0.089</td>
<td></td>
</tr>
<tr>
<td><em>FA</em> <em>LOAD</em></td>
<td>1</td>
<td>67362.00</td>
<td>1.11</td>
<td>0.306</td>
<td>0.052</td>
<td></td>
</tr>
<tr>
<td><em>CON</em> <em>LOAD</em></td>
<td>2</td>
<td>8098.72</td>
<td>0.90</td>
<td>0.415</td>
<td>0.043</td>
<td></td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
Table 17. ANOVA Results for d’ in Experiment 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.05</td>
<td>0.05</td>
<td>0.832</td>
<td>0.002</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>2</td>
<td>0.21</td>
<td>0.77</td>
<td>0.470</td>
<td>0.037</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>25.86</td>
<td>40.69</td>
<td>0.000</td>
<td>0.670</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>2</td>
<td>0.18</td>
<td>0.56</td>
<td>0.577</td>
<td>0.027</td>
</tr>
<tr>
<td>FA*CON</td>
<td>2</td>
<td>0.50</td>
<td>1.79</td>
<td>0.181</td>
<td>0.082</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>3.42</td>
<td>5.39</td>
<td>0.031</td>
<td>0.210</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>0.74</td>
<td>2.29</td>
<td>0.114</td>
<td>0.103</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
### Table 18. ANOVA Results for Accuracy in Experiment 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em></td>
<td>1</td>
<td>2934.42</td>
<td>6.58</td>
<td>0.019</td>
<td>0.257</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CON</em></td>
<td>1.30</td>
<td>22517.55</td>
<td>26.98</td>
<td>0.000</td>
<td>0.587</td>
</tr>
<tr>
<td><em>LOAD</em></td>
<td>1</td>
<td>2566.90</td>
<td>11.36</td>
<td>0.003</td>
<td>0.374</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>FA</em>CON<em>LOAD</em></td>
<td>2</td>
<td>26.90</td>
<td>0.15</td>
<td>0.859</td>
<td>0.008</td>
</tr>
<tr>
<td><em>FA</em>CON</td>
<td>1.30</td>
<td>890.09</td>
<td>1.07</td>
<td>0.332</td>
<td>0.053</td>
</tr>
<tr>
<td><em>FA</em>LOAD</td>
<td>1</td>
<td>11.68</td>
<td>0.49</td>
<td>0.491</td>
<td>0.025</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>191.67</td>
<td>1.09</td>
<td>0.346</td>
<td>0.054</td>
</tr>
</tbody>
</table>

Note: *FA*: Facial expression (disgust, fear)

*CON*: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

*LOAD*: Perceptual load (low load, high load)
Table 19. ANOVA Results for Reaction Times in Experiment 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>44645.12</td>
<td>0.21</td>
<td>0.652</td>
<td>0.011</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.47</td>
<td>206540.14</td>
<td>9.62</td>
<td>0.002</td>
<td>0.336</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>1358729.30</td>
<td>29.25</td>
<td>0.000</td>
<td>0.606</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>2</td>
<td>20646.72</td>
<td>2.45</td>
<td>0.100</td>
<td>0.114</td>
</tr>
<tr>
<td>FA*CON</td>
<td>1.47</td>
<td>10229.92</td>
<td>0.48</td>
<td>0.568</td>
<td>0.024</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>27341.93</td>
<td>0.59</td>
<td>0.452</td>
<td>0.030</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>20464.72</td>
<td>2.45</td>
<td>0.100</td>
<td>0.114</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
Table 20. ANOVA Results for Log Transformation of IE scores in Experiment 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.26</td>
<td>1.29</td>
<td>0.270</td>
<td>0.064</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.07</td>
<td>5.28</td>
<td>20.46</td>
<td>0.000</td>
<td>0.519</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>0.74</td>
<td>25.68</td>
<td>0.000</td>
<td>0.575</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>CON</em>LOAD</td>
<td>1.21</td>
<td>0.01</td>
<td>0.14</td>
<td>0.759</td>
<td>0.007</td>
</tr>
<tr>
<td>FA*CON</td>
<td>1.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.980</td>
<td>0.000</td>
</tr>
<tr>
<td>FA*LOAD</td>
<td>1</td>
<td>0.01</td>
<td>0.21</td>
<td>0.653</td>
<td>0.011</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>1.21</td>
<td>0.00</td>
<td>0.06</td>
<td>0.854</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)

CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)

LOAD: Perceptual load (low load, high load)
Table 21. ANOVA Results for d’ combining Experiment 6A and 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.2</td>
<td>0.17</td>
<td>0.681</td>
<td>0.004</td>
</tr>
<tr>
<td>MOD</td>
<td>1</td>
<td>24.86</td>
<td>21.64</td>
<td>0</td>
<td>0.357</td>
</tr>
<tr>
<td><strong>Within-subjects effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>2</td>
<td>0.24</td>
<td>0.84</td>
<td>0.434</td>
<td>0.021</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>62.09</td>
<td>98.64</td>
<td>0</td>
<td>0.717</td>
</tr>
<tr>
<td><strong>Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>MOD</em>CON*LOAD</td>
<td>2</td>
<td>0.29</td>
<td>0.99</td>
<td>0.376</td>
<td>0.025</td>
</tr>
<tr>
<td>CON<em>FA</em>MOD</td>
<td>2</td>
<td>0.09</td>
<td>0.32</td>
<td>0.726</td>
<td>0.008</td>
</tr>
<tr>
<td>LOAD<em>FA</em>MOD</td>
<td>1</td>
<td>0.76</td>
<td>1.2</td>
<td>0.28</td>
<td>0.03</td>
</tr>
<tr>
<td>CON<em>LOAD</em>FA</td>
<td>2</td>
<td>0.03</td>
<td>0.11</td>
<td>0.896</td>
<td>0.003</td>
</tr>
<tr>
<td>CON<em>LOAD</em>MOD</td>
<td>2</td>
<td>0.65</td>
<td>2.23</td>
<td>0.114</td>
<td>0.054</td>
</tr>
<tr>
<td>CON*FA</td>
<td>2</td>
<td>0.5</td>
<td>1.78</td>
<td>0.176</td>
<td>0.044</td>
</tr>
<tr>
<td>CON*MOD</td>
<td>2</td>
<td>0.36</td>
<td>1.28</td>
<td>0.283</td>
<td>0.032</td>
</tr>
<tr>
<td>LOAD*FA</td>
<td>1</td>
<td>3.45</td>
<td>5.48</td>
<td>0.024</td>
<td>0.123</td>
</tr>
<tr>
<td>LOAD*MOD</td>
<td>1</td>
<td>0.76</td>
<td>1.2</td>
<td>0.28</td>
<td>0.03</td>
</tr>
<tr>
<td>FA*MOD</td>
<td>1</td>
<td>0.14</td>
<td>0.13</td>
<td>0.725</td>
<td>0.003</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>2</td>
<td>0.29</td>
<td>0.97</td>
<td>0.382</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)
MOD: Modality (visual, auditory)
CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)
LOAD: Perceptual load (low load, high load)
Table 22. ANOVA Results for Log Transformation of IE scores combining Experiment 6A and 6B

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
<th>Partial Eta Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>1</td>
<td>0.04</td>
<td>0.27</td>
<td>0.604</td>
<td>0.007</td>
</tr>
<tr>
<td>MOD</td>
<td>1</td>
<td>0.13</td>
<td>0.9</td>
<td>0.349</td>
<td>0.022</td>
</tr>
<tr>
<td>Within-subjects effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>1.15</td>
<td>10.33</td>
<td>45.85</td>
<td>0</td>
<td>0.54</td>
</tr>
<tr>
<td>LOAD</td>
<td>1</td>
<td>0.55</td>
<td>10.12</td>
<td>0.003</td>
<td>0.206</td>
</tr>
<tr>
<td>Interaction effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA<em>MOD</em>CON*LOAD</td>
<td>1.25</td>
<td>0.01</td>
<td>0.14</td>
<td>0.767</td>
<td>0.004</td>
</tr>
<tr>
<td>CON<em>FA</em>MOD</td>
<td>1.15</td>
<td>0.05</td>
<td>0.21</td>
<td>0.68</td>
<td>0.005</td>
</tr>
<tr>
<td>LOAD<em>FA</em>MOD</td>
<td>1</td>
<td>0.03</td>
<td>0.47</td>
<td>0.498</td>
<td>0.012</td>
</tr>
<tr>
<td>CON<em>LOAD</em>FA</td>
<td>1.25</td>
<td>0</td>
<td>0.05</td>
<td>0.87</td>
<td>0.001</td>
</tr>
<tr>
<td>CON<em>LOAD</em>MOD</td>
<td>1.25</td>
<td>0.08</td>
<td>1.04</td>
<td>0.331</td>
<td>0.026</td>
</tr>
<tr>
<td>CON*FA</td>
<td>1.15</td>
<td>0</td>
<td>0.18</td>
<td>0.713</td>
<td>0.004</td>
</tr>
<tr>
<td>CON*MOD</td>
<td>1.15</td>
<td>0.04</td>
<td>0.19</td>
<td>0.698</td>
<td>0.005</td>
</tr>
<tr>
<td>LOAD*FA</td>
<td>1</td>
<td>0</td>
<td>0.04</td>
<td>0.837</td>
<td>0.001</td>
</tr>
<tr>
<td>LOAD*MOD</td>
<td>1</td>
<td>0.24</td>
<td>4.4</td>
<td>0.042</td>
<td>0.101</td>
</tr>
<tr>
<td>FA*MOD</td>
<td>1</td>
<td>0.27</td>
<td>1.83</td>
<td>0.183</td>
<td>0.045</td>
</tr>
<tr>
<td>CON*LOAD</td>
<td>1.25</td>
<td>0.1</td>
<td>1.33</td>
<td>0.263</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Note: FA: Facial expression (disgust, fear)
MOD: Modality (visual, auditory)
CON: Consistency condition (congruent condition, incongruent condition, isolated facial expression)
LOAD: Perceptual load (low load, high load)
Figure 1. Body Stimuli Evaluated in Experiment A.

Note: All images in Appendix B fit the pages. The real size of images used in experiments is described in specific chapter.
Figure 2. Isolated Female Facial Expressions in Experiment 1 and 2.

Figure 3. Isolated Male Facial Expressions in Experiment 1 and 2.
Figure 4. Congruent Face-body Stimuli in Experiment 1. The images in row A are anger face - anger body stimuli. The images in row B are disgust face - disgust body stimuli. The images in row C are fear face - fear body stimuli. The images in row D are happiness face – happiness body stimuli. The images in row E are sadness face – sadness body stimuli. The images in row F are surprise face – surprise body stimuli.
Figure 5. High Similarity Face-body Stimuli in Experiment 1. The images in row A are anger face - disgust body stimuli. The images in row B are disgust face - anger body stimuli. The images in row C are fear face - surprise body stimuli. The images in row D are happiness face – surprise body stimuli. The images in row E are sadness face – fear body stimuli. The images in row F are surprise face – fear body stimuli.
Figure 6. Low Similarity Face-body Stimuli in Experiment 1. The images in row A are anger face – surprise body stimuli. The images in row B are disgust face - fear body stimuli. The images in row C are fear face - disgust body stimuli. The images in row D are happiness face – sadness body stimuli. The images in row E are sadness face – happiness body stimuli. The images in row F are surprise face – anger body stimuli.
Figure 7. Isolated Disgust Facial Expressions in Experiment 3 and 4. The images in row A are disgust facial expressions at the level of 40% intensity. The images in row B are disgust facial expressions at the level of 60% intensity. The images in row C are disgust facial expressions at the level of 80% intensity. The images in row D are disgust facial expressions at the level of 100% intensity.
Figure 8. Isolated Fear Facial Expressions in Experiment 3 and 4. The images in row A are fear facial expressions at the level of 40% intensity. The images in row B are fear facial expressions at the level of 60% intensity. The images in row C are fear facial expressions at the level of 80% intensity. The images in row D are fear facial expressions at the level of 100% intensity.
Figure 9. Disgust Face – Disgust Body (Congruent) Stimuli in Experiment 3. The images in row A are disgust face – disgust body stimuli at the level of 40% intensity. The images in row B are disgust face – disgust body stimuli at the level of 60% intensity. The images in row C are disgust face – disgust body stimuli at the level of 80% intensity. The images in row D are disgust face – disgust body stimuli at the level of 100% intensity.
Figure 10. Fear Face – Fear Body (Congruent) Stimuli in Experiment 3. The images in row A are fear face – fear body stimuli at the level of 40% intensity. The images in row B are fear face – fear body stimuli at the level of 60% intensity. The images in row C are fear face – fear body stimuli at the level of 80% intensity. The images in row D are disgust face – disgust body stimuli at the level of 100% intensity.
Figure 11. Disgust Face – Anger Body (Incongruent) Stimuli in Experiment 3. The images in row A are disgust face – anger body stimuli at the level of 40% intensity. The images in row B are disgust face – anger body stimuli at the level of 60% intensity. The images in row C are disgust face – anger body stimuli at the level of 80% intensity. The images in row D are disgust face – anger body stimuli at the level of 100% intensity.
Figure 12. Fear Face – Surprise Body (Incongruent) Stimuli in Experiment 3. The images in row A are fear face – surprise body stimuli at the level of 40% intensity. The images in row B are fear face – surprise body stimuli at the level of 60% intensity. The images in row C are fear face – surprise body stimuli at the level of 80% intensity. The images in row D are disgust face – surprise body stimuli at the level of 100% intensity.
Figure 13. Isolated Disgust Faces in Experiment 5 and 6. The images in row A are disgust faces with a blue circle on the centre of forehead. The images in row B are disgust faces with a blue square on the centre of forehead. The images in row C are disgust faces with a red circle on the centre of forehead. The images in row D are disgust faces with a red square on the centre of forehead.
Figure 14. Isolated Fear Faces in Experiment 5 and 6. The images in row A are fear faces with a blue circle on the centre of forehead. The images in row B are fear faces with a blue square on the centre of forehead. The images in row C are fear faces with a red circle on the centre of forehead. The images in row D are fear faces with a red square on the centre of forehead.
Figure 15. Disgust Face – Disgust Body (Congruent) Stimuli in Experiment 5. The images in row A are disgust face – disgust body stimuli with a blue circle on the centre of forehead. The images in row B are disgust face – disgust body stimuli with a blue square on the centre of forehead. The images in row C are disgust face – disgust body stimuli with a red circle on the centre of forehead. The images in row D are disgust face – disgust body stimuli with a red square on the centre of forehead.
Figure 16. Fear Face – Fear Body (Congruent) Stimuli in Experiment 5. The images in row A are fear face – fear body stimuli with a blue circle on the centre of forehead. The images in row B are fear face – fear body stimuli with a blue square on the centre of forehead. The images in row C are fear face – fear body stimuli with a red circle on the centre of forehead. The images in row D are fear face – fear body stimuli with a red square on the centre of forehead.
Figure 17. Disgust Face – Anger Body (Incongruent) Stimuli in Experiment 5. The images in row A are disgust face – anger body stimuli with a blue circle on the centre of forehead. The images in row B are disgust face – anger body stimuli with a blue square on the centre of forehead. The images in row C are disgust face – anger body stimuli with a red circle on the centre of forehead. The images in row D are disgust face – anger body stimuli with a red square on the centre of forehead.
Figure 18. Fear Face – Surprise Body (Incongruent) Stimuli in Experiment 5. The images in row A are fear face – surprise body stimuli with a blue circle on the centre of forehead. The images in row B are fear face – surprise body stimuli with a blue square on the centre of forehead. The images in row C are fear face – surprise body stimuli with a red circle on the centre of forehead. The images in row D are fear face – surprise body stimuli with a red square on the centre of forehead.