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Abstract 
 

Within New Zealand, soft-rock landslides present a severe hazard to infrastructure and 
contribute to the degradation of river systems by delivering large amounts of sediment to 
waterways. Updates to New Zealand’s national policy statement for freshwater management 
necessitate accurate accounting of freshwater sediment sources, but current sediment budget 
models do not account for the sediment inputs from soft-rock, and other large slow-moving 
landslides. To understand which factors lead to the occurrence and continued activity of these 
landslides and the role they play in New Zealand’s river sediment dynamics, I have 
completed the following objectives. (i) I have mapped large landslides within the 
Whanganui-Rangitikei soft-rock hill country in the North Island of New Zealand and 
conducted a geostatistical analysis to determine which factors control their occurrence. (ii) I 
have developed a novel remote sensing framework for monitoring large, slow-moving 
landslides that is based upon time-series Interferometric Synthetic Aperture Radar (InSAR) 
and time-series sub-Pixel Offset Tracking (sPOT) analyses. Furthermore, I have shown that 
this framework can identify large landslide activity with an accuracy of 91% and measure the 
movement of landslides moving with an average velocity of 2.05 m/yr with a mean absolute 
error of 0.74 m/yr. (iii) I have applied this framework to the landslides of the Whanganui-
Rangitikei soft-rock hill country and used its results to perform a geostatistical analysis to 
determine which factors control a landslide’s current activity state and to estimate the total 
sediment mass delivered by soft-rock landslides to the rivers of this region. In total, I mapped 
1057 large landslides in this region and identified 66 of them as currently active. I find that 
low slopes, river incision, alignment between bedding planes and slopes, and forest cover are 
predictive of landslide occurrence, but that low slopes and high annual precipitation rates best 
predict the current activity states of these landslides. I also find that soft-rock landslides 
contribute a 10±2% of the total sediment mass delivered to the river systems of this region. 
Overall, this thesis advances our understanding of why soft-rock landslides occur and 
provides a framework that will allow future studies to monitor these landslides at region to 
country-wide scales. 
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Glossary 
 

Coherence: A pixel-wise measure of data quality in InSAR analyses that ranges from 0 to 1, 
with 0 being very low data quality 

Deep-seated landslide: A landslide whose failure surface extends into the bedrock and is 
typically a rock slide in the Varnes landslide classification 

DEM: Digital Elevation Model 

DoD: DEM of Difference 

dGNSS: Differential Global Navigation Satellite Systems. A technique in which repeat 
GNSS measurements are used to measure landslide motion, or other types of earth-surface 
motion. 

InSAR: Interferometric Synthetic Aperture Radar 

Interferogram: The image formed by combining the phase data of two SAR images that is 
the fundamental InSAR dataset 

LOS: Line-of-Sight. The vector along which diplacement is measured in an interferogram. 
This vector extends from the SAR satellite to the ground surface and an angle of roughly 30°, 
depending on the SAR satellite. See Figure 5.3 for a graphical depiction. 

NZeem: New Zealand empirical erosion model 

SAR: Synthetic Aperture Radar 

SBAS: Small-BAseline Subsets. A time-series InSAR technique that utilizes pairs of SAR 
images that have small temporal/perpendicular baselines 

SN: South to North (in reference to the movement direction of a feature or pixel) 

Soft-rock landslide: A type of deep-seated landslide that has atypically low internal rock 
strengths 

sPOT: sub-Pixel Offset Tracking 

WE: West to East (in reference to the movement direction of a feature or pixel) 
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Chapter 1 Introduction 
 

1.1 Background 
Landslides are a ubiquitous natural hazard that can threaten infrastructure and the natural 
environment (Schuster and Fleming, 1986; Schuster and Highland, 2001; Turner, 2018). 
Within steepland landscapes, landslides are a long-term driver of denudation (Agliardi et al., 
2013; Korup et al., 2010; Larsen et al., 2010) and are also a significant source of 
contemporary sediment generation (Fuller et al., 2016; Mackey and Roering, 2011; Simoni et 
al., 2013b) that can overwhelm river channels (McGovern et al., 2021; Xu et al., 2009). Thus, 
monitoring landslides and identifying the factors that lead to the their occurrence and 
continued activity is an important goal. 

Many types of landslides exist, and the hazards they present vary by type. The most widely 
used classification scheme was first published by Varnes in 1958 (Varnes, 1958), was further 
developed by him and Cruden in their 1996 publication (Cruden and Varnes, 1996) and was 
recently updated by Hungr et al. in 2014 (Hungr et al., 2014). This classification scheme 
divides landslides by movement type (fall, topple, slide, spread, or flow) and by material 
(rock, debris, or earth). Of particular interest to this thesis, many scientists have also 
classified landslides by whether they have a deep failure surface that extends into the bedrock 
(i.e. are deep-seated) (Booth et al., 2013; Fuller et al., 2016; Pánek and Klimeš, 2016; Petley 
and Allison, 1997), or have shallow failure surfaces that are confined to the soil and regolith 
(Crozier, 1996; Fuller et al., 2016; Yu et al., 2015). This can be an important distinction in 
many landscapes, because deep-seated and shallow landslides tend to exhibit different 
temporal behaviour.  

Shallow landslides tend to fail catastrophically in large numbers within multiple occurrence 
regional landslide events (MORLEs) (Crozier, 2005) and are driven by factors such as slope 
steepness and soil cohesion (Phillips et al., 2021; Spiekermann et al., 2022; Yu et al., 2015). 
Conversely, deep-seated landslide have the potential to move slowly through multiple cycles 
of dormancy and reactivation (Booth et al., 2018; Handwerger et al., 2019a; Pánek and 
Klimeš, 2016), and are more likely to be influenced by susceptibility factors such as river 
incision (Holdsworth, 2018), tectonic evolution (Bishop, 2007; Larsen and Montgomery, 
2012) and bedrock competency (Holdsworth, 2018; Mountjoy, 2005; Thompson, 1982). In 
particular, some deep-seated landslides are composed of rock that has low internal strength 
more akin to soil material (i.e. soft-rock) (Thompson, 1982), and are particularly prone to 
long-term cycles of dormancy and reactivation (Massey et al., 2016b, 2013). Within the 
Varnes classification these landslides are typically rock slides, but are often referred to as 
soft-rock landslides to more accurately convey their typical mechanical properties and 
movement characteristics. 

Soft-rock landslides can be found throughout the world, particularly in uplifting regions 
(Borgatti et al., 2006; Mountjoy, 2005; Roering et al., 2005), and are known to cause various 
issues. Due to their typically large size and slow movement rates, it can be challenging to 
identify and map them, and infrastructure built upon them can be severely damaged if their 
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activity state changes (Massey, 2010; McSaveney and Massey, 2017). In addition, recent 
research has shown that these landslides can be a large and chronic source of sediment at 
local and regional scales (Mackey and Roering, 2011; McColl et al., 2022; Simoni et al., 
2013a). In particular, Mackey and Roering (2011) estimated these landslides (referred to as 
earthflows in their study) were capable of producing a regional sediment yield of 1100 t km-2 
yr-1 in the Eel river catchment of California USA, and Simoni et al. (2013b) estimated that 
similar landslides were producing a regional sediment yield of 1600 t km-2 yr-1 in the Reno 
river catchment of the Apennines, Italy. 

Due to these concerns, many scientists have worked to determine what factors cause these 
landslides to occur in many regions of the world, including California, USA (Roering et al., 
2015), the Himalayas (Larsen and Montgomery, 2012), the Alps (Jomard et al., 2014) and 
New Zealand (Parker et al., 2015; Rees et al., 2019). Based on these studies, the primary 
drivers of soft-rock landslide failure are believed to be weak rock, over-steepened slopes, 
seismic shaking, river incision, increases in porewater pressure, and the downslope 
orientation of preferential failure surfaces. In particular, seismic shaking and hydrologic 
factors (river incision and high porewater pressure) appear to heavily influence the failure of 
these landslides. However, it is less clear if one of these factors is a more important triggering 
mechanism for these landslides. Many studies in China (Parker et al., 2011; Yin et al., 2009) 
and the South Island of New Zealand (Dellow et al., 2017; Parker et al., 2015) have shown 
that earthquakes are an important trigger, while in California (a similarly tectonically active 
region) rainfall and river incision appear to be the main drivers (Handwerger et al., 2019b; 
Roering et al., 2015). Overall, more work needs to be done to determine the relative influence 
of these factors in more regions of the world. 

Many studies have also examined the role that landslides like soft-rock landslides play in 
terrain regulation. In particular, work in the regions mentioned above has resulted in a 
formalized slope threshold model of landslide instability (Bennett et al., 2016; Korup and 
Weidinger, 2011; Roering et al., 2015). This model posits that landslide processes are a 
primary regulator of hillslope angles in uplifting regions because any factor that would cause 
a slope to steepen past a threshold angle instead initiates the failure of landslides on that 
hillslope, limiting any further slope steepening. Further work in central China has also shown 
that MORLEs associated with earthquakes in the region are capable of removing more 
material from mountain ranges than is added by co-seismic rock uplift (Parker et al., 2011). 

While this is not necessarily the case in all situations, soft-rock landslides tend to be large (2 
ha to 500 ha or larger) and move slowly over time (1 mm/yr to 10 m/yr) (Borgatti et al., 
2006; Pánek and Klimeš, 2016; Rees et al., 2019). This can make it difficult to monitor these 
landslides since each landslide needs to be surveyed at numerous sites with precise 
equipment over long periods in order to acquire informative data. Additionally, soft-rock 
landslide inventories may contain landslides that are relict, dormant, or active, but this 
information is not necessarily available for guiding monitoring efforts. For example, New 
Zealand’s national landslide database (Rosser et al., 2017) contains no information on 
landslide activity state, even though research has shown that a variety of activity states are 
present in New Zealand (Massey, 2010). Additionally, a regional study of landslides in the 
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Western United States by Xu et al. (2021b) revealed that many landslides in existing 
inventories were dormant, and many active landslides that they discovered were not included 
in those same inventories. However, deploying field surveys accurate enough to determine 
the landslide activity state at regional (1,000 – 100,000 km2) scales is typically cost-
prohibitive. 

Due to these limitations, considerable work has been done to develop remote sensing 
monitoring strategies for these landslides. Two of the most significant methodological 
developments within the past twenty years are the use of interferometric synthetic aperture 
radar (InSAR) (Even and Schulz, 2018) and sub-pixel offset tracking (sPOT) (Bickel et al., 
2018; Sun and Muller, 2016) for landslide monitoring. InSAR is capable of directly 
observing centimetre-scale landslide movement (Bayer et al., 2017; Bozzano et al., 2017; Shi 
et al., 2019a; Villi et al., 2016; Yan et al., 2018), greatly reducing the need to conduct ground 
observation campaigns. In addition, the creation and distribution of the freely-available 
synthetic aperture radar (SAR) datasets from the Sentinel-1 (Torres et al., 2012) and ALOS-1 
(Rosenqvist et al., 2007) missions has allowed scientists to extend InSAR analyses to 
regional scales (Bonì et al., 2018; Haghighi and Motagh, 2017; Xu et al., 2021b). sPOT 
techniques have also been used to track the motion of landslides, particularly in cases where 
the landslide movement is faster than  the upper detectable limit of InSAR analyses 
(Amitrano et al., 2019; Dille et al., 2021). However, little work has been done to apply sPOT 
analyses on regional scales. The technical details for both techniques are discussed further in 
the literature review section of this thesis. 

While both techniques show promise, they are both relatively new and more work needs to be 
done to adapt them to a wider variety of environments. For example, InSAR analyses are 
sensitive to centimetre scale movement which can cause them to identify many types of 
movement that are not related to landslide activity, such as the swelling of soil due to 
increasing pore water pressures and movement related to vegetation growth (Ahmed et al., 
2011; Bayer et al., 2018; Plank et al., 2012). Additionally, more work needs to be done to 
explore how movement above the range of InSAR-detectable movement is represented within 
these datasets. Similarly, more work needs to be done to determine the lower limit of sPOT-
detectable movement (Bickel et al., 2018) and to expand this technique to broader areas. In 
addition, both methods are computationally intensive, and require an extensive background in 
remote sensing and computer programming to conduct effectively. Both techniques would 
greatly benefit from being paired with high-performance computing environments, for 
example those afforded by cloud computing providers, and standardized workflows so that 
others without this background can use these techniques. 

More governments and conservation organizations have begun to view suspended sediment 
as a significant environmental pollutant. In particular, the New Zealand government recently 
released their 2020 National Policy Statement on Freshwater Management (Ministry for the 
Environment, 2020), which introduces maximum allowable limits for suspended sediment in 
many of New Zealand’s waterways. This is in part due to increasing evidence that high 
suspended sediment loads are decreasing water clarity (Davies-Colley and Hughes, 2020; 
Davies-Colley and Smith, 2001), and eliminating habitat for riverine invertebrates (Jones et 
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al., 2012; Suren et al., 2005). Site investigations of soft-rock landslides have shown that they 
can deliver significant amounts of sediment over long periods (Dille et al., 2019; McColl et 
al., 2022), and we know that they are an important erosional process in the sediment 
dynamics of uplifting regions over geologic timescales (Agliardi et al., 2013; Kuehl et al., 
2016; Larsen et al., 2010). However, more work needs to be done to quantify their 
contemporary sediment contributions at regional scales in a wider variety of settings. In 
particular, many sediment budgets that are used to assess the impacts of various erosional 
process do not include location specific sediment contribution data for soft-rock and other 
deep-seated landslides (Dymond et al., 2016, 2010). Thus, they are often excluded from 
suspended sediment reduction discussions, even though they have the potential to be a major 
source of suspended sediment (Dille et al., 2021; Mackey and Roering, 2011; McColl et al., 
2022; Simoni et al., 2013b). 

1.2 Aim and Objectives 
The aim of this thesis is to analyse the factors that lead to the occurrence and contemporary 
activity of soft-rock landslides within the Whanganui Basin of New Zealand, create remote 
sensing methodologies that can be used to monitor these landslides effectively, and quantify 
the sediment input of these landslides to the catchments in which they occur. I hope that this 
work will broaden our understanding of soft-rock landslides generally and provide a new set 
of examples that future studies can compare to their own results. Additionally, I hope that the 
InSAR and sPOT methodologies that I developed for this work will make it easier for others 
to undertake these types of analyses in the future. I then hope to build on this methodology to 
estimate the sediment input from soft-rock landslides to the catchments within the 
Whanganui Basin of New Zealand. Finally, I argue that information on soft-rock landslides 
should be included in the sediment budgets of the regions where they exist and provide a 
methodology for doing so. 

The aim of this thesis is met by five objectives: 

1. Create an updated map of the soft-rock landslides in the Whanganui Basin region of 
New Zealand that is more accurate than existing inventories and includes information 
on landslide age, and type 

 

2. Determine the susceptibility factors that have led to the occurrence of these landslides 
using a logistic regression analysis of landslide occurrence 

 

3. Develop a remote sensing framework to identify the activity state and measure the 
movement rates of soft-rock landslides 

 

4. Identify the active soft-rock landslides in the Whanganui Basin region and determine 
what factors have led to their activity using a logistic regression analysis 
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5. Estimate the annual average sediment contributions of these active landslides and 
determine their proportional contribution to the annual average sediment load within 
the Whanganui Basin 
 

 

1.3 Thesis Organization 
This thesis comprises eight chapters. These include: this introductory chapter; a literature 
review of the factors that lead to soft-rock landslide occurrence as well as the techniques used 
to map and monitor them; a description and literature review of the Whanganui Basin region; 
three original research chapters intended for publication; and a synthesis chapter, and a 
concluding chapter. The structure of the original research chapters have not been altered from 
the form in which they have or will be submitted for publication. This has led to a degree of 
repetition in these chapters, particularly in the introduction and study area subsections, and 
slightly altered terminology is sometimes used as well. While the content and figures have 
not been altered, the formatting of these chapters has been modified to match the style of this 
thesis. Each research chapter also has an introduction and summary separate from the 
manuscript that describes how the chapter fits into the overarching thesis. 

Chapter 1 gives a high-level introduction to this thesis. It provides a short description of the 
knowledge and methodological gaps this thesis addresses, lays out the specific objective this 
thesis attempts to address, and describes its organization. Chapter 1 is not intended for 
publication and instead seeks to introduce the thesis as a complete body of work. 

Chapter 2 reviews the relevant scientific literature and explores the causes of soft-rock 
landslide failure, the techniques used to map and monitor these landslides, and the evolution 
of sediment budget models. The discussion in Chapter 2 serves to identify critical gaps in the 
current body of knowledge and provides in-depth descriptions of the remote sensing 
techniques that will be utilized throughout this thesis. This chapter is not intended for 
independent publication but provides the scientific context for the work conducted in 
Chapters 4, 5, & 6. 

Chapter 3 provides an in-depth description of the Whanganui Basin region of New Zealand, 
where the analyses in this thesis are conducted. This includes a description of the basin’s 
geologic setting and history, a review of the soft-rock landslide site investigations that have 
been conducted there, and a review of scientific research undertaken in the basin more 
broadly. As opposed to Chapter 2, which provides a global summary of relevant studies, the 
literature reviewed in this chapter is focused on country and region-specific landslide and 
sediment budget studies. This chapter is not intended for independent publication but 
describes the landscape where the analyses in Chapters 4, 5, & 6 are conducted. 

Chapter 4 describes the mapping of the soft-rock landslides in the Whanganui Basin 
(Objective 1) and the creation of a landslide susceptibility model. I use this model to assess 
the relative influence of a suite of landslide susceptibility factors on the likelihood of soft-
rock landslide occurrence (Objective 2). I then evaluate the relative importance of seismic 
and hydrologic factors in this region and explore the validity of the slope threshold model of 
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landslide generation in a structurally controlled landscape. This chapter has been published in 
the journal Geomorphology as: Williams, F., McColl, S., Fuller, I., Massey, C., Smith, H., 
Neverman, A., 2021. Intersection of fluvial incision and weak geologic structures cause 
divergence from a universal threshold slope model of landslide occurrence. Geomorphology 
389, 107795. https://doi.org/10.1016/j.geomorph.2021.107795. 

Chapter 5 describes the development and testing of a remote sensing monitoring framework 
for soft-rock landslides (Objective 3). This framework relies on time-series interferometric 
synthetic aperture radar (InSAR) to detect landslide activity and time-series sub-pixel offset 
tracking (sPOT) to measure movement rates. While this framework was designed for soft-
rock landslides, it can generally be used to monitor multiple types of large, slow-moving 
features. We compare the results of this framework to a suite of validation sites within the 
Whanganui Basin to determine if the framework provides accurate results. This framework is 
then utilized in Chapter 6 to meet Objectives 4 and 5. This chapter will soon be submitted for 
publication to Remote Sensing of Environment as: Williams, F., McColl, S., Fuller, I., 
Neverman, A., Smith, H., 2022. A reproducible framework for slow-moving landslide 
activity detection and monitoring. 

Chapter 6 utilizes the framework developed in Chapter 5 to identify active soft-rock 
landslides in the Whanganui Basin, create an active landslide susceptibility model. It also 
describes the development and use of a soft-rock landslide component for a sediment budget 
model. This landslide activity information and the activity susceptibility model are used to 
determine which of the susceptibility factors assessed in Chapter 4 are predictive of current 
landslide activity (Objective 4). An estimation of the sediment export from each active 
landslide is then made using the landslide velocity estimates created using the framework 
from Chapter 5. The total sediment export from these landslides is then compared to an 
external estimate of the sediment export for the entire region to determine the proportional 
sediment contribution from soft-rock landslides (Objective 5). Due to the dependency of this 
chapter on the methods of Chapter 5, this Chapter will not be submitted for publication until 
Chapter 5 has been accepted. Consequently, this chapter is in preparation for publication in 
Earth Surface Processes and Landforms as: Williams, F., McColl, S., Fuller, I., Neverman, 
A., Smith, H., 2022. The contributions of soft-rock landslides to riverine sediment budgets. 

Chapter 7 provides an overall synthesis of the thesis. This chapter ties together the findings 
from Chapters 4, 5, & 6, then discusses how these findings have helped to fill the knowledge 
gaps discussed in Chapters 1 & 2, and how the methodologies used in this thesis could be 
improved in the future. This chapter is not intended for individual publication but serves to 
present the overall findings and challenges of thesis within a single discussion. 

Chapter 8 concludes the thesis, describes how Objectives 1-5 were met, and suggests 
opportunities for future research. It describes the specific ways in which each goal was met 
and details the opportunities for future research that this thesis has exposed. This chapter is 
not intended for individual publication. 

In addition to these chapters, this thesis contains two appendices. Appendix A details the 
contributions I have made to several open-source scientific software development projects. 

https://doi.org/10.1016/j.geomorph.2021.107795
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While these contributions are difficult to highlight within the context of a scientific 
publication, they still represent an important contribution I have made to the scientific 
community. Appendix B contains “Statement of Contribution” forms, which are required by 
Massey University for the three scientific manuscript chapters (4, 5, & 6) within this thesis. 
These forms are akin to “Authors’ Contributions” sections, which can be found in some 
scientific journal articles. 
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Chapter 2 Literature Review 
 

2.1 Introduction 
In this chapter, I review the core concepts that are discussed in Chapters 4, 5, and 6 and 
highlights gaps in the research that I believe my thesis helps to address. I start with a 
discussion of the factors that control the stability of soft-rock deep-seated landslides, then 
discuss various strategies that have been used to map and monitor them. Due to my theses’ 
focus on soft-rock deep-seated landslides within the Whanganui Basin, I constrain my 
discussion of landslide susceptibility factors to those that affect landslides of this type. Still, I 
want to acknowledge that any discussion of landslide susceptibility factors is tied to the types 
of landslides being considered. A discussion of landslide susceptibility for an alternate 
landslide type would emphasize factors differently and address a modified set. A similar line 
of reasoning also holds for my discussion of mapping and monitoring techniques. I discuss 
interferometric synthetic aperture radar and sub-pixel offset tracking in greater depth than 
other landslide monitoring techniques because they are the methods best suited for studying 
soft-rock deep-seated landslides at a regional scale. These techniques excel at monitoring 
large landslides that move slowly over time, but different techniques would need to be used 
to study landslides that experience rapid and complete failure. This chapter focuses on a 
broad view of these topics, and I recommend you refer to Chapter 3 if you want to gain a 
better understanding of the state of soft-rock deep-seated landslide research within New 
Zealand and the Whanganui Basin. 

2.2 Landslide Classification Schema 
Landslides have harmed both the built and natural environment throughout the world. While 
many examples exist (Guzzetti, 2000; Massey et al., 2018; Petley and Rosser, 2005) a recent 
poignant example is the loss of life associated with landslides after the Wenchuan earthquake 
in 2008. In this case, landslides triggered by the earthquake and the failure of landslide dams 
led to the deaths of roughly 20,000 people (Xu et al., 2009; Yin et al., 2009). Landslides also 
play a significant role in terrain regulation and the long-term evolution of landscapes (Korup 
et al., 2010; Larsen and Montgomery, 2012). Thus, understanding the factors that influence 
their occurrence and activity is an important goal. 

The factors controlling the occurrence and activity of landslides are directly related to the 
type of landslide being discussed. The Cruden and Varnes (1996) landslide classification 
scheme and its 2014 update (Hungr et al., 2014) are widely used for classifying and 
describing different types of landslides. This classification divides landslides by material 
(rock, debris, and earth) and failure mechanics (fall, topple, slide, spread, and flow) (Figure 
2.1). While not included within the classification scheme, the term “deep-seated landslides” 
is also commonly used (Crosta et al., 2013; Korup, 2006; Roering et al., 2005) to refer to all 
landslides that have failure surfaces that occur within bedrock. This corresponds to rock 
planar slides, rotational slides, compound slides, and slope spreads within the Hungr et al. 
(2014) classification. 
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Figure 2.1 The updated Varnes classification of landslide types as presented in Massey (2010).While not included within this 
classification, my thesis considers deep-seated soft-rock landslides, typically classified as translational or rotational rock 
slides, and translational or rotational debris slides. Their classification depends on the geometry of the failure surface and 
the competency of the landslide material. This figure is based on the classification by Varnes (1978) and the landslide 
schematics by Highland and Bobrowsky (2008). 
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Some deep-seated landslides occur within “soft rock”. This term describes rock that has low 
internal shear strengths due to a stunted diagenesis (Massey et al., 2013), intense weathering 
(Roering et al., 2005), or extensive metamorphism (Crosta et al., 2013). Work on soft-rock 
landslides was pioneered in England by Skempton (Skempton and De Lory, 1957; Skempton 
et al., 1989), Petley and Alison (Petley and Allison, 1997) and Hutchinson (Hutchinson, 
1969), who described the large sizes, slow movement rates, and deep-seated nature of these 
landslides. They also described how these landslides’ weak internal structures and 
interactions with groundwater formed slope failures that could sustain seasonal slow 
movement over long periods of time. Since their early work, soft-rock landslides have been 
studied in Italy (Borgatti et al., 2006; Villi et al., 2016), North America (Finnegan et al., 
2019; Hu et al., 2020b), New Zealand (Massey et al., 2016a, 2016b; Rees et al., 2019) as well 
many other places across the globe. These landslides are also the focus of this thesis. Deep-
seated landslides that form in these conditions may be referred to as “soft-rock deep-seated 
landslides”. For brevity’s sake however, I will use the term “soft-rock landslides” to refer to 
these landslides.  

2.3 Landscape Processes Controlling Occurrence and Activity 
The term ‘stability’ is often used as a relative term for describing the likelihood of slope 
failure, but many authors have used the Factor of Safety (FoS) approach (Crozier, 1986) to 
provide a quantitative aspect to discussions of stability. FoS is defined as the ratio between 
shear strength (resisting forces) and shear stress (driving forces) of a slope and is used as a 
numerical representation of the balance between forces resisting the failure of a slope and the 
forces driving that failure. When resisting forces are greater than driving forces, the FoS will 
be greater than one, and the slope will be stable under the modelled conditions. If any factor 
reduces resisting forces or increases driving forces so that the FoS is less than one (unity), the 
slope has failed (in theory). Thus, describing how different factors influence a slope’s FoS 
provides a useful framework for quantifying the multitude of factors that influence landslide 
failure. 

Many factors contribute to the instability of landslides, such as slope steepness, landslide 
material, and rainfall (Crozier, 1986; Korup et al., 2007), and these factors are typically 
classified as either preconditioning, preparatory,  triggering, or sustaining factors (Crozier 
and Glade, 2005) (Figure 2.2). Preconditioning factors are factors that are inherent and static 
(over human timescales), and influence the margin of stability (e.g. rock strength) or the 
effectiveness of other destabilising forces (e.g. rock permeability). Preparatory factors shift 
slopes from a stable to marginally stable state, either slowly (e.g. weathering), or more 
rapidly (e.g. deforestation), and make slopes sensitive to potential triggers. Triggering factors 
are the instantaneous events such as earthquakes and precipitation events that move a slope 
into an actively unstable state. Some landslides move just once, fully vacating their source 
area and coming to rest, while others are longer-lived. For many deep-seated landslides in 
soft rock, the initial failure does not fully evacuate the landslide material (Booth et al., 2018; 
Massey, 2010; Pánek and Klimeš, 2016). Instead, a persistent landslide body develops that 
can undergo sustained or episodic movement, controlled by sustaining factors (e.g. 
groundwater fluctuations). Due to this behaviour, understanding how sustaining factors 
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influence landslide movement over time is a key factor in understanding the evolution of soft-
rock landslides (Carey et al., 2019; Massey et al., 2013; Pánek and Klimeš, 2016)

 
Figure 2.2 The relationships between preparatory, triggering, and sustaining landslide susceptibility factors according to 
Crozier and Glade (2005) 

2.3.1 Preconditioning Factors 
Preconditioning factors tend to develop over geologic (>106 yr) timescales and tend to not 
vary significantly over short (< 10 yr) timescales. Some examples include bedrock strength, 
and bedrock discontinuity geometry. Since soft-rock landslides typically have failure planes 
that are within bedrock, the inherent material strength of the bedrock is an essential 
component of their stability (Borgatti et al., 2006; Crosta et al., 2013; Korup et al., 2007; 
Massey et al., 2016b). Similarly, the orientation of discontinuities within the bedrock and 
their relationship with topography influence the likelihood of failure (Chittenden et al., 2014; 
Stead and Wolter, 2015). In several cases, soft rock landscapes have shown preferential 
landslide development where bedding dips toward valley bottoms (i.e. dip slopes) (Chen et 
al., 2019; Chittenden et al., 2014; Rees et al., 2019; Thompson, 1982). On the opposite side 
of the valley, where bedding dips away from the valley (i.e. scarp slopes), these hillslopes are 
comparatively stable, with erosion taking place as either small-scale rock falls (spalling) or 
shallow landslides. 

2.3.2 Preparatory Factors 
In addition to preconditioning factors, preparatory factors can develop over long timescales, 
but this is not always the case. For instance, uplift (an important landslide preparatory factor) 
can occur either slowly or rapidly, as can the development of material strength degradation 
factors. While uplift itself does not directly cause landslides, it is a precursor for the 
generation of steep, dip slopes, which does affect stability. The steepening of slopes leads to 
increases in the proportion of the gravitational force that contributes to shear stresses and 
reduces normal stresses, destabilizing slopes (Bennett et al., 2016; Korup and Weidinger, 
2011). However, the strength equilibrium hillslope model suggests that this relationship is not 
linear. Larsen and Montgomery’s (2012) analysis of Himalayan landslides showed that above 
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a certain slope angle, increased uplift was accommodated via increased landsliding, not by 
increased slope angle. They suggested that since slopes tend to equilibrate at an angle where 
the stresses and strengths of a hillslope are at unity (FoS = 1), increases in slope beyond a 
given threshold led to increased landsliding and not to steeper slopes. It is important to 
remember that the steepness of this threshold depends on how other susceptibility factors 
within the landscape are acting upon the slope. Consequently, steeper slopes within a 
landscape where equilibrium slopes exist may represent areas with a higher threshold slope 
(and likely a more stable bedrock), and not necessarily an area with an increased risk of 
landslide occurrence (Korup and Weidinger, 2011). In addition, uplift can lead to the 
exhumation of sedimentary layers that have not fully undergone diagenesis, exposing 
relatively weak rock, which promotes unstable conditions (Pulford and Stern, 2004; Roering 
et al., 2005). 

Material strength degradation factors are also important preparatory factors. This term refers 
to all factors that deteriorate the strength of slope material over time, such as physical 
weathering, chemical weathering, and fracture formation (Calcaterra and Parise, 2010; Korup 
et al., 2010). However, the impacts of these factors are often poorly understood (Wieczorek 
and Jäger, 1996). This is due to the difficulty inherent in observing processes that occur over 
thousands of years or ‘hidden’ within the bedrock (Petley, 2011). Strength degradation can 
also be achieved through stress-induced fatigue, which is defined as any stress-caused 
weakening of the slope material that occurs at sub-critical stresses (Cruden, 1974). In many 
cases, stress-induced fatigue can also take the form of a heterogeneous distribution of stress 
within the landslide body that results in accelerated fracture propagation. 

2.3.3 Triggering Factors 
Earthquakes and heavy rainfall are often cited as the most common triggering factors for soft-
rock landslides. For earthquakes, the sudden reorientation and increase/decrease of the 
driving/resisting forces is the primary cause of induced failure, and is often exacerbated by 
topographic amplification of seismic shaking at ridge crests where co-seismic landslides 
typically initiate (Meunier et al., 2008; Sepúlveda et al., 2005). When earthquakes are strong 
enough to trigger deep-seated landslides, they tend to generate clusters of multiple landslides 
that are both deep-seated and shallow. Some prominent examples include the landslides 
following the Mw 7.8 Kaikoura, New Zealand earthquake (Massey et al., 2018), the Mw 8.0 
Wenchuan earthquake (Parker et al., 2011; Yin et al., 2009), and the Mw 8.8 Chile megathrust 
earthquake (Serey et al., 2019). The generation of landslide swarms can also lead to 
additional hazards since mass landslide generation is more likely to overwhelm and block 
river channels. This can lead to the generation and failure of dangerous landslides dams (Xu 
et al., 2009; Yin et al., 2009). 

While heavy rainfall is an important triggering factor for most landslides, shallow landslides 
tend to respond to rainfall differently than soft-rock (and other deep-seated) landslides. 
Shallow landslides tend to be triggered by losses in soil cohesion at a shallow depth, but soft-
rock landslides tend to be triggered by increases in pore-water pressure due to changes in 
groundwater levels (Miao et al., 2014; Van Asch et al., 1999). This also affects the temporal 
response of the landslides to storm events. Shallow landslides tend to fail during or 
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immediately after the storm event when the loss of near-surface soil cohesion is greatest 
(Fuller et al., 2016), but the response of soft-rock landslides is more gradual. Since rising 
groundwater levels are the pathway through which these landslides are triggered, the 
initiation of a soft-rock landslide can occur sometime after the storm event occurs. 
Additionally, research has shown that these landslides respond more strongly to increases in 
average monthly rainfall than to isolated storm events (Prokešová et al., 2013; Zêzere et al., 
2005). 

In addition to earthquakes and rainfall, other factors can trigger soft-rock landslides. In 
several cases, river incision and erosion following major rainfall events and coastal erosion 
have been found to lead to the failure or reactivation of landslides (Doi et al., 2020; Massey 
et al., 2016b; Young, 2015). Due to their slow movement rates, a single erosion event can 
also destabilize a landslide for several years. Massey et al. (2016b) noted that increased 
movement rates of a soft-rock landslide following a flood lasted two years after the event. 
However, a river’s ability to destabilize a landslide’s toe requires that the river is proximal to 
the landslide, and that the landslide is inherently unstable. Thus, river meandering and other 
changes in alignment can disconnect landslide toes from the erosive power of rivers and, 
given sufficient incision, leave them stabilized on floodplains (Bilderback et al., 2015). In a 
similar vein, sea-level rise can also lead to increased coastal toe erosion and destabilization 
(Della Seta et al., 2013). 

Additionally, anthropogenic interventions such as, tunnel construction (Bayer et al., 2017; 
Ruggeri et al., 2016), and land use changes (Villaseñor-Reyes et al., 2018) have been shown 
to lead to failure. Finally, there are some cases where none of these factors seem to play an 
important role. For example, a recent investigation of a soft-rock landslide in the Democratic 
Republic of Congo by Dille et al., (2019) found that gradual weathering of the landslide’s 
material, and not a distinct triggering factor, led to its failure. Also, due to the longevity of 
soft-rock landslides (Korup et al., 2007; Pánek and Klimeš, 2016), it can be difficult to 
determine which factor led to their initial failure. Thus, whether earthquakes, increasing pore-
water pressure, or some other trigger, is a more important for soft-rock landslides is still an 
ongoing debate (Crozier et al., 1995; Johnson et al., 2017; LaHusen et al., 2020; Lo et al., 
2016). Overall, the influence of these triggering factors likely varies by landscape and more 
work needs to be done to determine the roles of these factors worldwide. 

2.3.4 Sustaining Factors 
The fourth class of stability factors are sustaining factors, which influence the motion of 
landslides that are already in an unstable state. Examples include processes such as the rate of 
sustained removal of buttressing support by fluvial or coastal erosion, or seasonal pore-water 
pressure fluctuations. In partnership with uplift, fluvial incision has been shown to steepen 
slopes (Bilderback et al., 2015; Roering et al., 2015) and erode landslide toes (McColl et al., 
2022; McSaveney and Massey, 2017), which can both destabilize soft-rock landslides. Toe 
erosion can also be brought on by coastal erosion processes (Doi et al., 2020; Hutchinson, 
1969; Young, 2015). Toe erosion can also be an important sustaining factor for soft-rock 
landslides since continual removal of toe material by rivers or coastal erosion can lead to a 
continuous “conveyor-belt” system of landslide movement, such as the patterns of movement 
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that resulted from river-bed gravel mining in the Rangitikei River of New Zealand 
(McSaveney and Massey, 2017). 

Studies have also shown that seasonal loading of slopes via increased water content and 
increased porewater pressure can lead to annual cycles of instability (Carey et al., 2019; 
Handwerger et al., 2019a; Iverson, 2000; McColl and McCabe, 2016; Van Asch et al., 2009, 
1999). While their mechanisms differ, the severity of river erosion, coastal erosion, and 
increases in porewater pressure all tend to vary within glacial precipitation cycles. Studies 
within New Zealand (Bilderback et al., 2015) and the western United States (Johnson et al., 
2017) have shown that deep-seated landslide activity rates increase during inter-glacial 
periods. This is likely due to the increased rates of fluvial incision, wetter climates and 
reduced rates of hillslope sediment delivery that occur during inter-glacial periods. 

2.4 Mapping of Soft-Rock Landslides 
2.4.1 Mapping via Image Interpretation 
Landslide maps are created for a variety of purposes, including (i) to document the size and 
extent of landslides (Guzzetti et al., 1999; Trigila et al., 2010) (ii) as a preliminary dataset for 
hazard analyses (Bǎlteanu et al., 2010; Guzzetti et al., 2005) and (iii) to investigate the 
relationship between landslide occurrence/movement and landscape characteristics (Larsen 
and Montgomery, 2012; Parker et al., 2011). As described by Guzzetti et al. (2012), landslide 
maps can range from small scale (<1:200,000), to medium scale (1:25,000 to 1:200,000), to 
large scale (>1:25,000) and, based on the identification protocol, can be grouped into one of 
three types. Maps derived from historical accounts of landslide failure are called archival 
maps, maps derived from geomorphological evidence of past or present movement are called 
historical maps (Bǎlteanu et al., 2010; Trigila et al., 2010), and maps that catalogue landslides 
caused by a single event are called event maps (Dellow et al., 2017; Parker et al., 2011). 
Since soft-rock landslides are typically large and long-lived, medium to large-scale historical 
maps are typically used to catalogue their presence. The remainder of this review will focus 
on these maps and will use the term “landslide map” to refer to these maps exclusively. 

Before the advent of remote sensing, defined here as the analysis of objects without physical 
contact, landslide maps were compiled through direct in-field interpretation of landslide 
features such as scarps, hummocky terrain, and evidence of displacement (Cruden and 
Varnes, 1996; Guzzetti et al., 2012). However, these techniques are poorly suited for 
cataloguing soft-rock landslides because of the limited perspective of ground observations. 
These observations often miss the large, subtle features of soft-rock landslides that are easier 
to observe from a birds-eye view. Following the Second World War, aerial imagery became 
available for civilian use and it became an integral dataset for creating landslide maps 
(Campbell, J.b, Wynne, 2011).  

Stereoscopic interpretation was the predominant technique used to identify landslides in 
aerial imagery until the 21st century (Guzzetti et al., 1999). The stereoscopic illusion of 
terrain provides a valuable source of terrain information that aids in identifying landslides 
quickly over large regions. New Zealand’s GNS Science still maintains a nation-wide 
landslide map (Rosser et al., 2017) created largely using this method. Within the 21st century, 
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stereoscopic imagery analysis has been extended to satellite images (Nichol et al., 2009), 
offering a new tool for landslide mapping. While satellite data has lower spatial resolutions 
than the concurrent aerial imagery, satellite images offer a higher temporal resolution, with 
many satellites offering monthly revisit times. This increased the frequency with which 
landslide mapping surveys could be conducted (Guzzetti et al., 2012). 

2.4.2 Mapping via DEMs 
In addition to visible-spectrum remote sensing, advancements in digital elevation model 
(DEM) creation have led to significant improvements in landslide mapping (Derron and 
Jaboyedoff, 2010; Gorsevski et al., 2016; Li et al., 2015; Ren et al., 2017; Van Den Eeckhaut 
et al., 2005). Unlike stereoscopic methods, which rely on multiple perspectives to create an 
illusion of terrain relief in imagery, DEMs directly describe the variations in elevation found 
within the landscape. Early remote sensing based DEMs used a technique called 
photogrammetry, to combine data from aerial photographs taken at multiple angles to create 
estimates of surface elevations (Chandler, 1999; Westoby et al., 2012). Soon after this, DEMs 
based on active remote sensing, such as the global DEM derived from the Shuttle Radar 
Topography Mission (SRTM), were introduced. 

While these datasets were useful, significant advancements in mapping capability were also 
introduced via the creation of high-resolution (sub-meter) DEMs by techniques such as Light 
Detection and Ranging (LiDAR) and Unmanned Aerial Vehicle (UAV) structure-from-
motion SfM photogrammetry. As opposed to previous DEMs, LiDAR DEMs offer much 
higher resolutions and collect multiple returns at each sample location, which allows for the 
removal of the vegetation signature from DEMs. This increases the likelihood of identifying 
landslides in heavily vegetated areas where landslides are generally harder to identify 
(Guzzetti et al., 2012; Li et al., 2015; Roering et al., 2015). Using UAVs that fly close to the 
ground surface to conduct SfM surveys is another way to produce high-resolution DEMs 
(Westoby et al., 2012). However, removal of the vegetation height signature from SfM-
derived DEMs usually results in a highly erroneous interpolation in vegetated areas, which is 
less of an issue for LiDAR. Typically, a distinction is made between a DEM, which does not 
include the vegetation signature (sometimes referred to as a Digital Terrain Model), and a 
Digital Surface Model (DSM), which does include the vegetation signature. The inclusion of 
the vegetation signature makes SfM DSMs less useful than LiDAR DEMs for identifying 
landslides. Still, SfM DSMs are useful in places devoid of dense or wooded vegetative cover 
and are much cheaper to obtain. DEMs and visible spectrum remote sensing imagery can also 
be combined within a GIS platform to produce the type of data used in stereoscopic surveys 
(Peruccacci et al., 2012). This allows for a stereoscopic-like survey to be conducted within a 
digital platform, which significantly increases the efficiency of the analysis. 

2.4.3 Landslide Susceptibility Maps 
As an alternative to visually inspecting either imagery or DEMs to identify landslides, 
scientists have also developed maps that contain information on the where landslides are 
likely to occur. These maps are called landslide susceptibility maps. While predicting where 
landslides are likely to occur is distinctly different than identifying where landslides exist, 
both strategies seek to provide information that can be used to avoid landslide hazards. Early 
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susceptibility models used heuristic-based methodologies that relied on the experience of 
experts to determine the likelihood of a landslide occurring in an area based on that area’s 
geomorphological characteristics (Nilsen and Brabb, 1977). Today however, these models 
use either a traditional statistical approach or machine learning techniques to assign a 
probability of landslide occurrence to points within a landscape based upon data from a 
variety of sources (Micheletti et al., 2014; Reichenbach et al., 2018). These data sources 
typically include information regarding the landslide susceptibility factors discussed in the 
previous sections along with geomorphometric information (i.e., slope, curvature, and surface 
roughness) but vary depending on the setting of the study (Bǎlteanu et al., 2010; Smith et al., 
2021; Xiao et al., 2018). In addition to providing information on the likelihood of future 
landslide occurrence (i.e. prediction), the importance of each susceptibility factor within the 
model can be used to determine which factors best explain the occurrence of past landslides 
(i.e. postdiction) (Lombardo and Mai, 2018). This information can then be used to infer 
which combination of factors and processes most typically lead to the generation of 
landslides within the study area. 

Traditional statistical models typically use a form of multivariate regression to create a 
susceptibility model and primarily use a multivariate logistic regression model (Budimir et 
al., 2015; Reichenbach et al., 2018). This model is designed to predict the likelihood of a 
given phenomenon to be either absent or present, which aligns well with the goals of a 
landslide susceptibility study. Machine learning models use a wider range of methodologies, 
including random forest (Belgiu and Drăgu, 2016), standard neural-network (Gorsevski et al., 
2016; Hua et al., 2020), and convolution neural-network models (Fang et al., 2020), but there 
is no clear consensus regarding which model framework is best-suited for landslide 
susceptibility models (Merghadi et al., 2020; Yuan et al., 2020). Overall, machine learning 
models are considered to be better at modelling non-linear relationships in the data and thus 
tend to be more accurate when well designed (Merghadi et al., 2020). However, these models 
create more complex relationships between the input data sources, making it more difficult to 
assess the importance of the individual factors within the model (Reichenbach et al., 2018). 

Both statistical and machine learning models can use pixel-based or object-based 
methodologies to identify landslides. This distinction describes whether the model generates 
a continuous (i.e., pixel-based) measure of landslide likelihood or estimates landslide 
likelihood within discrete objects (e.g. a hillslope). Pixel-based methodologies predate object-
based techniques and are best suited for areas that experience widespread generation of small 
(i.e., shallow) landslides (Dymond et al., 2006; Shahabi and Hashim, 2015; Smith et al., 
2021). Many researchers have argued, however, that pixel-based approaches perform poorly 
when used to predict the occurrence of larger soft-rock landslides (Hölbling et al., 2016, 
2012; Van Den Eeckhaut et al., 2005). Object-based methods, on the other hand, first 
segment the landscape into homogenous zones then perform the analysis using summarized 
values of the susceptibility factors within each zone (Alvioli et al., 2016; Hölbling et al., 
2012; Hua et al., 2020). This approach allows landslides to be classified as discrete objects 
and is generally considered the best method for predicting the occurrence of large landslides 
(Alvioli et al., 2016; Hölbling et al., 2016, 2012; Van Den Eeckhaut et al., 2005). 
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However, current object-based methodologies do not always work well when used to identify 
soft-rock landslides (Zhong et al., 2020). Object-based methodologies typically rely on 
algorithms to divide landscapes into zones that are internally homogenous, and different from 
the zones that surround them. For example, the algorithm described in Alvioli et al., (2016) 
creates zones that correspond to hillslopes by creating object zones that have an internally 
homogenous hillslope aspect. Large soft-rock landslides can be composed of many areas that 
have distinct aspects (e.g. a toe vs a head scarp vs a side lobe) which means that a single 
landslide would be composed of multiple objects when using this algorithm. Thus, object-
based classifications are likely to identify portions of each landslide separately, which may 
complicate classification efforts. New techniques, such as combining objects based on their 
spatial relationships (Prabhu and Babu, 2015; Weaver, 2010) are being developed to solve 
these issues. Alternatively, when the goal of the analysis is to understand the factors that 
contribute to landslide occurrence, previously mapped landslides can be used as the 
classification zones (Williams et al., 2021), which alleviates the need to divide the entire 
landscape into discrete zones. 

2.5 Monitoring of Soft-Rock Landslides 
While landslide maps provide useful information on landslide presence, or likelihood of 
occurrence, they do not contain information on landslide activity state or movement rates. 
While this information may not be important within some use cases, it is needed to assess the 
hazards and impacts (e.g. sediment delivery) associated with landslides. Monitoring regional 
landslide activity and movement rates is difficult to do well, and soft-rock landslides are 
particularly difficult to monitor. This is due to some of the unique characteristics that soft 
rock landslides possess. First, the geomorphic evidence of a soft-rock landslide failure can 
persist within the landscape for thousands of years after landslide failure occurs. This means 
that soft-rock landslide maps often contain many relict or dormant landslides (Loche et al., 
2022). Second, these landslides tend to experience cyclic periods of dormancy and 
reactivation (Booth et al., 2018; Handwerger et al., 2019a; Massey et al., 2013), which means 
that monitoring must be consistently performed to obtain accurate activity information. Third, 
soft-rock landslides typically move slowly and monitoring their movement rates requires 
sensitive measurement techniques. Due to these complexities, a variety of techniques are used 
to monitor soft-rock landslides, each of which has its own advantages and disadvantages. 

2.5.1 Ground-Based Monitoring 
To track the slow movement rates of soft-rock landslides, precise techniques are often 
needed. Many ground-based geodesic survey techniques can acquire data at high levels of 
precision and have been used to monitor these landslides. The first set of techniques are those 
that utilize precise geodetic survey equipment to track landslide motion. This includes repeat 
manual global navigation satellite systems (GNSS) measurements of a set of survey points 
(McColl et al., 2022), the use of a robotic total station to automatically measure survey points 
at a set interval (Massey et al., 2013), and continuously operating GNSS receivers that record 
their position at set intervals (Šegina et al., 2020). Additionally, inclinometer measurements 
are often used to measure the local displacements of landslides, but lack information 
regarding their exact global position (Massey et al., 2013; Simoni et al., 2013a). 
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Other studies have used ground and UAV based LiDAR and SfM systems (Bitelli et al., 
2004) to monitor landslides via repeat DEM analyses. These surveys operate similarly to 
those discussed in the mapping section, but their proximity to the ground surface allows them 
to collect significantly higher resolution data. Today’s surveys are capable of creating DEMs 
that have resolutions of 10 cm or less (McColl et al., 2022) and have sub-centimetre levels of 
precision. By combining DEMs from multiple survey dates it is possible to create DEMs of 
Difference (DoDs) that allow you to measure elevation gains and losses due to landslide 
activity (Williams, 2012). 

While these techniques have been used effectively in many studies, they are not well suited 
for monitoring landslides at regional scales. The main limitation of these techniques is their 
time and monetary costs, which limit the size and number of landslides that can be surveyed. 
Consequently, it is rare to find studies that present data using these techniques for more than 
a few landslides.  Additionally, the high cost of instrumenting a landslide using these 
techniques frequently leads researchers to conduct monitoring only within landslides that are 
already known to be active (Simoni et al., 2013a). Thus, these techniques are seldom used to 
identify previously unreported active landslides. However, remote sensing techniques have 
been developed that make it easier to monitor soft-rock landslides on regional scales (Zhong 
et al., 2020). 

2.5.2 Image Change Detection 
In the last twenty years, numerous Earth observation satellite missions have begun to provide 
remote sensing data at little or no cost. Researchers have used these data to find signs of 
landslide activity at regional scales by identifying changes in the landscape between 
successive images (i.e., change detection) (Huang et al., 2019; Mondini, 2017; Parker et al., 
2011). In addition, satellite images frequently measure electromagnetic radiation outside of 
the visible spectrum, allowing different aspects of the landscape, such as temporal variations 
in the normalized difference vegetation index, to be analysed (Behling et al., 2014; Huang et 
al., 2019). 

The amount of data available to perform this type of analysis is staggering. Terabytes of new 
remote sensing data are produced daily, which is much faster than visual interpretation 
methods can utilize it. Instead, many researchers rely on automated change detection 
techniques, which can be used to automatically identify changes in images (Huang et al., 
2019; James et al., 2012; Lu et al., 2011). These models use the same types of statistical 
techniques used within landslide susceptibility studies, but use them to identify changes in 
remote sensing images that are related to landslide failure (Huang et al., 2019; Lu et al., 
2011). 

The changes detected by these models are often related to the removal of vegetative cover 
and the generation of landslide scars (Handwerger et al., 2022), which makes them the 
preferred method for creating event-based landslide maps for shallow landslides. However, 
since soft-rock landslides tend to move more slowly and do not fully vacate their scars, 
changes related to their movement can be more difficult to detect. Still, soft rock landslide 
movement can produce new scarps or tension cracks which can be observed using these 
techniques (Hervás et al., 2003). Additionally, performing change-detection analyses using 
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time-separated DEMs (James et al., 2012) provide another way to detect soft-rock landslide 
activity since their movement is more apparent within these datasets. 

2.5.3 Image Feature Tracking 
While change detection can identify signs of activity, another technique called image feature 
tracking can track the movement of features between successive images. The first studies to 
perform image feature tracking did so by manually identifying features within remote sensing 
images, then calculating their displacement between successive geolocated images (Lucchitta 
and Ferguson, 1986; Mackey and Roering, 2011). Soon, it became clear that manual feature 
tracking could not keep pace with the rates of remote sensing data production and automated 
processes were developed to perform the feature tracking. These algorithms are collectively 
known as digital image correlation (DIC), or pixel offset tracking (POT) algorithms and use 
statistical measures of pixel similarity to track the movement of features within successive 
images (Bickel et al., 2018; Heid and Kääb, 2012). While a variety of algorithms exist, two 
prominent implementations include the autonomous repeat image feature tracking 
(AutoRIFT) (Lei et al., 2021) and Co-Registration of Optically Sensed Images and 
Correlation (COSI-Corr) (Leprince et al., 2007) algorithms. In addition, many of these POT 
algorithms employ super-sampling (i.e., interpolating between pixel values in an image to 
synthesize a higher resolution image) to identify features at the sub-pixel level (Amitrano et 
al., 2019; Sun and Muller, 2016). POT algorithms that employ super-sampling are called sub-
pixel offset tracking (sPOT) algorithms and are currently considered to be the most effective 
image feature tracking approach (Bickel et al., 2018; Heid and Kääb, 2012). 

There are a variety of sPOT algorithms, but the majority rely on a process similar to the one 
described below (Figure 2.3) (Bickel et al., 2018). First, a small square of the second image 
(called the template chip), typically 4 to 32 pixels wide, is selected surrounding a given pixel, 
and the similarity of this small square is compared to the area surrounding the given pixel in 
the first image (called the source image patch). The similarity between the template chip and 
all locations within the source image path are then calculated using a statistical measure. The 
location with the highest similarity to the template chip is deemed to be the template pixel’s 
original location. Often, the template chip and source image patch are oversampled to create 
higher resolution imagery, allowing you to identify the best match at the sub-pixel level. 
Finally, the displacement of the template pixel is measured by calculating the distance 
between the template pixel and its original location. This process is repeated for each pixel 
within the second image, which results in a map of the displacement between the two images. 
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Figure 2.3. Schematic sPOT framework. A match with for the template (second) image patch is searched for within the 
source (first) image’s search area, and the point the maximum similarity (NCC) is identified. This process is then repeated 
for the entire image to create velocity measurement for each pixel. Modified from Lei et al., (2021). 

The main difference between sPOT algorithms is how they search for the location of the 
reference chip in the second image and what similarity measure they use. To measure 
similarity, most algorithms either use the normalized cross-correlation coefficient of the base 
imagery (Lei et al., 2021) or of the data’s fast Fourier transform (FFT) (Leprince et al., 2007). 
Some studies have shown that transforming the data into the frequency domain can improve 
the number of pixels where sPOT can identify matches between the two images, but both 
options tend to produce data of comparable accuracies (Bickel et al., 2018). Several studies 
have also attempted to improve accuracy by pre-filtering the imagery, but this has had limited 
success (Cai et al., 2017; Dille et al., 2021; Sun and Muller, 2016). 

In addition to these techniques, researchers have also tried to improve the accuracy and 
temporal span of sPOT analyses by combining data from multiple image pairs (Casu et al., 
2011; Dai et al., 2020; Sun et al., 2017). This technique is called time-series sPOT. Time-
series sPOT uses a methodology similar to SBAS InSAR (described below) to combine data 
from multiple time-spans into a single deformation time-series and velocity estimate. This 
technique has been shown to improve accuracies, and the final velocity estimates tend to have 
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an average error between 1/20th to 1/10th of the imagery pixel size (Bickel et al., 2018; Lei et 
al., 2021; Leprince et al., 2007). Imagery from the Sentinel-1, Sentinel-2, and Landsat 
constellations are commonly used to perform sPOT and have pixel sizes of roughly 10 – 15 
m, which corresponds to likely errors of 0.5 to 1.5 m. Notably, sPOT analyses conducted with 
current publicly available satellite data have a lower velocity observation limit similar to the 
upper-velocity observation limit of InSAR analyses. Consequently, researchers have 
demonstrated that InSAR and sPOT are complementary tools (Amitrano et al., 2019; Hu et 
al., 2020b), but to date no regional landslide studies have combined these techniques within a 
single monitoring framework. 

2.5.4 InSAR 
While the remote sensing techniques previously discussed rely on identifying signatures and 
structures that are characteristic of landslides, a process called Interferometric Synthetic 
Aperture Radar (InSAR) is capable of directly observing landslide movement (Bayer et al., 
2018; Bozzano et al., 2017; Shi et al., 2019b; Villi et al., 2016; Yan et al., 2018). This ability 
offers a new way to approach landslide mapping and can be used to monitor landslide activity 
on a regional scale (Bonì et al., 2018; Haghighi and Motagh, 2017). InSAR utilizes data from 
Synthetic Aperture RADAR (SAR) satellites. SAR satellites use RADAR systems that direct 
pulses of microwave electromagnetic radiation toward the ground surface, then observe both 
the amplitude and phase of the returned signal (i.e., echo) (Rosen et al., 2000). By combining 
data from multiple pulses broadcast at different locations along the satellite’s orbit, these 
satellites can create images at a much higher resolution (i.e., synthesize a larger aperture) 
than standard RADAR systems. 

SAR systems have several unique characteristics that make them useful in a variety of 
applications (Massonnet and Feigl, 1998; Osmanoğlu et al., 2016). SAR systems generate 
their own source of electromagnetic radiation. Thus, unlike visual spectrum passive remote 
sensing satellites that observe the reflection of electromagnetic radiation from outside 
sources, SAR satellites can make observations at night. Second, microwaves do not interact 
strongly with water vapor in the atmosphere, which means they can observe the ground 
surface when there is cloud cover. This is a significant advantage since roughly 75% of 
Earth’s surface is covered by clouds at any given time (Wylie et al., 2005). Thus, SAR is well 
suited for applications requiring consistent repeat measurements and applications requiring 
data immediately, regardless of cloud coverage or time of day. These scenarios include 
military applications, flood tracking (Martinis et al., 2015; Tellman et al., 2021), and other 
forms of natural disaster response (Handwerger et al., 2022; Joyce et al., 2009). 

These repeat measurement applications all utilize SAR amplitude data, but SAR data also 
includes a phase component. The phase component of SAR data records the phase of the 
microwave signal that is returned from each location on the ground. The returned phase is a 
function of the distance between the satellite and the ground, but because only the final phase 
of the wave, and not the number of completed wave cycles, is observable, a single SAR phase 
acquisition appears to be random noise. However, by comparing phase data from two 
acquisitions taken at the same location but at different times, it is possible to measure the 
relative change in the distance between the ground surface and satellite on millimetre to 
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centimetre scales (Rosen et al., 2000)  (Figure 2.4). This analysis is called interferometry and 
allows users to measure small ground movements with high accuracy. InSAR is used in 
various applications, including landslide, earthquake, volcano, and infrastructure monitoring 
(Anantrasirichai et al., 2021; Bürgmann et al., 2000; Hooper et al., 2012; Schaefer et al., 
2019; Wasowski and Bovenga, 2014). 

 

 
Figure 2.4 Schematic of the InSAR principle. By measuring the phase of a microwave signal that travels between a satellite 
and a ground at two times (R1 and R2), we can compute the change in the phase and the movement of the feature (𝛥𝛥𝛥𝛥). 

Landslide InSAR monitoring has not yet become highly utilized, largely due to the difficulty 
in acquiring high-quality landslide InSAR data. The main issue that prevents the collection of 
these data is that InSAR images must be highly coherent to produce high-quality data 
(Wasowski and Bovenga, 2014). In this context, coherence is defined as the strength of the 
correlation between the phase and amplitude signal returned by the first observation and the 
phase and amplitude of the following observation. High coherence is particularly difficult to 
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achieve in the natural settings where landslides occur because factors such as interference 
with the ionosphere and troposphere, movement of the satellite, movement of vegetation, and 
fast ground movement are all capable of decorrelating the signal. Loss of coherence due to 
ground movement theoretically occurs when movement in the satellite’s line-of-sight exceeds 
half the wavelength of the signal emitted by the satellite. For Sentinel-1, the most commonly 
used SAR satellite (Mantovani et al., 2019), the maximum displacement that can be observed 
between two capture dates is roughly 2.5 cm. This means that landslides moving faster than 
this can be challenging to measure. This is a persistent issue in landslide InSAR research that 
limits the types of landslides observable with the technique. 

To combat these issues, researchers have developed techniques that combine data from many 
highly coherent InSAR images of a single location across multiple years (Wasowski and 
Bovenga, 2014). This approach includes a variety of techniques that are collectively referred 
to as time-series InSAR. The method was pioneered by Ferreti et al. (2001), who used a 
careful selection of pixels that represent highly coherent objects (persistent scatterers (PSs)), 
such as the sides of buildings and rock outcrops, to solve for deformation over time. While 
this was a major advancement, many researchers noted that this technique performed poorly 
in natural areas where few PSs are present (Berardino et al., 2002). To address this issue, the 
small baseline subset (SBAS) technique, which relies on distributed scatters (DSs) instead of 
PSs, was developed by Berardino et al. (2002). Unlike PSs, which have a coherent signal 
created by a single source, DSs are composed of many distributed scatterers that, on average 
produce a coherent signal, such as bare earth or short grass (Even and Schulz, 2018). While 
PS and DS methods remain the foundation of time-series InSAR, many new techniques have 
been developed that extend or modify their capabilities. A notable advancement was made 
with SqueeSAR (Ferretti et al., 2011), which treats internally homogenous groups of DSs as 
PSs, thus enabling the processing of both PSs and DSs within a PS workflow. However, 
software to conduct SqueeSAR-type analyses is not yet publicly available, and most research 
still relies on either a PS or DS methodology. 

Since time-series InSAR is sensitive to movement on the order of millimetres to centimetres 
and is challenging to conduct in natural areas, the ground deformation maps produced by 
time-series InSAR often contains high levels of noise and deformation signals related to other 
processes. This can make it challenging to identify landslide movement within these datasets. 
Consequently, researchers have employed various techniques to identify the InSAR signal 
produced by landslides. One method is to visually inspect the full deformation dataset to 
identify zones of activity that mimic the movement expected of landslides (Handwerger et al., 
2019b; Xu et al., 2021b). While this technique can work, it is difficult to perform consistently 
and efficiently across large regions. Other studies have filtered time-series InSAR data to 
enhance the strength of landslide movement signals by either projecting the InSAR-measured 
velocities in the downslope direction (the expected path of landslide movement) (Notti et al., 
2014; Solari et al., 2019) or by applying filters that emphasize local deformation at the 
expense of obscuring regional trends (Bekaert et al., 2020). In many cases, statistical 
thresholds are then applied to the datasets (i.e., the velocity of the landslide must be greater 
than the standard deviation of the entire velocity dataset) to identify local zones of activity 
(Bekaert et al., 2020; Bonì et al., 2018; Plank et al., 2012; Solari et al., 2020). 
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Overall, considerable progress has been made towards improving the quality of landslide 
time-series InSAR analyses, but more work needs to be. The existence of a relatively low 
maximum movement detection limit (2.5 cm between image pairs of Sentinel-1 images), the 
reductions in coherence related to vegetative cover, and the numerous types of movement 
present within the sensitivity range of time-series InSAR all diminish the utility of this 
technique. Additionally, it is often difficult to assess the quality of InSAR landslide activity 
identification analyses because studies often do not include a robust statistical comparison to 
external validation data (Bekaert et al., 2020; Solari et al., 2020). Assessing the quality of 
InSAR activity monitoring is another important step we need to take to determine if this 
technique is suitable for landslide monitoring. As discussed above, many techniques have 
been developed to address these issues individually. Still, if we want InSAR activity 
monitoring to be widely usable, we need to develop holistic frameworks that address all of 
these issues. 

2.6 Landslide Sediment Dynamics 
Studies from across the world have documented the high sediment production rates of soft-
rock landslides, and the important role they play in the sediment delivery dynamics of 
uplifting regions. Work by Korup and colleagues (Korup et al., 2010; Korup and Weidinger, 
2011) highlighted that landslides play an important role in the denudation and evolution of 
mountain ranges. Also, work on the threshold slope model of terrain evolution has 
demonstrated that landslide activity directly regulates terrain slope angles (Agliardi et al., 
2013; Bennett et al., 2016; Korup and Weidinger, 2011; Roering et al., 2015). 

While these studies demonstrate the long-term importance of landslides in regional sediment 
dynamics, other studies have also noted the contemporary impacts of landslides have on river 
sediment systems. Work in the China by Parker et al., (2011) showed that landslide-related 
denudation caused by the 2008 Mw 7.9 M Wenchuan earthquake was greater than the amount 
of volume gained during the associated uplift. Also, work by Mackey and Roering (2011) in 
California, and Simoni et al., (2013b) in Italy showed that large landslides in these regions 
contributed 1.1 Kt/km2/yr and 1.3 Kt/km2/yr of sediment to their respective catchments. 
Additionally, work in our study area (the Central North Island of New Zealand) has measured 
the sediment contribution from a single landslide and found that it contributes at least 40 
Kt/yr of sediment (McColl et al., 2022). 

Understanding the sediment delivery dynamics of soft-rock landslides in particular has 
become more important as our understanding of river water quality has evolved. Fine-grained 
sediment is now known to be a significant biological impairment that decreases water clarity 
and increases the cost of water treatment (Collins et al., 2011; Davies-Colley and Hughes, 
2020, p.; Davies-Colley and Smith, 2001; Owens, 2020). Excess sedimentation can also lead 
to the embedding of coarse substrate in rivers and a consequent loss of habitat for riverine 
invertebrates (Bilotta and Brazier, 2008; Jones et al., 2012). Due to these issues, many 
governments have started to recognize excessive fine-grained sediment as a pollutant and 
have begun to regulate its occurrence (Bilotta and Brazier, 2008; MacDonald et al., 2000). In 
New Zealand and other countries, maximum sediment standards based on either turbidity or 
sediment concentrations have been set that river managers must now meet. 
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The primary tools that managers use to understand sediment dynamics are erosion, sediment 
load and budget models (Hinderer, 2012). These models use a combination of direct 
observations, statistical relationships, and physical models to identify sediment sources 
within a catchment and quantify the sediment contributions from each source. Early erosion 
models such as the universal soil loss equation (USLE) (Renard and service, 1997) and the 
Water Erosion Prediction Project (WEPP) (Bǎlteanu et al., 2010; Guzzetti et al., 2005) 
focused on a single erosion process, but more recent models such as SedNet (Wilkinson et al., 
2009) and SedNetNZ (Dymond et al., 2016) use frameworks that include a wider variety of 
erosion processes. While most early models focused on overland flow processes, newer 
models such as SedNetNZ include information on channel, gully and shallow landslide 
erosion processes (Betts et al., 2017; Dymond et al., 2016; Williams et al., 2020). However, 
no major sediment budget models include information on large, slow-moving landslides (e.g. 
soft-rock landslides), even though previous research has shown that these landslides are 
likely an important component of sediment budgets (Mackey and Roering, 2011; Simoni et 
al., 2013a). 

Large, slow-moving landslides have likely not been included within sediment budget models 
for three reasons: 1) the rapid influx of sediment but long dispersal times of catastrophic large 
landslide failures can provide chronic sediment delivery at a single source and irreversibly 
alter river configurations (Booth et al., 2013; Finnegan et al., 2019; Xu et al., 2009) 2) there 
has been an absence of data on landslide sediment loads, because measuring movement rates 
is challenging over large regions, and 3) for simplicity many previous sediment budget 
models treat  sediment as a non-point source pollutant (Dymond et al., 2016; Renard and 
service, 1997; Wilkinson et al., 2009), and thus point-sources of sediment like large 
landslides do not fit into their frameworks. However, the advances made in remote sensing 
and sediment budget analyses over the last twenty years may offer ways to incorporate large 
landslides into sediment budget models (Mackey and Roering, 2011; Simoni et al., 2013a). 
Early sediment budget models relied on broad physical and statistical models partly because 
it was infeasible to measure all of the erosion processes within a catchment. However, remote 
sensing analyses such as repeat LiDAR-DEM surveys (Day et al., 2013a, 2013b), automated 
tracking of river migration (Williams et al., 2020), and techniques such as InSAR and sPOT 
now provide ways to monitor erosional process on regional scales with comparatively low 
costs. 

Sediment budget model frameworks that represent erosion within discrete features are also 
being developed (Dymond et al., 2016; Wilkinson et al., 2014), but none of these models 
currently incorporate a soft-rock landslide component, although Dymond et al (2016) include 
an earthflow erosion component in SedNetNZ. Yet, two studies from the early 2010s 
(Mackey and Roering, 2011; Simoni et al., 2013a) demonstrated that regional sediment 
budget models of soft-rock landslides could be created using landslide movement and terrain 
data. However, both studies rely on manual or non-remote sensing monitoring strategies 
(manual feature tracking, and inclinometer measurements) that are difficult to scale 
efficiently. Still, with the recent advances in remote sensing techniques, I believe it is now 
possible to combine time-series InSAR and time-series sPOT landslide techniques with the 
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methodologies of these studies to create a remote sensing based soft-rock landslide 
component for sediment budget models. 
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Chapter 3 Study Area 
 

3.1 Soft-Rock Landslides in New Zealand 
Soft-rock landslides are common within much of New Zealand. Large portions of New 
Zealand are composed of weak Neogene sedimentary rocks that are susceptible to slope 
failure (Figure 3.1). Soft-rock landslides have caused issues such as  damage to houses in the 
towns of Abbotsford (Hancox, 2008) and Taihape (Massey et al., 2013), undermining of the 
country’s major highway and railroad line near Utiku (McSaveney and Massey, 2017), and 
damage to agricultural land and operations at a number of farms (Dellow et al., 2017; McColl 
and McCabe, 2016). Sediment delivery is also emerging as an important issue. New 
Zealand’s national government is working to reduce in-stream sediment concentrations, and 
the National Policy Statement for Freshwater 2020 requires an accurate accounting of all 
sediment sources. A recent study of one soft-rock landslide in the region has shown that these 
landslides are capable of contributing sizeable volumes of sediment to rivers (i.e. 40 Kt/yr of 
sediment for a single landslide) (McColl et al., 2022). Thus there is clearly a need to 
understand the factors their lead to their occurrence and continued activity as well as the 
overall role these landslides play in the sediment budgets of the country. 

3.2 The Whanganui Basin 
An important hotspot of soft-rock landslides within New Zealand is the Lower Whanganui 
Basin (Figure 3.1), which I will refer to as the Whanganui Basin for the remainder of this 
thesis. The basin is in the southwest portion of the North Island and is bounded by the 
Ruahine axial ranges composed of greywacke to the east and the Taupo Volcanic Zone to the 
north. It is a back-arc basin associated with subduction along the Australian-Pacific plate 
boundary off the east coast of the North Island (Walcott, 1978). Migration of the Taupo 
Volcanic Zone to the south-southwest within the past 5 Ma has caused a migration of the 
basin centre and a 2°–15° rotation of the basin’s bedrock in the same direction (Pulford and 
Stern, 2004).  
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Figure 3.1 A map of the Whanganui Basin with soft-rock landslide extents and major river systems. The bedrock layers 
shown here include all the soft-rock units of the Whanganui Basin (i.e., it excludes limestone and unconsolidated sediments). 
The yellow portions of the inset map indicate the parts of New Zealand that are composed of soft-rock Neogene sediments 
that are similar to those found in the Whanganui Basin. 

The sediments of the Whanganui Basin reach a maximum thickness of 4 km and range in age 
from 0-5 Ma (Anderton, 1981). Similar rates of uplift and aggradation during basin formation 
and the migration of the basin centre has led to the deposition of shallow water limestones, 
mudstones, and sandstones with a downlapping geometry. Cyclothems are well preserved, 
resulting in alternating layers of sandstone, mudstone and shell beds within the broader 
sandstone and mudstone units (Carter and Naish, 1998). Within the sandstone and mudstone 
units of the basin, thin syndepositional clay layers that are rich in smectite (Reyes, 2007), 
thought to be formed from volcanic ash sourcing from nearby rhyolitic volcanoes, also occur 
and have been shown to be preferential failure surfaces for soft-rock landslides (Massey et 
al., 2016b). The matching rates of deposition and uplift have led to stunted diagenesis of the 
basin sediments, which has resulted in bedrock with relatively low internal strengths. 
Continued regional uplift and current geomorphic processes have resulted in deeply incised 
rivers with rectilinear slopes and sharp drainage divides. 

Prior to human habitation, the basin was vegetated by native forest cover (McGlone, 1989). 
When Polynesians arrived in New Zealand in the late 13th or 14th centuries AD  they burned 
portions of the lowland forest to make room for farmland (Ewers et al., 2006), though forest 
cover in Whanganui Basin was left largely intact (McGlone, 1989). When early European 
settlers arrived in the late 19th century however, they proceeded to clear the forest rapidly, 
and by the mid-20th century, most of the land surface had been converted to cropland and 
pasture. Widespread increases in shallow landsliding, gully erosion, and earthflows (Glade, 
2003; Marden et al., 2012) led to conservation programs in the 1960s that resulted in the 
establishment of exotic forest plantations (Michelsen et al., 2014; Richardson, 2011). It is not 
known what influence, if any, deforestation and afforestation have had on the activity and 
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development of large, soft-rock landslides. According to the Ministry of Environment’s land 
use dataset, the basin is now composed of 19% Native Forest, 8% Exotic Forest and 73% 
Pastureland. 

Previous mapping efforts in the region (Rees et al., 2019; Rosser et al., 2017) have identified 
several hundred soft-rock landslides that cover roughly 8% of the basin’s total surface area. 
While a portion of the landslides in the regions have been mapped, the current maps contain 
many errors that could be corrected, and information on the activity state or movement rates 
of these landslides exists for only 4 landslides within a small area towards the east of the 
region (Figure 3.1). 

3.3 Landslide and Sediment Dynamics Research 
Within the soft rocks of the Whanganui Basin, recent research has focused on determining 
which factors influence the occurrence of soft-rock landslides. Earlier work by Crozier et al. 
(1995) as well as Mountjoy and Pettinga (2006), in the western portion of the basin used 
several methods, including proximity to known faults and a limit equilibrium analysis to 
support the hypothesis that soft-rock landslides in the region are triggered by earthquakes. In 
addition, Rees et al.’s (Rees et al., 2019) study found similar results in the eastern portion of 
the basin. In particular, they found that most landslides in their study area occurred proximal 
to known faults and incising rivers. They therefore suggested that earthquakes and river 
incision were the main drivers of landslide failure within the weak rocks. 

The more general assertion that earthquakes are an important triggering factor for large 
landslides in New Zealand is also supported by several studies conducted on the deep-seated 
landslides found in the South Island of New Zealand. Massey et al. (2018) documented the 
generation of numerous deep-seated landslides during the 2008 Mw 7.8 Kaikoura earthquake, 
and a numerical stability analysis of the Ella Landslide in North Canterbury demonstrated 
that strong ground motion was likely required to initiate its failure (Mountjoy and Pettinga, 
2006). Also, work in the northwest of the South Island (Parker et al., 2015) documented 
many large landslides coincident with two large (> Mw 7) 1929 and 1968 earthquakes. 
However, the landslides discussed in these studies were generally composed of more 
competent rock (e.g. greywacke or stronger sedimentary units) than the soft-rocks found 
within the Whanganui Basin, so these findings may not be transferrable. 

While previous work suggests that earthquakes may initiate failures of soft-rock landslides, 
field investigations in the Whanganui Basin have suggest that, relative to other drivers, 
seismic shaking may play a small role in driving movement of active landslides (Massey et 
al., 2016a). Multi-year monitoring programs at the Taihape and Utiku landslides (Massey et 
al., 2013; McSaveney and Massey, 2017), have instead suggested that movement is driven by 
increases in porewater pressure, the presence of weak clay layers that act as preferential 
sliding surfaces (Massey et al., 2016a), the exposure of these clay layers by river incision, 
and slope steepening by fluvial toe erosion. However, these factors interact and vary in their 
importance, as shown by differences  between the two landslides and changes over time. At 
the Taihape landslide, monitoring between 1985 and 2011 showed that basal sliding was 
relatively insensitive to changes in porewater pressure for much of the monitoring period. 
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When a 2004 flood led to fluvial erosion at the toe of the landslide however, movement rates 
dramatically increased for several years (Massey et al., 2016b), indicating that toe erosion is 
driving landslide activity. Conversely, at the Utiku landslide, where toe erosion is more 
persistent (McSaveney and Massey, 2017), monitoring between 2008 and 2015 revealed that 
seasonally high porewater pressure did lead to a seasonal fluctuation in movement rates 
(Carey et al., 2019), but the response of the landslide to pore water pressure changes also 
depended on the internal mechanics and stress state of the landslide (Massey et al., 2013). In 
both cases, river erosion that led to the exposure of weak clay layers was an important factor 
facilitating the activation and reactivation of these landslides. The importance that toe erosion 
plays in the reactivation of these landslides is supported by research at other North Island 
soft-rock landslides. At the nearby Rangitikei Landslide, fluvial undercutting of the landslide 
toe, particularly during high flow events, plays a major role in the movement pattern of the 
landslide, at times producing a more detectable signal of movement than localized rainfall 
(McColl et al., 2022). Also, the rapid (aseismic) failure of the 2019 Te Ore landslide in 
Whanganui Basin and the 2018 Mangapoike landslide in the adjacent Hawke’s Bay region, 
suggest that seismic triggers are not required to initiate soft-rock landslides. For the 
Mangapoike landslide, river incision is suggested to have led to its initiation (McGovern et 
al., 2021), and saturated ground and daylighting of the failure plane by river incision are 
likely responsible for the Te Ore landslide (Horrey et al., n.d.). 

The roles of fluvial incision and weak dip slopes have been identified as important for several 
individual cases, but at a regional scale their importance in priming landslides has not been 
thoroughly investigated. As mentioned above, Rees et al. (2019) have posited that river 
incision, bedrock orientation and seismic ground motion are the main causes of landslide 
occurrence, but their study only covered a portion of the basin, they did not perform an 
inferential statistical analysis to defend this hypothesis, and no activity related to seismic 
ground motion has been detected during recent field monitoring projects in the region. 
Consequently, more work can  be done to determine which factors control the occurrence and 
activity of soft-rock landslides at the basin scale. This in turn will help us better understand 
the role these landslides play in the broader sediment dynamics of the region. 

The catchments within and surrounding the Whanganui Basin have played essential roles in 
the development and testing New Zealand’s sediment budget models. The NZEEM (Dymond 
et al., 2010) and SedNetNZ (Dymond et al., 2016) sediment budget models were developed 
around and within the basin. The SetNetNZ model is the preferred sediment budget model 
within New Zealand and is used for a wide array of conservation purposes (Basher et al., 
2020, 2018; Kuehl et al., 2016). This model is based on Wilkinson et al.’s (2014, 2009) 
SedNet model, which estimates the sediment contribution of surficial erosion, and gully 
erosion within small watersheds then compounds these results to generate yearly sediment 
fluxes for large watersheds. SedNetNZ (Dymond et al., 2016) follows a similar approach for 
compounding results but instead focuses on the sediment sources that are believed to 
dominate New Zealand catchments. Namely, shallow landslides, earthflows, and massive 
gullies, but with a notable absence of large, soft-rock landslides. The shallow landslides 
found within the Whanganui basin have also been used to assess the validity of the landslide 
components for several of these models (Betts et al., 2017; Dymond et al., 2006), as well as 
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the more general techniques used to conduct shallow landslide susceptibility analyses (Smith 
et al., 2021).  

In recent years, efforts have been made to create an improved sediment budget model for 
New Zealand that offers increased spatial and temporal resolution and incorporates erosion 
data from individual features. Due to the long history of sediment budget studies in the area, 
the validation work for this model is primarily occurring within the Whanganui Basin and the 
surrounding regions. This effort is led by the Smarter Targeting of Erosion Control (STEC) 
program within Manaaki Whenua - a New Zealand environmental science organization. As 
opposed to SedNetNZ, which delivers mean annual suspended sediment load estimates, the 
STEC program seeks to create a new event-based sediment budget model that predicts and 
measures sediment inputs from discrete features. In part, this thesis aims to develop a remote 
sensing based soft-rock landslide sediment export model that can be utilized within the STEC 
program. 
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Chapter 4 Intersection of Fluvial Incision and Weak Geologic 
Structures Cause a Divergence from a Universal Slope 

Threshold Model 
 

Introduction to Chapter 4 of Thesis 
Chapter 4 addresses Objective 1 (create an updated map of soft-rock landslides in the 
Whanganui Basin) and Objective 2 (determine the landslide susceptibility factors that lead to 
the occurrence of soft-rock landslides in the basin). The creation of an up-to-date map of 
landslides in the basin was a foundational step in the development of this thesis and all three 
research chapters (4, 5, and 6) rely on this dataset. The landslide occurrence factor analysis 
helps to explain why soft-rock landslides are prevalent in the basin, and demonstrates that 
landslides in this structurally controlled landscape diverge from a uniform slope threshold 
model. Also, a note on terminology. At the time this paper was published I referred to the 
soft-rock deep-seated landslides in the basin as “deep-seated” landslides, but I now prefer to 
refer to them as “soft-rock” landslides. To maintain consistency within my thesis, I have 
changed the terminology used from the published version of this paper. Aside from this 
change and some format alterations, this chapter is identical to the version in Issue 389 of 
Geomorphology. 
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4.1 Abstract 
In some rapidly uplifting regions, soft-rock landslides are a prominent natural hazard that 
influence landscape evolution and are an important source of sediment. They pose a threat to 
infrastructure, and their failure can deliver sediment that overwhelms or blocks river 
channels. Consequently, a better understanding of why and where soft-rock landslides occur 
would help us reduce hillslope erosion, improve water quality, and allow us to better 
understand how landscapes evolve. Although the slope threshold model provides a 
framework for understanding how these landslides form, it has several shortcomings. 
Specifically, it fails to predict the spatial organization of landslides within a region, and it 
does not explain why landslide-prone portions of a region can exhibit relatively low slopes. 
To explore these issues, we have used a landslide susceptibility analysis within the 
Whanganui Basin of the North Island of New Zealand to explore the role that multiple 
susceptibility factors play in the occurrence of both translational and rotational soft-rock rock 
slides. Our findings contribute to a growing view of the relative importance of fluvial incision 
and the more subordinate role that earthquakes play in the development of large, soft-rock 
landslides. Additionally, our analyses identify the potential influence that widespread 
deforestation may have had on promoting instability, despite the deep-seated nature of the 
landslides studied. Most importantly however, we find that where slopes and weak geological 
structures align, a universal threshold slope does not exist, and many landslides develop on 
hillsides with below-average slope angles. This suggests that the presence of structural 
controls on landslide occurrence create a more complex landscape, where hillsides 
structurally predisposed to landslide occurrence have a much lower threshold slope angle. 

4.2 Introduction 
Landslides are a pervasive natural hazard that threaten the built and natural environment 
(McSaveney and Massey, 2017; Xu et al., 2009) and enhance the denudation of uplifting 
regions (Korup, 2008, 2006). Soft-rock landslides, mass movements whose failure surfaces 
occur below the regolith and typically range in size from one to several hundred hectares 
(Hungr et al., 2014; Pánek and Klimeš, 2016), have an outsized influence on the evolution of 
landscapes, particularly when compared to shallow, soil-stripping landslides (Crosta et al., 
2013; Korup et al., 2010; Roering et al., 2015). Additionally, their ability to transport large 
amounts of material can overwhelm or block river channels (Korup, 2006, 2005, 2004; Xu et 
al., 2009).  Infrastructure that is built upon these landslides can also be severely damaged 
when they occur (Bertolini and Pizziolo, 2008; Massey et al., 2013). Consequently, obtaining 
a better understanding of where and why soft-rock landslides occur would help reduce 
landslide-associated hazards, and help us better understand how landscapes evolve. 

In mountain regions, uplift is often accompanied by a resulting period of denudation as rivers 
incise and slopes steepen (Korup and Weidinger, 2011; Roering et al., 2015). This steepening 
typically increases until a threshold slope steepness is reached, at which point landsliding is 
far more likely to occur (Larsen and Montgomery, 2012). In regions where the bedrock is 
structurally weak, due to intense metamorphism (Roering et al., 2015), or shortened 
diagenesis (Bilderback et al., 2015; Crozier and Pillans, 1991) this process can occur 
particularly rapidly. Although this threshold slope model (Korup et al., 2010) is foundational 
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to our understanding of landslide processes, it leaves many aspects of landslide formation 
unexplained. Many authors have noted that the slope threshold model fails to explain the 
spatial organization of landslides (Roering et al., 2015), and the shallower slopes found 
within landsliding areas when compared to stable areas (Agliardi et al., 2013). Additionally, 
many studies that analyse soft-rock landslides fail to inspect the differences that exist 
between landslides with differing failure geometries (e.g. translational versus rotational 
failure surfaces) which may respond differently to changes in slope or fluvial incision 
(Bilderback et al., 2015; Pánek and Klimeš, 2016; Rees et al., 2019).  

In this work, we seek to provide a better understanding of how, where, and why soft-rock 
landslides form in response to uplift and fluvial incision in rapidly uplifting landscapes. This 
is achieved using a landslide susceptibility model (Reichenbach et al., 2018) to determine the 
relative importance of terrain characteristics and slope stability factors within the Lower 
Whanganui Basin of New Zealand, which has a high density of large translational and 
rotational rock slides. We also perform separate susceptibility analyses for translational and 
rotational rock slides to determine if they are controlled by differing susceptibility factors. 
Based on previous work, we hypothesize that at a regional scale, the presence and distribution 
of translational rock slides is strongly controlled by the alignment between slopes and 
preferential failure surfaces (Massey et al., 2016a; McSaveney and Massey, 2017), which 
causes them to deviate from the slope threshold model. Conversely, we hypothesize that non-
structurally controlled rotational failures will be more strongly related to topography (i.e. the 
slope threshold model). Our findings support and extend previous studies of regional controls 
on soft-rock landslides in the region (Rees et al., 2019; Thompson, 1982) and provide wider 
context for detailed engineering geological investigations of single landslides (Massey et al., 
2016b, 2013). 

4.3 Study Area 
The Lower Whanganui Basin (hereafter referred to as the Whanganui Basin) of the southwest 
North Island, New Zealand is bounded by axial ranges (greywacke basement rock) to the east 
and the Taupo Volcanic Zone to the north (Figure 4.1).  It is a back arc basin that is 
associated with subduction along the Australian-Pacific plate boundary off the east coast of 
the North Island (Walcott, 1978).  Migration of the Taupo Volcanic Zone to the south-
southwest within the past 5 Ma has caused a commensurate migration of the basin centre and 
rotation (of 2º-15º) of the basin sediments in the same direction (Pulford and Stern, 2004). At 
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present day, the basin centre lies offshore and is actively aggrading.-

 
Figure 4.1 The Lower Whanganui Basin sediments (shown in colour) are a set of interbedded shallow water mudstones, 
sandstones, and limestones with a downlapping geometry. Other landslide-prone Neogene sedimentary rocks within New 
Zealand’s North Island are shown in yellow in the inset map. Our study area (black rectangle in inset) contains several 
major rivers. Soft-rock landslides tend to occur along these river corridors. 

The sediments of the Whanganui Basin reach a maximum thickness of 4 km and range in age 
from 0-5 Ma (Anderton, 1981). Similar rates of uplift and aggradation during basin formation 
and the migration of the basin centre has led to the deposition of shallow water limestones, 
mudstones, and sandstones with a downlapping geometry. Cyclothems are well preserved, 
resulting in alternating layers of sandstone, mudstone and shell beds within the broader 
sandstone and mudstone units (Carter and Naish, 1998). Within the sandstone and mudstone 
units of the basin, thin syndepositional clay layers that are rich in smectite (Reyes, 2007) – 
thought to be formed from volcanic ash sourcing from nearby rhyolitic volcanoes – also 
occur and have been shown to be preferential failure surfaces for soft-rock landslides 
(Massey et al., 2016b). The matching rates of deposition and uplift have led to stunted 
diagenesis of the basin sediments, which has resulted in relatively low internal strengths. 
Current geomorphic processes have resulted in deeply incised rivers with rectilinear slopes 
and sharp drainage divides. Soft-rock landslides cover roughly 8% of the study area. 

Prior to human habitation, the basin was vegetated by native forest cover (McGlone, 1989). 
When Polynesians arrived in New Zealand in the late 13th or 14th centuries AD  they burned 
portions of the lowland forest to make room for farmland (Ewers et al., 2006), although forest 
cover in Whanganui Basin was left largely intact (McGlone, 1989). When early European 
settlers arrived in the late 19th century however, they proceeded to clear the forest rapidly, 
and by the mid-20th century, most of the land surface had been converted to cropland and 
pasture. Widespread increases in shallow landsliding, gully erosion, and earthflows (Glade, 
2003; Marden et al., 2012) led to conservation programs in the 1960s that resulted in the 
establishment of exotic forest plantations (Michelsen et al., 2014; Richardson, 2011). It is not 
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known what influence, if any, deforestation and afforestation have had on the activity and 
development of large, soft-rock landslides. According to the Ministry of Environment’s land 
use dataset, the basin is composed of 19% Native Forest, 8% Exotic Forest and 73% 
Pastureland. 

Previous investigation of soft-rock landslides within the Whanganui Basin includes in-situ 
monitoring studies of the Utiku and Taihape landslides (Massey et al., 2016b, 2013), and 
regional studies in portions of the Whanganui Basin (Crozier and Pillans, 1991; Rees et al., 
2019; Thompson, 1982). These studies all conclude that low internal rock strength, presence 
of low shear-strength clay layers and high rates of uplift contribute to the occurrence of soft-
rock landslides in the region, but they disagree on whether earthquakes exert a first-order 
control on landslide generation. Crozier and Pillans (1991) and Rees et al. (2019) in our study 
area, and Massey et al. (2018) at the nearby Kaikoura Peninsula, interpret the proximity of 
many landslides to major faults as evidence of the influence of earthquakes on landslide 
failure. However, recent monitoring, modelling and lab work by Massey et al. (2016a) at a 
landslide in our study area has shown that earthquake-induced displacement was negligible 
when compared to inter-seismic displacements driven by seasonal changes in pore water 
pressure. 

4.4 Methods 
To determine which susceptibility factors contribute to the occurrence of soft-rock landslides 
within the Whanganui Basin sediments, we used a logistic regression susceptibility model 
(Budimir et al., 2015). While advances in machine learning models have provided 
performance increases within susceptibility analyses (Smith et al., 2021), we chose to use a 
logistic regression model because interpretation of covariate performance within the model is 
well defined, and it is arguably the standard against which other models are compared 
(Reichenbach et al., 2018). 

4.4.1 Landslide Mapping 
To revise and improve upon previous landslide mapping in our study area, we used imagery 
and terrain data available within the Google Earth platform in conjunction with aerial 
imagery and a photogrammetry-derived digital surface model (DSM) provided by Horizons 
Regional Council. The imagery ranged in resolution from 0.3 m to 1 m and the elevation data 
ranged in resolution from 1 m to 15 m. We excluded all landslides that were less than 2 ha in 
size from our mapping to limit our dataset to large landslides, consistent with the GNS 
Science Large Landslide Database (Rosser et al., 2017). In addition to mapping landslide 
area, we classified each landslide according to the updated Cruden and Varnes classification 
(Hungr et al., 2014).  Since landslides of differing types are known to be triggered by 
different factors (Hungr et al., 2014), we conducted our susceptibility analysis separately for 
each landslide type. Overall, translational and rotational rock slides (Figure 4.2) dominated 
the dataset, with a total count of 738 and 233 respectively. All other landslide types did not 
occur in sufficient quantities to perform regression analyses. Roughly thirty rock slides were 
identified as compound rock slides, involving a combination of translational and rotational 
movement, which was too few to treat as a separate landslide type in our analyses.  To make 
use of these data we instead assigned them to either the translational or rotational rock slides 
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type, based on their dominant style of failure, with concavity of the landslide surface and scar 
used for discrimination (Figure 4.2).  

 
Figure 4.2 Example landslides from the study area with varying failure geometries. A) Translational rock slide with a 
prominent long, planar landslide body and low headscarp B) A compound rock slide with characteristics of both a 
translational and rotational rock slide C) Rotational rock slide with a prominent head scarp, and a relatively short and 
rotated landslide body. Within the landslide dataset, landslide B was classified as a rotational rock slide due to the concavity 
of the landslide surface and scar. 

4.4.2 Landslide Absence Dataset 
In addition to a dataset of landslides, landslide susceptibility models also require a control 
group of landslide absences that the landslide dataset can be compared to. We created an 
absence dataset whose size distribution matched the size distribution of our landslide dataset 
to ensure that the large distribution in landslide size was reflected in our absence dataset 
(Figure 4.3). We accomplished this by using the Python statsmodel (Version 0.12.0) package 
to calculate the empirical distribution of landslide size within our landslide dataset, from 
which we randomly sampled the required number of data points. Since we are attempting to 
investigate the differences that exist between landslide areas and stable areas, not to 
maximize the accuracy of a susceptibility map, we chose to use a 1:1 ratio of landslide 
absences to landslide occurrences. However, to ensure that a 1:1 sampling ratio was not 
biasing our results (Heckmann et al., 2014), we also ran the analysis with a 5:1 sampling 
scheme. We found that using a 5:1 sampling scheme did not produce a significant change in 
the results and so chose to only report the 1:1 sampling scheme results. Once we had 
calculated the sizes of the landslide absences, we created the samples by randomly placing 
circles with the desired sizes within the study area (Figure 4.4). We placed the absence circles 
in order of descending size, and if a sample intersected another absence circle or a landslide, 
we randomly relocated it until the issue was resolved. We repeated this process ten times, 
creating ten separate absence datasets to ensure that our selection of absences did not bias our 
results. 
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Figure 4.3 Landslide size distribution for translational and rotational rock slides. While translational rock slides within our 
study area do tend to be larger, many landslides larger than 100 ha of both types were identified. 

 
Figure 4.4 Methodology for placement of landslide absence objects. A) In order of descending size, landslide absence circles 
(green) are placed randomly. B) If a landslide absence circle (red) is placed so that it intersects another landslide absence 
(green) or landslide (white), it is randomly relocated until it is not touching another feature, as in C). 



 

39 
 

4.4.3 Susceptibility Factor Datasets 
Within our model, we included 17 susceptibility factors (covariates) that have been found to 
influence soft-rock landslide occurrence in previous studies (Table 4.1). Broadly, these 
datasets can be grouped within four categories of susceptibility factors: geologic and tectonic 
factors, geomorphic factors, climatic factors, and land use factors. Three of these covariates 
are categorical factors that correspond to the age of geological units within our study area. 

Susceptibility Factor Category Source 

Rainfall Climatic NZ Ministry of Environment 
Soil Moisture Climatic NZ Ministry of Environment 

Uplift Geologic Pulford and Stern 2004 
Dip Angle Geologic Rattenbury and Isaac 2012 

Distance to Active Fault Geologic Rattenbury and Isaac 2012 
Distance to Fault Geologic Rattenbury and Isaac 2012 

Early Pleistocene Sediments Geologic Rattenbury and Isaac 2012 
Quaternary Sediments Geologic Rattenbury and Isaac 2012 

Predicted Peak Ground 
Acceleration (2475 yr return) Geologic Stirling et al 2012 

Stream Power Index Geomorphic GRASS GIS r.watersheds tool 
River Incision Geomorphic Litchfield and Berryman 2006 

Maximum Elevation Geomorphic NZSoSDEM 
Eastness Geomorphic NZSoSDEM, Horn 1981 

Northness Geomorphic NZSoSDEM, Horn 1981 
Slope Geomorphic NZSoSDEM, Horn 1981 

Slope and Bedding Alignment Geomorphic Santangelo et al 2015 
Forest Cover Land Use NZ Ministry of Environment 

 

Table 4.1 Covariates used within our landslide susceptibility analysis. All covariates have been found to be useful predictors 
of landslides in previous studies. 

We obtained geologic information for the study area from New Zealand’s national 1:250,000 
resolution geologic map (Rattenbury and Isaac, 2012). We broadly grouped geologic units by 
geologic age, which reduced the number of lithologic covariates while also preserving key 
differences in rock strength. We believe this simplification is justified because the strength of 
the Whanganui Basin sediments is broadly controlled by the degree of burial and diagenesis 
they underwent, which is well correlated with age (Pulford and Stern, 2004). Areas with 
limestone deposits or syndepositional clay units clearly deviate from this assumption but 
because they do not occur broadly enough (limestones) and are not mapped with adequate 
accuracy (clay units), it was not feasible to include them as separate variables. In keeping 
with our desire to limit the number of categorical variables within our analysis, the percent 
forest cover (both native and plantation forests) of each feature is the only land use covariate 
we included in our analysis. 
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We used the national geological map to produce the distance to faults (relict and active) and 
distance to active faults (active only) covariates. We created an interpolated map of bedding 
and slope alignment using structural data from the national geologic map and the GRASS 
GIS r.surf.ba tool (Santangelo et al., 2015). Uplift data was provided by Pulford and Stern 
(2004). We also included probabilistic peak ground acceleration data for a 2475 year return 
period earthquake as predicted by the corrected 2010 New Zealand National Seismic Hazard 
Model (Stirling et al., 2012) as another way to assess the role of earthquakes in landslide 
generation. 

Geomorphic covariates were derived from the NZSoSDEM v1.0 (Columbus et al., 2011) 
digital elevation model (DEM). The NZSoSDEM is based on an interpolation of a 20 m 
elevation contour map, has a horizontal resolution of 15 m and a vertical accuracy of ± 5 m. 
Slope, slope aspect (northness and eastness) were calculated using the GRASS GIS 
r.slope.aspect tool, which uses the equations found in Horn (1981) to calculate these metrics. 
Northness and eastness are defined as the cosine and sine transformations of a circular, 360-
degree representation of aspect (Harshburger et al., 2010) because circular variables cannot 
be used within our chosen model. While others have found measures of terrain curvature and 
roughness to be useful for predicting the occurrence of landslides (Budimir et al., 2015), we 
chose to exclude them from our analysis because they better represent the results of landslide 
occurrence (i.e. effect), instead of landslide susceptibility factors (i.e. cause), for the size of 
landslide investigated here. We also included the maximum elevation of each feature as a 
covariate, as well as an index for river incision. 

Our index for river incision is based on the work of Litchfield and Berryman (2006), but it 
has been fully automated within the GRASS GIS environment. We created our incision index 
by first using the r.geomorphons tool (Brown, 2016) to identify summits within our study 
area. We then masked our DEM using our summit dataset and used the regularized spline 
method to interpolate a raster of filled-valley elevation from the summit elevation dataset. 
The actual DEM was then subtracted from our filled-valley DEM to derive a raster that 
represents the depth of expected river incision. The stream power index was calculated using 
the GRASS GIS r.watersheds tool by multiplying the upslope contributing area by the 
tangent slope at each pixel. We used the AT least-cost path multiple flow direction algorithm 
to calculate the upslope contributing area (Holmgren, 1994). Finally, from New Zealand’s 
Ministry for the Environment, we obtained maps of yearly average rainfall and soil moisture 
for the years 1972 to 2013, which we used to represent average rainfall and soil moisture. 

4.4.4 Logistic Regression Model 
By summarizing the raster covariate datasets at each landslide and absence feature, we 
created data matrices for the ten absence sample sets and the landslide sample set. We 
conducted the regression analysis separately for translational and rotational rock slides to 
determine if differing susceptibility factors contributed to their occurrence. We then 
combined each of the ten absence datasets with the landslide dataset to create the datasets we 
use in our binary logistic regression models. To limit covariance within our datasets, we 
calculated the variance inflation factor (VIF) for all covariates within our dataset and 
removed covariates with a VIF score of ten or more in keeping with Heckman et al. (2014). 
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Via this process, the range and standard deviation of the landslides’ elevation values were 
removed from the analysis. Finally, before the regressions were conducted, covariate values 
were converted to their standard score using the formula: 

Equation 4.1 Standardization of a sample member 

𝑧𝑧 =
𝑥𝑥 − 𝜇𝜇
𝜎𝜎

 

Where 𝑧𝑧 is the standard score, 𝑥𝑥 is the data value, 𝜇𝜇 is the covariate’s mean and 𝜎𝜎 is the 
covariate’s standard deviation. This conversion normalizes the distribution of the covariate 
values, which in turn allows the model coefficients of each covariate to be interpreted as a 
measure of covariate importance (Lombardo and Mai, 2018). 

Once these covariates were standardized, we used a five-fold cross-validation approach to 
perform five regressions within each of the ten landslide and absence dataset combinations. 
This resulted in fifty total regressions for each landslide type. Similarly to Lombardo and Mai 
(2018) we used a LASSO regularization within our model to penalize model complexity. We 
selected a scaling parameter of 5 for all model iterations because it was found to be the 
largest value that did not compromise model accuracy. 

In keeping with the work of Lombardo and Mai (2018), we used standardized model 
coefficients and jackknife regression analyses to assess the importance of model covariates. 
Jackknife regression analysis highlights the importance of covariates in univariate and 
multivariate contexts by first performing regressions that use only one covariate at a time, 
and then performing regressions that exclude one variable at a time. The single variable 
regressions highlight the univariate predictive power of covariates, while the single variable 
exclusion regressions highlight the contribution of covariates in a multivariate setting. In the 
latter case, larger drops in performance correspond to higher variable importance. Since we 
standardized covariate values prior to use within the regressions, all resulting coefficient 
values are in the same unitless scale and can be directly compared. 

4.5 Results 
4.5.1 Landslide Dataset Characteristics 
In total, we mapped 638 translational rock slides and 233 rotational rock slides for a total of 
871. The translational rock slides tended to be larger than the rotational rock slides, with 
average sizes of 36.4 ha and 24.1 ha respectively (Figure 4.3). Both landslide types had a 
wide distribution of sizes and many landslides larger than 100 ha were mapped. The size 
distributions of both translational and rotational rock slides (Figure 4.3) displayed power law 
distributions that are typical for landslides (Malamud et al., 2004), but the translational rock 
slide distribution did include more landslides that were larger than 50 ha. Additionally, while 
both types of landslides occurred on relatively shallow slopes, rotational landslides tended to 
occur on steeper terrain (average slopes of 18.2° versus 16°) (Figure 4.5). 



 

42 
 

 
Figure 4.5 Susceptibility factor distributions of selected covariates for translational rock slides, rotational rock slides, and 
landslide absences. Slope and slope and bedding alignment show the largest differences in distribution shape between the 
landslide absence and landslide presence distributions. All three data sets have nearly identical distance to fault 
distributions. 

The correlation between each of the seventeen susceptibility factors included in our analysis 
can be found in Figure 4.6. While slope and bedding alignment had a variance inflation factor 
(VIF) of less than ten, it was still highly correlated with slope. This is likely because slope is 
a component of the calculation used to derive slope and bedding alignment. Slope and 
bedding alignment also appears to have higher than average correlation with many other 
covariates. Forest cover also shows a moderate correlation with slope, suggesting that steeper 
slopes have preferentially not been deforested or have been preferentially converted to exotic 
tree plantations. 
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Figure 4.6 Correlation matrix of susceptibility analysis covariates. Each square corresponds to the correlation between the 
covariates with which the square’s sides intersect. Dark blue squares correspond to large positive correlations and dark red 
squares correspond to large negative correlations. Large correlations exist between non-independent covariate pairs (e.g. 
rainfall/soil moisture, slope/slope and bedding alignment, and PGA/quaternary sediments) and between slope/forest cover. 

4.5.2 Model Performance 
The median accuracy for the translational rock slide regressions was 0.74 and the median 
area under the receiver-operator curve (AUC) was 0.82, while for rotational rock slide 
regressions, the median accuracy was 0.72 and the median AUC was 0.79. While these values 
are similar, value distributions of accuracy and AUC were larger for the rotational rock slides 
(Figure 4.7). This is likely attributable to the smaller number of landslides present within the 
rotational rock slide dataset (233 versus 638). The accuracy of our models is on par with 
previous landslide susceptibility studies (Budimir et al., 2015; Reichenbach et al., 2018; 
Smith et al., 2021) and thus we feel confident interpreting the influence of model covariates 
as a measure of their impact on landslide susceptibility. 
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Figure 4.7 Study accuracy expressed as overall accuracy and area under the receiver-operator curve (AUC). In general, our 
regression analyses’ performances are on par with previous studies. 

4.5.3 Influence of Susceptibility Factors 
Figure 4.8 summarizes the model coefficients for each of the fifty translational and rotational 
rock slide regressions. In descending order of coefficient magnitude, river incision, slope, 
forest cover, slope and bedding alignment, and rainfall had the largest average coefficient 
magnitudes. In the case of slope and forest cover, negative coefficients indicate that increases 
in the given covariate are associated with a decrease in the likelihood of a landslide 
occurring. Also, while coefficient values are similar for the two landslide types, coefficients 
for slope and forest cover had larger coefficient magnitudes in translational rock slide 
regressions, while river incision and the stream power index had larger coefficient 
magnitudes in rotational rock slide regressions. The predicted peak ground acceleration from 
New Zealand’s seismic hazard model, distance to faults, and distance to active faults did not 
have large coefficient values for either landslide type. 
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Figure 4.8 Median regression coefficients for our susceptibility analyses. Standardization of the covariates prior to 
performing the regression allows for direct comparison of the model coefficients. Based on this data, we identified river 
incision, slope, forest cover, slope and bedding alignment, and rainfall as the most predictive covariates. 

For the jackknife single variable regressions, slope and bedding alignment was the most 
predictive covariate for translational rock slides and the second-most powerful predictor for 
rotational rock slides (Figure 4.9). River incision was the most predictive covariate for 
rotational slides, but it had a noticeably smaller AUC when used to predict translational rock 
slides. Slope was also a powerful predictor of both translational and rotational rock slides, but 
contrary to the slope threshold model, lower slope values were associated with landslide 
occurrence. Overall, single variable regressions had higher AUCs when used to predict 
translational rock slides than when used to predict rotational rock slides. 

The jackknife single variable exclusion regressions displayed far fewer differences between 
translational and rotational rock slides (Figure 4.10). In both cases, excluding forest cover or 
river incision from the analysis had a large impact on model performance. Removing slope 
and bedding alignment and slope however did not appear to decrease model AUC. In part, the 
strong correlation between slope, slope and bedding alignment, and many other covariates 
likely resulted in lower impacts to model performance even though they are two of the 
strongest predictors of landslide occurrence in the univariate case. 
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Figure 4.9 Accuracy of single variable regressions for the five most predictive covariates. When considering regressions 
that contain a single variable, higher AUCs correspond to greater importance. Slope and bedding alignment is the single 
best predictor of translational rock slide occurrence, and river incision is the best predictor of rotational rock slide 
occurrence. 

 
Figure 4.10 Accuracy of single variable exclusion regressions for the five most predictive covariates. When considering 
regressions that have excluded a particular covariate, lower AUCs correspond to a greater importance of that variable. 
Excluding the river incision covariate from the analyses appears to have the largest negative impact on the analyses. 

4.6 Discussion 
Overall, our results indicate that the occurrence of soft-rock landslides within our study area 
correlated with river incision, slope and bedding alignment, forest cover, and rainfall. The 
rapid uplift and weak structure of the Whanganui Basin sediments make them particularly 
prone to soft-rock landslides, but failure does not occur uniformly across the region. Our 
analysis suggests that river incision and slope and bedding alignment are the key factors that 
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control long-term patterns of failure, but that the relative influence of these factors differs for 
translational and rotational rock slides. 

4.6.1 Influence of Earthquakes 
Notably, distance to faults and active faults were two of the least predictive covariates within 
this study, and in many cases their coefficients were set to zero during the LASSO 
regularization (Figure 4.8). This finding, along with the low importance of the peak ground 
acceleration (PGA), suggests that earthquakes are not an important cause of these landslides 
or that co-seismic triggering is highly dependent on priming by other factors. This finding 
contradicts the earlier work of Rees et al. (2019), who argued that a high number of soft-rock 
landslides proximal to faults within a subset of the Whanganui Basin suggested that 
earthquakes are an important triggering mechanism. However, because there are many faults 
within the study area, our approach shows that randomly placed landslide absences have the 
same tendency to occur next to faults (Figure 4.5). Our findings are consistent with a field 
investigation by Massey et al. (2016a) which showed that moderate earthquake ground 
accelerations (0.94 m/s2) induced no movement of a critically-stable landslide in our study 
area. Modelling by Massey et al. (2016a) further suggested that earthquakes have contributed 
little to the longer-term movement of the landslide, with greater contributions from river 
incision and changes in pore water pressure. Earthquakes may still have an important role in 
triggering slope failures once other factors have sufficiently prepared slopes for failure, but 
the reasons for earthquakes playing a seemingly minor role in both landslide distributions and 
movement at our study site remains an area of active investigation.  

4.6.2 Influence of Rainfall and Land Cover 
In contrast to fault proximity, we found that mean annual rainfall and forest cover were both 
useful predictors of soft-rock landslide occurrence. The increased likelihood of landslide 
occurrence in areas with higher rainfall is supported by the previous results from the long-
term monitoring of the Utiku and Taihape landslides (Massey et al., 2013). In this work, 
increases in pore-water pressure were found to accelerate the movement of these landslides 
when the landslides were in marginally unstable states (i.e. following toe erosion), and it is 
likely that areas with higher rainfall experience high pore-water pressure for longer periods of 
time. Additionally, high rainfall may contribute to river incision when sediment flux and 
tectonic controls allow. 

While the failure surfaces of these landslides are too deep to benefit from the increased 
cohesivity afforded by tree root systems (e.g. failure surfaces for the Taihape and Utiku 
landslides are up to 30 and 70 m deep, respectively) (Massey, 2010), our analyses show that 
forest cover appears to decrease the likelihood of soft-rock landslide occurrence. While this 
finding could be due to the increased difficulty in identifying landslides in forested imagery, 
a separate landslide survey that used circa 1950s pre-plantation imagery did not find a higher 
number of landslides in the now forested areas. Additionally, if landslides are difficult to 
identify under forest cover we might expect that we would only be able to identify the largest 
landslides in these areas. However, when we compare the size distributions of forested and 
non-forest landslides in our dataset, we do not see this trend (Figure 4.11). 
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Figure 4.11 Landslide size distribution for forested and non-forested landslides (with a cut-off of 50% forest cover). Both 
forested and non-forested landslide size distributions conform to the power law distributions typical of landslide inventories 
(Malamud et al., 2004). The lack of deviation from this distribution for forested landslides suggests that we are accurately 
mapping soft-rock landslides in forested terrain. 

Another possibility is that forests have been preferentially preserved in steep areas that were 
difficult or unsuitable for pasture conversion, as evidenced by the relatively strong correlation 
between forest cover and slope (Figure 4.6). Thus, the lack of landslides in forested regions 
may be better explained by the factors that allow the landscape to maintain steep slopes, than 
by the presence of forest. If however forest cover is directly reducing the likelihood of soft-
rock landslide occurrence, this is likely because the evapotranspiration of the forest cover is 
leading to a reduction of pore water pressure at the failure surface. An interesting 
consequence of this hypothesis is that many of these landslides could have formed in 
response to native forest removal in the 19th century, which would make them much younger 
than they are typically believed to be (e.g. the postglacial landslide initiation in the Waipaoa) 
(Bilderback et al., 2015). 
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4.6.3 Influence of River Incision 
In agreement with previous research, our analysis also identified river incision as a key 
predictor of landslide occurrence. Research at the Utiku and Taihape landslides (Massey et 
al., 2013; McSaveney and Massey, 2017) and in the nearby Waipaoa catchment (Bilderback 
et al., 2015), indicate that river incision can promote failure in two ways. Local incision can 
lead to the removal of material at the base of slopes which can destabilize toe material and 
promote movement along exposed clay layers that act as preferential failure surfaces (Massey 
et al., 2016a). Work in the Waipaoa catchment has shown that uplift and climatic cycles can 
induce catchment-wide river incision which can cause these processes to occur throughout a 
catchment. The regional scale influence of river incision on landslide occurrence is also well 
established by the slope threshold model. While this result is unsurprising, river incision is 
one of the few influential factors identified that operates on human timescales. Thus, 
monitoring where incision occurs may help us better predict where new landslide movement 
is likely to occur. 

4.6.4 Influence of Structural Controls 
The influence of bedrock structure on landslide occurrence has been previously documented 
(Santangelo et al., 2015), but our inclusion of slope and bedding alignment within a regional-
scale susceptibility model is a novel approach. Furthermore, its predictive power within our 
model and its differing relationship with translational and rotational rock slides suggests that 
variations in slope and bedding alignment could explain some aspects of landslide behaviour 
unexplained by a universal slope threshold model. Within the Whanganui Basin, where slope 
and bedding are not aligned, the slopes are generally stable. Landslides are less likely to 
occur here and the average slope attained in these settings is much steeper than in failure-
prone areas. Conversely, in areas where slope and bedding are aligned, even gentle slopes are 
prone to failure along weak bedding planes. For instance, within our study, stable areas had 
an average slope of 20.6°, while translational and rotational rock slides had lower average 
slopes (16° and 18.2° respectively) (Figure 4.5). 

Since at least moderate slope and bedding alignment appears to be needed to create rotational 
failures in this setting, some portion of rotational failure surfaces are likely occurring along 
bedding planes, contrary to our initial hypothesis. It may be that in cases where there is only 
oblique slope and bedding alignment, translational failures do not occur, but increased river 
incision can induce rotational failures that partially occur along bedding planes. In either the 
moderate or strong slope and bedding alignment case, this alignment appears to reduce the 
threshold slope angle of the landscape. Thus, the tendency of landslide failures to occur along 
weak bedding planes has led to a system in which there is no universal slope threshold. 
Instead, the threshold slope for a given hillside decreases as the degree of alignment between 
the landscape’s orientation and bedrock’s orientation increases. It should be noted however 
that this relationship only holds for soft-rock landslides that are structurally controlled, with 
the traditional slope threshold model holding true for other locations and landslide types in 
our study area. Studies of shallow landslides in this area (Dymond et al., 2006) show that 
increasing slope is directly related to an increase in shallow landslide occurrence, in 
agreement with the traditional slope threshold model. Similarly, our finding likely does not 
apply to all soft-rock landslides, (Roering et al., 2015), but it is likely to be applicable to 
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many other areas where preferential failure surfaces align with bedrock orientation 
(Chittenden et al., 2014; Nunes et al., 2015; Santangelo et al., 2015).  

4.6.5 Utility of Landslide Type Classification 
Our decision to analyse the occurrence for translational and rotational rock slides separately, 
allowed us to better understand the dynamics of landslide occurrence. For instance, while 
river incision and slope and bedding alignment were useful predictors of both landslide types, 
our analysis showed that river incision was more influential in rotational rock slide models. 
Conversely, slope and bedding alignment was more influential in translational rock slide 
models. These findings were key to our interpretation of the results and suggest that 
performing separate susceptibility analyses for landslides with differing failure geometries 
can improve the accuracy of landslide susceptibility models. 

4.7 Conclusion 
In this study, we performed landslide susceptibility analyses for translational and rotational 
rock slides within the Whanganui Basin region of New Zealand. We utilised seventeen 
covariates that corresponded to geologic, geomorphic, climatic, and land use factors that have 
been previously shown to impact landslide occurrence. Overall, river incision, slope, slope 
and bedding alignment, forest cover, and rainfall were found to be the most predictive of 
landslide occurrence. Notably, no earthquake-related covariates were found to be predictive 
of landslide occurrence, suggesting that earthquakes are not an important primary causative 
factor for these landslides. 

These results provide us two key insights. First, there are measurable differences in how 
landslides with differing failure geometries form and accounting for these differences can 
improve the utility of susceptibility analyses. Second, the alignment of slopes and the 
underlying bedding is a key predictor of landslides that helps to explain the spatial 
organization of landslides and provides a rationale for why landslide-prone sections of our 
study area have lower slopes. Within other soft-rock landslide prone landscapes, a 
structurally-dependent slope threshold model may be able to explain patterns in landslide 
occurrence and local slope gradients that a universal slope threshold model alone cannot. 
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Synthesis of Chapter 4 for Thesis 
In this chapter I described the mapping of soft-rock landslides in the Whanganui Basin 
(Objective 1). In total, I mapped 871 landslides in the basin, and classified each according to 
Varnes’s landslide classification schema. Developing an accurate map of soft-rock landslides 
was a necessary first step towards evaluating landslide activity across the region, and this 
map is used throughout Chapters 5 and 6 to meet objectives 4-5. While this dataset does not 
yet contain activity state information (Objective 4) this will be added to the dataset via the 
InSAR analysis described in Chapter 5 and conducted in Chapter 6. I also used this dataset to 
conduct my landslide occurrence factor analysis (Objective 2), which assessed why the soft-
rock landslides of the region occur in particular locations. This analysis showed that slope, 
slope and bedding alignment, and river incision were the most important preparatory factors, 
and that seismic forces were not an influential factor. In Chapter 6 the findings of this 
analysis are compared to the key factors identified for the landslide activity factor analysis 
conducted using the InSAR activity state information. 
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Chapter 5 A Reproducible Framework for Slow-Moving 
Landslide Activity Detection and Monitoring 

 

Introduction to Chapter 5 of Thesis 
Chapter 5 addresses Objective 3 (develop a remote sensing framework for identifying the 
activity state and estimating the movement rates of soft-rock landslides). This objective was 
necessitated by the large number of landslides in the basin (871), which made it impossible to 
complete Objective 4 and Objective 5 within the constraints (budgetary and time) of my PhD 
project without utilizing remote sensing techniques. While other studies have used InSAR 
and sPOT to study landslides, this chapter demonstrates how on-demand processing services 
can be utilized to decrease the analysis time for these methodologies without sacrificing 
reliability. Additionally, it highlights and discusses the implications of some of the key 
methodological choices made, namely image network selection, that are often excluded from 
discussions of InSAR and sPOT analyses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter will soon be submitted to Remote Sensing of Environment as: 

Williams, F., McColl, S., Fuller, I., Smith, H., Neverman, A., 2022. A reproducible 
framework for slow-moving landslide activity detection and monitoring. Remote Sensing of 
Environment. 
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5.1 Abstract 
Landslides are a widespread natural hazard that can significantly impact society and the 
environment. Quantitative landslide hazard assessments require information on the frequency 
and movement of landslides, but this information is usually difficult and costly to produce. 
Remote sensing analyses such as time-series interferometric synthetic aperture radar (InSAR) 
and time-series sub-pixel offset tracking (sPOT) offer ways to identify landslide activity and 
measure movement efficiently. However, these techniques must be combined into a widely 
available and computationally efficient framework if they are to be adopted by practitioners. 
This study presents a workflow for remote landslide monitoring that combines InSAR and 
sPOT analyses and relies on cloud-computing services, open-source Python libraries, and 
Jupyter notebooks to create an efficient and reproducible framework. By comparing our 
results to independent validation datasets, we find that our framework can accurately identify 
large slow-moving landslide activity with an accuracy of 91% (Cohen’s kappa of 0.76) and 
can measure the movement of landslides which have average annual speeds of 2.05 m/yr with 
a mean absolute error of 0.74 m/yr. Because of this framework’s reliability, accessibility, and 
ease of use, we believe that it represents a cost-effective, reproducible, and reliable 
framework for the remote monitoring of active landslides. 

5.2 Introduction 
Landslides are a well-known natural hazard that can affect both the built and natural 
environment (Schuster and Highland, 2001; Turner, 2018), and large slow-moving landslides 
present a unique hazard (Agliardi et al., 2013; Crosta et al., 2013; Korup and Weidinger, 
2011; Roering et al., 2015). For example, due to their large size these landslides, they can 
transport considerable amounts of material that can overwhelm or block river channels 
(McColl et al., 2022; Xu et al., 2009). Additionally, they can be long-lived and remain active 
for long periods (Larsen and Montgomery, 2012), but their slow movement rates (~1 cm/yr – 
10 m/yr) can make it difficult to discern their current activity states. This, in turn, can lead to 
infrastructure issues when structures are built on top of or across a landslide’s surface (e.g. 
(McSaveney and Massey, 2017)). 

Governmental and research institutions are aware of these concerns and often work together 
to obtain up-to-date information on landslide presence and activity (Rosser et al., 2017; 
Schmitt et al., 2017). Due to their relative ease of collection and utility, data on the location 
and size of landslides is usually available, and is commonly organized within static landslide 
inventories (Guzzetti et al., 2012) collected using historical or geomorphological evidence. 
These datasets may include information on landslide age or timing (Massey et al., 2018; 
Pánek, 2019; Pánek and Klimeš, 2016), which can be useful for quantifying landslide 
frequency or assessing trigger thresholds. They can also be used to assess which landscape 
factors are predictive of landslide failure (Massey et al., 2018; Williams et al., 2021). 
However, they typically do not include information on a landslide’s activity state or its 
movement rate, which, along with location and frequency, are important for quantitative 
hazard assessment.  

Since most static landslide datasets rely on historical and geomorphological information to 
identify landslide extents, it is common to include landslides within these datasets that may 
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no longer be active and are unlikely to become active in the future (Williams et al., 2021). 
Thus, while inactive (relict) landslides are useful for evaluating landslide frequency and 
magnitude relationships, they say little about which landslides pose the most significant risk 
to infrastructure and the natural environment. This can make it challenging to prioritize 
engineering and conservation efforts effectively. In-field geodetic surveys can be used to 
obtain information on landslide activity (Massey et al., 2013), but these types of surveys are 
often too costly to conduct for more than a few landslides. Recent advances in remote sensing 
technology do, however, offer alternatives to field-based monitoring. In particular, 
researchers have started to explore using interferometric synthetic aperture radar (InSAR) 
(Antonielli et al., 2019; Shi et al., 2020; Xu et al., 2021a) and feature tracking methodologies 
such as sub-pixel offset tracking (sPOT) (Amitrano et al., 2019; Dai et al., 2020; Dille et al., 
2021) to monitor landslides without requiring in-field instrumentation. 

InSAR is a remote sensing technique that can be used to measure Earth surface displacements 
and has been employed to monitor tectonic (Hooper et al., 2012), volcanic (Schaefer et al., 
2019), and landslide processes (Wasowski and Bovenga, 2014). Recently, the consistent and 
high-quality data produced by the European Space Administration’s Sentinel-1 C-band (5.55 
cm wavelength) synthetic aperture radar (SAR) mission has led to an explosion of InSAR 
research across these fields. Despite the broad utility of InSAR, some fundamental limitations 
make InSAR landslide monitoring challenging. 

Most of these limitations relate to the introduction of decorrelation noise by factors such as 
vegetation, landslide movement, and propagation delays in the atmosphere (Ahmed et al., 
2011; Dille et al., 2021; Wang et al., 2019). The first factor is particularly acute in natural 
settings where no artificial structures exist. SAR sensors with longer wavelengths, such as the 
upcoming NASA-ISRO SAR (NISAR) mission, which uses an L-band (24 cm wavelength) 
sensor, will likely be less sensitive to some of these effects, but these data are not yet 
available. Others have tried to overcome these limitations using existing SAR data by 
installing corner reflectors that increase the strength of the returned SAR signal at their 
location (Bovenga et al., 2012; Crosetto et al., 2013). However, like geodetic ground surveys, 
this technique works best when the landslides of interest are accessible and are known to be 
active a priori. Alternatively, new filtering techniques such as Bekaert et al.’s (2020) double-
difference filter have been shown to increase the strength of the local deformation signal 
while also reducing the negative impacts of atmospheric propagation delays and other sources 
of decorrelation. 

InSAR is also insensitive to deformation that exceeds the half-wavelength distance (2.78 cm 
for Sentinel-1) between the image capture dates of the InSAR pair and can only measure 
movement in the satellite’s line-of-sight (LOS) direction. In cases where this threshold is 
exceeded or the satellite’s LOS measurements are inadequate, the tracking of pixels in 
subsequent images of the ground surface (SAR or reflectance-based) can provide an 
alternative solution for monitoring landslides (Amitrano et al., 2019; Dille et al., 2021). As 
opposed to InSAR, which measures changes in distance between an antenna and the ground 
surface, feature tracking approaches track the horizontal movement of features between two 
temporally-separated images using a statistical approach (Bickel et al., 2018). Early feature 



 

55 
 

tracking approaches relied on manual tracking of features between two images, for instance 
the tracking of human-identifiable objects such as fence posts or isolated trees (Mackey and 
Roering, 2011). However, new feature tracking techniques such as sPOT use statistical 
measures of pixel similarity to autonomously track feature motion at the sub-pixel scale 
(Dille et al., 2021; Leprince et al., 2007). Because sPOT does not rely on any of the unique 
characteristics of SAR data, sPOT analyses can be conducted using either SAR or 
reflectance-based imagery. 

Although sPOT can monitor landslide movement that exceeds the movement speeds 
identifiable by InSAR, it is less sensitive to slow movements. The sPOT technique should 
theoretically be able to detect movement that is greater than 1/20th the pixel size (Leprince et 
al., 2007) of the images used to perform the sPOT analysis, but this limit may be closer to 
1/10th of the pixel size in practice (Bickel et al., 2018; Mulas et al., 2020). Attempts to 
increase sPOT accuracy have involved the use of multiple sPOT observations within a time-
series analysis similar to an InSAR small baseline subset (SBAS) approach (Dai et al., 2020; 
Li et al., 2020; Stumpf et al., 2017) and they have had some success. However, these 
techniques and developments have mostly been applied to single landslides, so their 
applicability and ease of application to large regions with multiple landslides remains under-
developed. Furthermore, no studies have attempted to leverage the benefits of both InSAR 
and sPOT techniques together within a study area exceeding 1000 km2. 

In addition to the technical challenges of remote landslide monitoring, these techniques suffer 
from computational and utilitarian deficiencies that severely limit their adoption and 
reproducibility, especially at regional scales. Fragmentation of scientific software across 
multiple software platforms and programming languages makes it difficult to combine 
methodologies into a coherent framework. Additionally, most scientific code used to perform 
analyses are still not publicly available and instead must be requested from the author by each 
interested scientist (Nosek et al., 2015; Stodden et al., 2016). Unfortunately, this system 
limits the rate at which new techniques can be adopted and iterated upon (Lees, 2012). 
Luckily, the scientists that make up the geoscience community has begun to recognize and 
grapple with these issues (Gil et al., 2016). In particular, they have started to coalesce around 
the Python programming language and tools found therein for their scientific analyses (Harris 
et al., 2020). Today, many essential software packages for InSAR and sPOT processing are 
available in Python, including the Miami InSAR Time-series in Python (MintPy) (Yunjun et 
al., 2019) and the Autonomous Repeat Image Feature Tracking (AutoRIFT) (Lei et al., 2021) 
packages. Additionally, scientific programming notebooks such as Jupyter IPython notebooks 
now provide a platform for describing and running scientific analyses simultaneously 
(Kluyver et al., 2016), aiding reproducibility. 

Acquiring the images for and computing InSAR/sPOT pairs requires more computational 
resources than are typically available to the average scientist. To address this, cloud-
computing platforms, such as Google Earth Engine (Gorelick et al., 2017), the Alaska 
Satellite Facility’s Hybrid Plugin Processing Pipeline (HyP3) (Hogenson et al., 2016), and 
Microsoft’s Planetary Computer have begun to provide cloud-based InSAR pair generation 
and imagery preparation services to scientists at no cost. Using these services drastically 



 

56 
 

reduces the computer infrastructure needed to perform these analyses, allowing more 
scientists to apply these remote sensing tools to their research. In addition to these logistical 
factors, InSAR and sPOT analyses to date have typically lacked rigorous comparison to 
external data for validation. A more significant effort needs to be made to compare these 
analyses to external data to assess their validity, applicability, and to evaluate uncertainties. 

With the co-advent of the creation of open-source InSAR and sPOT utilities within a single 
programming language and low-cost cloud computing services for scientists, we believe that 
it is now possible to produce an efficient and unified InSAR and sPOT framework that 
enables scientists to conduct remote landslide monitoring within natural terrain. This paper 
describes and tests an InSAR and sPOT-based framework that utilizes cloud computing 
platforms and open-source principles to create a reliable and reproducible remote large 
landslide monitoring system. Furthermore, this framework is entirely contained within 
Jupyter notebooks that are available online and can be freely downloaded at any time (see the 
Code and Data Availability section for details). 

5.3 Methods 
5.3.1 Validation Datasets 
To assess the accuracy of the time-series InSAR and time-series sPOT results, we compared 
the output of these analyses to independent data collected within the south-central portion of 
the North Island of New Zealand (Figure 5.1). This area is part of a back-arc basin complex 
associated with subduction along the Australian-Pacific plate boundary. It is composed of 
young (0-5 Ma) down lapping sandstones, mudstones, and shales that dip gently to the 
southwest. Uplift in this region has led to stunted diagenesis and low internal strengths of the 
rocks, resulting in high rates of landsliding within the area. In particular, our recent study 
(Williams et al., 2021) identified a suite of large slow-moving landslides in this region that 
range from 10 ha to greater than 500 ha in size that cover roughly 8% of the region’s surface 
area. Due to these landslides’ slow movement rates, it is difficult to determine which of these 
landslides are active and which are inactive without expensive field campaigns. 
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Figure 5.1 Map of the study area and the validation landslide locations used in this study. A binary assessment of either 
activity or inactivity was conducted at the green dots (Inactive) and red dots (Active). In addition, a manual feature-tracking 
analysis using high-resolution imagery was conducted at the Bird Landslide (red triangle), and a dGNSS survey was 
conducted at the Rangitikei Landslide (red star). 

To determine whether our InSAR analysis can reliably predict whether a given landslide is 
active or inactive, we have selected a subset of landslides in this region that will act as a 
validation dataset for our InSAR activity analysis. Using recent aerial and satellite imagery, 
we visually assessed landslides in the area to identify a set of landslides whose geomorphic 
features clearly indicated recent movement (e.g., fresh scarps, visible ground undulations, and 
interrupted drainage patterns) as well as another set of landslides whose geomorphic features 
clearly indicate inactivity (e.g., lack of visible scarps, smooth, unbroken terrain, and 
established drainage networks) (Figure 5.2). Of the 544 large slow-moving landslides in the 
study area, we could reliably identify 12 that are likely to be active and 48 that are likely to 
be inactive. The active landslides had a median size of 56.5 ha and, in total covered 819 ha, 
while the inactive landslides had an average area of 23.5 ha and in total covered 1775 ha. We 
acknowledge that the presence or absence of geomorphic features does not necessarily 
indicate landslide activity or inactivity, and visual inspection from imagery is subjective. 
Still, with very few landslides with field monitoring in place, we believe that this approach is 
the best source of validation data that we have available for regional assessments. For two 
landslides, we were however able to make use of field monitoring data to validate the 
methods and we use this data validate our sPOT analysis. 
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Figure 5.2 Examples of an active (left) and an inactive (right) landslide from our validation dataset. The active landslide 
(left) has sharply undulating surface topography, visible fresh scarps at the southern edge of the landslide, and several areas 
with ponding water which suggests that the drainage network has been disrupted. In contrast, the inactive landslide (right) 
does not have visible fresh scarps or sharply undulating terrain, and there is no evidence of a recently disrupted drainage 
network. 

To investigate the quality of our sPOT velocity analysis, we compared the sPOT results to the 
known movements of two landslides in our study area, the Rangitikei and Bird landslides, for 
which we had existing or collected new movement data (Figure 5.1). We used 30 survey pegs 
on and around the Rangitikei Landslide to measure landslide displacements at 3-6 month 
intervals from 2015-2019 using differential GNSS (dGNSS). Repeat measurements of stable 
survey pegs between surveys showed that the dGNSS surveys had a mean horizontal error of 
0.027 m (s.d. 0.014 m) and a mean vertical error of 0.050 m (s.d. 0.057 m), which were 
generally several orders of magnitude smaller than the annual movements. At the Bird 
Landslide we used photogrammetrically-derived orthophoto mosaics from an existing 2016 
high-resolution aerial survey and a drone survey we undertook in 2021, to perform a manual 
feature-tracking analysis at 18 locations across the landslide’s surface. We measured the 
offsets of 15 stable features (control locations) outside of the landslide boundary, which 
suggest our feature-tracking analysis had an average horizontal error of 0.30 m (s.d. 0.13 m), 
and were of a smaller magnitude than most features tracked on the landslide. For both 
landslides, we used the field data to create estimates of the annual velocities in both the West-
East (WE) and South-North (SN) directions that could be directly compared to the sPOT 
velocity maps. Table 1 describes the validation (field) and prediction (remote sensing) 
datasets, their collection periods, and the vector(s) in which they can measure landslide 
velocities. Figure 5.3 illustrates the velocity vectors displayed in Table 5.1. 
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Table 5.1 The datasets used in this analysis, their role in the study, the period they were collected, and the velocity vectors 
along which they measure velocity. WE stands for West to East (eastward) movement, SN stands for South to North 
(northward) movement, and LOS stands for the Line-Of-Sight of the SAR satellite (roughly ENE and WNW with a 30° off-
nadir angle). 

Dataset Role Time Period Measurement Vectors 
dGNSS Validation 2015 - 2019 WE, SN, Vertical 

Manual Feature Tracking Validation 2016 - 2021 WE, SN 
Timeseries InSAR Prediction 2018 - 2021 LOS, WE*, Vertical* 
Timeseries sPOT Prediction 2016 - 2021 WE, SN 

*InSAR can only measure WE and Vertical velocities via reprojection of LOS datasets 

 

 
Figure 5.3 Orientations of the remote sensing velocity measurement vectors used in this study. WE stands for West to East 
(eastward) movement, SN stands for South to North (northward) movement, and LOS stands for the Line-Of-Sight of the SAR 
satellite (roughly ENE and WNW with a 30° off-nadir angle). 

5.3.2 InSAR 
To generate the interferograms used in this study, we utilized the on-demand interferogram 
processing capabilities provided by the Alaska Satellite Facility’s Hybrid Pluggable 
Processing Pipeline (HyP3) (Hogenson et al., 2016). This service allows users to request the 
generation of Sentinel-1 interferograms created using GAMMA InSAR software from an on-
demand service that sits within the Amazon Web Services cloud computing environment. We 
chose to use the two-pixel range and ten-pixel azimuth multi-looked version of 
interferograms provided by HyP3, which have a 40 m pixel size. 

While this service provides fewer customization options than other InSAR software packages 
such as the InSAR scientific computing environment (ISCE2) (Rosen et al., 2015), using 
HyP3 dramatically reduced the computational resources and data storage needed to perform 
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our InSAR analyses while still producing quality interferograms. For example, our study used 
data from 2017 to 2021 and four frames (2 for each orbit direction), which resulted in a total 
of 228 individual SAR images and 1355 interferograms. If creating each interferogram 
resulted in 10 Gb of data and took 2 hours to create and unwrap (reasonable assumptions for 
Sentinel-1 data on a standard desktop computer), these interferograms would take roughly 
113 days to create and require 12 TB of storage. In contrast, the HyP3 generated 
interferograms were created and downloaded within 48 hours and required 2 TB of storage. 

Due to inconsistencies in the timing of Sentinel-1 observations over New Zealand and the 
low coherence within the natural terrain of our study area, InSAR pairs suitable for an InSAR 
time-series analysis were only available sporadically within the past five years (Figure 5.4). 
While it is possible to perform an InSAR time-series analysis using a disconnected 
interferogram network (Yunjun et al., 2019), we found that doing so created a large amount 
of bias in the resulting time-series products. Consequently, we chose to perform our analysis 
using a subset of connected networks. For the years between 2017 and 2021, we downloaded 
HyP3 interferograms formed between each SAR image and the previous three SAR images, 
then excluded all interferograms that had an average spatial coherence of less than 0.4. We 
identified the largest connected network that was available for each year and orbit direction 
(Figure 5.4) and performed our time-series analysis for each of these epochs separately. 
Sentinel-1 descending orbit data were not available for our study area during 2017, so we 
excluded this year from our analysis. In addition to maintaining connected networks, splitting 
our analysis into yearly epochs allowed us to better measure sporadic landslide movement 
(i.e., landslides that may move one year but not the next). 

 



 

61 
 

 
Figure 5.4 The number of valid interferograms (i.e., the average spatial coherence is > 0.4) available for our study area 
between 2017 and 2021. The top plot shows data availability for the descending orbit data, and the bottom plot shows the 
availability for the ascending orbit data. The blue  regions cover the longest continuous interferogram network for each year 
and represent the epochs used within our study. 

Once we had requested and downloaded the interferogram pairs, we ingested the data into the 
Miami InSAR Timeseries software in Python (MintPy) (Yunjun et al., 2019), where we 
conducted the remainder of our InSAR analysis. MintPy is an open-source Python library that 
uses a SBAS approach to perform InSAR time-series analyses and has many valuable 
utilities. After removing interferograms with average spatial coherences less than 0.4, and 
prior to the SBAS time-series inversion, we applied the double-difference filter that Bekaert 
et al. (2020) proposed to each time epoch. This filter is designed to amplify the strength of 
local deformation signals at the expense of obscuring regional trends. The filter is applied by 
first calculating a regional average for unwrapped InSAR data using a large averaging kernel 
of the unwrapped InSAR data, then subtracting that from a local averaging kernel according 
to the formula: 

Equation 5.1 The double difference filter 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐷𝐷𝐷𝐷𝐹𝐹𝐷𝐷 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐷𝐷𝐹𝐹 𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐷𝐷𝐴𝐴𝐹𝐹 − 𝑅𝑅𝐹𝐹𝐴𝐴𝐹𝐹𝐿𝐿𝑅𝑅𝐷𝐷𝐹𝐹 𝐴𝐴𝐴𝐴𝐹𝐹𝐹𝐹𝐷𝐷𝐴𝐴𝐹𝐹 

For our study, we used a local kernel diameter of 200 m and a regional kernel diameter of 
2000 m. We found these kernel sizes to provide an adequate balance between noise-reduction 
and over-smoothing. More information on selecting an appropriate filter size can be found in 
Bekaert et al. (2020). Once we had applied the double-difference filter, we performed an 
SBAS time-series inversion to estimate a line-of-sight (ENE for the ascending orbit data and 
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WNW for the descending orbit data) deformation time-series using a least-squares approach 
(Yunjun et al., 2019). In both ascending and descending orbit cases, these time-series 
represent movement along a 3D vector with horizontal and vertical components (Figure 5.3). 
We used a set of 100 bootstrapped subsamples of the deformation time-series to create a suite 
of estimated linear velocities for each pixel, then averaged these estimates to determine a 
final velocity at each pixel. Since tropospheric delay tends to be spatially correlated at the 
scale of the double-difference filter, applying this filter removes much of the atmospheric 
noise, and no additional tropospheric correction was needed. We performed this workflow 
separately for both the ascending and descending orbit data. 

We then used the ascending and descending velocity datasets to perform our landslide 
activity analysis. We trialled filtering these datasets using two different methodologies to 
isolate velocity zones that represented areas of activity. The first filter we applied was the 
original standard-deviation filter used by Bekaert et al. (2020). This filter removes all pixels 
whose velocity is less than two times the standard deviation of the velocity estimation set 
produced for each pixel during the bootstrapped velocity estimation process, then additionally 
removes pixel clusters that contain fewer than a given number of pixels. 

Our second filter was a velocity and coherence filter that removes all pixels with a temporal 
coherence less than the mean temporal coherence of the dataset (0.905 in our case) and all 
pixels with an estimated velocity two standard deviations or more from the average velocity 
of the dataset. Then, in keeping with Bekaert et al.’s (2020) filter, we removed all pixel 
clusters below a given size threshold. Bekaert et al. (2020) initially removed all pixel clusters 
that included fewer than 3 pixels, but we found that a higher threshold of 19 pixels (3 ha for 
our dataset) led to better results, and this threshold value was used for both filters. 

We applied both filters to the ascending and descending orbit data separately for each year. 
We also combined the data from various orbits and years to determine if these combinations 
improved activity classification. For each filter, we combined the ascending and descending 
activity datasets (using a logical OR operation) to determine if combining data from both 
LOS geometries improved performance. Additionally, we used the combined datasets from 
each year to determine how many years each landslide was identified as active. We then used 
this metric to determine overall activity (i.e., was a given landslide active in at least two 
years? At least three years?). When combining data from multiple years, we did not impose 
an area limit, so it is possible to have zones of activity that are below the previously discussed 
19 pixel (3 ha) area threshold because only a sub-section was active during multiple years. 

We deemed a landslide to be active wherever an area of activity fell within a landslide’s 
mapped extent (buffered inward by 40 m to remove edge effects). We assessed the quality of 
our method, and all filter combinations, by intersecting the activity datasets with the ‘likely 
active’ and ‘likely inactive’ visual validation dataset. We quantified the accuracy using the 
true positive rate, true negative rate, overall accuracy, and Kohen’s kappa. While there is an 
ongoing debate concerning the utility of the kappa statistic (Cicchetti and Feinstien, 1990; 
Flight and Julious, 2015), we report it here because it is a widely used metric, and including it 
allows past and future studies to more easily compare our results to theirs. Due to the roughly 
East-West orientation of the Sentinel-1 LOS vectors, Sentinel-1 InSAR measurements are 
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typically insensitive to purely North-South movement. To determine if this biased our 
measurements of landslide activity, we also investigated whether there was a relationship 
between our classification accuracy and landslide orientation by comparing the landslides’ 
aspect to how often it was correctly classified. 

To allow us to also compare our InSAR velocity data to our movement datasets for the Bird 
and Rangitikei landslides, we also reprojected the ascending and descending orbit data into 
the WE horizontal movement direction (Samsonov et al., 2020) for the areas surrounding the 
Rangitikei Landslide and the Bird Landslide. This reprojection allows us to directly compare 
our InSAR velocity data to our movement validation data and our sPOT velocity data, since 
both of these datasets measured movement in the WE direction. 

5.3.3 Sub Pixel-Offset Tracking 
We performed times-series sub-pixel offset tracking (sPOT) analyses at the Bird and 
Rangitikei landslides, to evaluate the utility and accuracy of this method. We used Sentinel-2 
near-infrared imagery (band 8) sourced from a consistent path and orbit. Image selection and 
sub-setting were done within Microsoft’s Planetary Computer Hub environment, and sPOT 
tracking was performed using the Auto-Repeat Image Feature Tracking (AutoRIFT) python 
library (Lei et al., 2021). The time-series analysis was conducted using the same MintPy 
SBAS and time-series utilities used for our InSAR analyses. 

A Sentinel-2 path and orbit, that optimized coverage, was selected for each landslide. Then 
we created an initial dataset containing all Sentinel-2 ground reflectance images (Level-2C) 
corresponding to this path\orbit. We filtered out images with cloud cover at the landslide then 
selected a network of annual images that fell closest to a single calendar day (i.e., all the 
images were in the same month or close to it). In contrast to the InSAR analysis, where short 
temporal baselines are needed to form coherent interferograms, this network of images 
produced the best results for the sPOT analysis because 1) the temporal baselines of at least 
one year allowed for there to be sufficient landslide movement to produce a strong signal in 
the sPOT analysis and 2) selecting images from the same period during the year reduced 
noise related to seasonal variations in vegetation and shadows. 

For the AutoRIFT analysis, we used a minimum template window size of 32, a maximum 
template window size of 128, and an 8-pixel step. We ran AutoRIFT using all possible pair-
wise combinations of the images to produce a stack of offset datasets in the WE and SN 
direction. We then loaded these offset datasets into MintPy, where we corrected bias in the 
images by subtracting the median offset value within the stable regions (i.e., the regions not 
known to contain a large landslide) from each image. While it could be argued that it would 
be more appropriate to define the stable regions as any location without an active landslide, 
we chose to exclude all landslide areas from the stable regions to ensure that we were not 
including any active areas within the stable regions regardless of the accuracy of our InSAR 
activity analysis. We then used MintPy’s SBAS time-series inversion utility and linear 
velocity estimation utility to estimate the average movement velocity for the offset image 
stacks. This produced WE and SN velocity datasets with a resolution of 80 m. 
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To assess the accuracy of these sPOT datasets, we compared their predicted velocities with 
those measured using dGNSS and manual feature-tracking at the Rangitikei Landslide and 
the Bird Landslide. For each dGNSS and manual feature-tracking location, we determined 
their annual WE and SN velocities by fitting a linear time-series regression, then compared 
these results to those of our sPOT analysis. We assessed the accuracy of our sPOT velocity 
predictions using the mean, the standard deviation, the mean absolute error (MAE), and the 
root mean square error (RMSE) error of the offset estimates. For each of these metrics, we 
calculated them separately using the WE and SN datasets, as well as in combination via the 
magnitude of the combined horizontal movement vector. 

5.4 Results 
5.4.1 InSAR 
Overall, the velocity-coherence filter more reliably identified active landslides than the 
standard deviation filter of Bekaert et al. (2020). In both the ascending and descending orbit 
data, applying the double-difference filter led to a significant increase in the temporal 
stability of the phase signal (the average temporal coherence increased from 0.66 to 0.905). 
This increase in the temporal stability of the data led to very similar velocity estimates 
regardless of which bootstrapped date sample was used, which led to minimal standard 
deviations of these estimates. Since the standard deviation filter uses this standard deviation 
product to remove low-quality data, the low values within our study area led to a large 
portion of the region (60%) being classified as active. Consequently, most of the inactive and 
active landslides within the validation data were identified as active using this filter. This led 
to classification accuracies of 23% and 29% and kappas of 0.05 and 0.02 for the ascending 
and descending data, respectively (Table 5.2). Due to the low quality of the classification for 
the ascending and descending datasets when using the standard deviation filter, combining 
data from multiple orbits and years did not increase the performance of the classification. 

  



 

65 
 

Table 5.2 InSAR activity accuracy metrics for the various filters considered in this study. 

Filter Orbit 

True 
Negative 

Rate 
(n=48) 

True 
Positive 

Rate 
(n=12) 

Accuracy Kappa 

Standard 
Deviation Ascending 4% 100% 23% 0.02 

Standard 
Deviation 

Descending 11% 100% 29% 0.06 

Standard 
Deviation Combination (OR) 2% 100% 22% 0.01 

Velocity 
Coherence Ascending 91% 66% 86% 0.57 

Velocity 
Coherence Descending 94% 64% 88% 0.61 

Velocity 
Coherence Combination (OR) 88% 77% 85% 0.59 

Velocity 
Coherence 

Active at least 1 
year 70% 100% 76% 0.49 

Velocity 
Coherence 

Active at least 2 
years 91% 91% 91% 0.76 

Velocity 
Coherence 

Active at least 3 
years 95% 58% 88% 0.60 

 

In contrast, we found that the velocity-coherence filter accurately predicted the activity state 
of landslides within the dataset (Table 5.2). Using this filter, the ascending and descending 
orbit activity datasets had accuracies of 86% and 88% and kappas of 0.57 and 0.61, 
respectively. Combining these datasets using a logical OR operation did not improve the 
classification, but it did result in more balanced true positive and true negative rates. Overall, 
the best classification result was achieved by combining the logical OR combination datasets 
across multiple years. In particular, defining activity as being active in two out of the four 
combination datasets resulted in an overall classification accuracy of 91%, balanced true 
positive and true negative rates, and a kappa of 0.76. This classification resulted in the 
misclassification of only one active landslide and three inactive landslides (Figure 5.5). While 
there is geomorphic evidence supporting recent landslide activity at the landslide that was 
misidentified as inactive, it is also possible that it was not active for the majority of the study 
period and thus was not identified as active when using the two-year activity cut-off. 
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Figure 5.5 The multi-year combined ascending and descending InSAR velocity-coherence filtered activity dataset overlaid 
on four landslides from the validation dataset. The top left shows an example of correctly identified inactivity, the top right 
shows an example of false activity, the bottom left shows an example of false inactivity, and the bottom right shows an 
example of true activity. 

Most of the active landslides in our activity validation dataset had a southwest downslope 
direction, which corresponds to the general orientation of the bedrock in this region. There is 
no clear relationship between landslide orientation and classification accuracy (Figure 5.6). 
Instead, the size of the landslide appears to have a more significant effect on the accuracy of 
our analysis. The smallest active landslide in the dataset (12.3 ha) was the only active 
landslide that was not correctly identified by the two-year activity dataset. While this analysis 
utilized a 40 m pixel size, the averaging within a 200 m diameter local kernel during the 
double-difference filter process may limit its ability to identify smaller zones of activity.  
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Figure 5.6 The average aspect of each active landslide color-coded by the number of years it was identified as active within 
the combined activity datasets. The LOS of the Sentinel-1 satellites (in the ascending and descending orbits) within the study 
area are represented by the dotted lines. The distance of the points from the plot’s centre represents the surface area of the 
active region of the landslide in hectares (ha). 

Overall, the combined filter identified 4994 zones of activity with an average size of 0.64 ha 
and a maximum area of 104 ha. These zones of activity represent 0.7% of the total area 
surveyed (for context, large deep-seated landslides represent 8%). While our activity 
identification procedure performed well according to our assessment, many spurious activity 
zones were also identified in areas where landslides are unlikely to occur, such as riverbeds 
and the coastal regions (Figure 5.7). The presence of these spurious activity zones highlights 
the importance of pairing InSAR with geomorphological and historical information on 
landslide occurrence. Pairing InSAR data with existing information on landslide presence 
results in a higher quality prediction of landslide activity and makes the activity dataset easier 
to interpret. 
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Figure 5.7 Examples of InSAR activity false positives that may be related to other geomorphic processes. The left-hand 
image shows an erroneous zone of activity along the coast of New Zealand that may be related to coastal erosion or 
applying the double-difference filter near a large incoherent water body. The right-hand image shows another set of 
erroneous activity zones that may be related to river processes. 

The ascending, descending, and combined filters correctly identified activity at the Bird and 
Rangitikei landslides, but their estimates of movement rates were much lower than those 
measured by field data. When the ascending and descending InSAR data were combined and 
projected into the horizontal WE movement direction at Rangitikei Landslide, the maximum 
annual WE movement rate within the landslide body was 0.04 m/yr, and the average was -
0.01 m/yr. Conversely, the maximum WE movement rate measured at Rangitikei Landslide 
was 3.30 m/yr, and the average was 0.17 m/yr. This trend held for the Bird Landslide. The 
InSAR data had a maximum WE movement rate of 0.04 m/yr and a 0.02 m/yr average 
movement rate, but the manual feature tracking results showed a maximum WE movement 
rate of 3.4 m/yr and an average rate of 1.62 m/yr. These large differences in InSAR-reported 
and actual movement rates are likely due to the loss of InSAR coherence in the fast-moving 
portions of each landslide, which tends to bias InSAR results towards lower values. In both 
cases, the fastest part of landslides identified by InSAR occurred in the mid-sections of the 
landslides where some of the slowest movement within the landslide bodies occurred, rather 
than at the toes where the most rapid movement rates were measured. 

5.4.2 Sub-Pixel Offset Tracking 
As expected, sPOT was better able to measure faster landslide movement than is possible to 
measure via InSAR. While the sPOT datasets were generally reliable, rapid fluvial erosion of 
material at the toe of the Rangitikei Landslide made tracking features near the river’s edges 
difficult. Loss of trackable features near the river’s edge resulted in under-estimates of 
velocities within 80 m (one pixel) of the river’s edge. After removing the two GNSS 
measurement locations within 80 m of the river’s edge, we found that the average WE 
velocity at Rangitikei Landslide (Figure 5.8) was 0.14 m/yr, and the mean absolute error of 
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the sPOT measurements was 0.25 m/yr. In the SN direction, the average velocity was -1.23 
m/yr and the MAE was 0.75 m/yr (Table 5.3). At Bird Landslide (Figure 5.9), the average 
movement rate measured using manual feature-tracking in the WE direction was 1.62 m/yr, 
and the MAE of the sPOT measurements was 0.60 m/yr. In the SN direction, the average 
velocity was -2.17 m/yr, and the MAE was 0.92 m/yr (Table 5.3). When considering 
validation data from both sites and using the horizontal magnitude of the combined WE and 
SN vectors, we found that the landslide features had an average speed of 2.05 m/yr and the 
MAE of the sPOT measurement was 0.74 m/yr. 

 
Figure 5.8 Comparison of the annual movement rates derived from the dGNSS validation data and the sPOT analysis for the 
Rangitikei Landslide. The left panel shows an image of the Rangitikei Landslide with arrows representing the average 
annual velocity vector for both datasets at the survey points. In this panel, the length of the velocity vectors has been 
exaggerated by 33x to improve readability. The centre panel shows the sPOT velocity map in the WE direction (eastward 
movement is positive), and the right panel shows the sPOT velocity map in the SN northward movement is positive). 

 
Figure 5.9 Comparison of the annual movement rates derived from the manual pixel tracking validation data and the sPOT 
analysis for the Bird landslide. The left panel shows an image of the Bird Landslide with arrows representing the average 
annual velocity vector for both datasets at the survey points. In this panel, the length of the velocity vectors has been 
exaggerated by 33x to improve readability. The centre panel shows the sPOT velocity map in the WE direction (eastward 
movement is positive), and the right panel shows the sPOT velocity map in the SN northward movement is positive). 
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Table 5.3 Average validation dataset movement rate, average sPOT measurement bias, sPOT bias standard deviation, mean 
absolute error (MAE), and root mean square error (RMSE) at the Rangitikei Landslide (Rangitikei), the Bird Landslide 
(Bird), and both landslides combined (Both). The direction column indicates the type of velocity measured (WE, SN, or the 
magnitude of the combined horizontal movement vector), and the n column shows the number of samples in that group. 

Landslide Direction n 
Avg Rate 

(m/yr) 
sPOT 

Avg Bias 
sPOT 

Bias Std 
sPOT 
MAE 

sPOT 
RMSE 

Rangitikei WE 18 0.14 -0.01 0.44 0.25 0.43 
Rangitikei SN 18 -1.23 0.13 1.19 0.75 1.17 
Rangitikei Magnitude 18 1.30 -0.15 1.20 0.75 1.17 

Bird WE 18 1.62 0.01 0.78 0.60 0.75 
Bird SN 18 -2.17 0.79 0.95 0.92 1.21 
Bird Magnitude 18 2.81 -0.45 0.82 0.73 0.92 
Both WE 36 0.88 0.00 0.62 0.42 0.61 
Both SN 36 -1.70 0.46 1.11 0.83 1.19 
Both Magnitude 36 2.05 -0.30 1.02 0.74 1.05 

 

Overall, our sPOT velocity measurements have a concordance correlation coefficient of 0.76 
(Figure 5.10). This coefficient is similar to Pearson’s correlation coefficient, and is 
interpreted the same way, but always measures the correlation relative to the 1:1 line (the line 
of concordance) and was designed to compare measurement methodologies (Lin, 1989). In 
general, the relative error of the sPOT analysis remained consistent as the measured velocities 
increased (i.e. absolute error increased as measured velocities increased). However, when the 
dGNSS measured velocities were below 0.5 m/yr there was an increase in the relative error 
(Figure 5.10). As the measured dGNSS velocity increases, the sPOT velocities tend to 
produced more underestimates of dGNSS velocities than overestimates (Figure 5.10). This 
may be due to the mismatch in resolution between the validation data and our sPOT data. Our 
dGNSS tracks the movement of the landslide at specific points with high accuracy, but our 
sPOT analysis tracks the movement of much coarser 10 m-scale features in comparison to a 
much larger area. Thus, our sPOT velocity residual trends may be due to over-smoothing of 
the velocity within the sPOT analysis. 
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Figure 5.10 Comparison of the sPOT-derived velocity measurements to dGNSS-measured velocities at the Rangitikei and 
Bird landslides. The left panel shows the two measurements plotted against each other with a 1:1 correspondence line. The 
CCC metric in the left panel’s legend denotes the concordance correlation coefficient (Lin, 1989). The right panel shows the 
prediction residual  of the sPOT measurement when compared to the dGNSS measurement (sPOT - dGNSS). 

The stable areas within 5 km buffers around the Rangitikei and Bird landslides had sPOT WE 
and SN velocities close to zero (0.01 m/yr for the Rangitikei and 0.02 m/yr for the Bird) but 
had standard deviations that ranged from 0.35 m/yr to 0.55 m/yr with a mean of 0.48 m/yr. 
Consequently, activity at landslides whose maximum velocities do not exceed 0.48 m/yr will 
be more difficult to distinguish from the background noise of the dataset in this sPOT 
analysis than in our InSAR analysis. This rate was exceeded at both the Rangitikei and Bird 
landslides, and we were able to identify clear movement signatures in the sPOT data for both 
sites (Figure 5.11). 
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Figure 5.11 sPOT results for the Rangitikei and Bird landslides in the WE and SN directions (aerial imagery of the 
landslides can be found in Figure 5.8 and Figure 5.9. There is noise in the stable areas surrounding the landslides. Still, the 
landslide movement can be seen in all subplots except for the WE Rangitikei Landslide plot since most movement in this 
location is SN-oriented.  

When the WE InSAR velocity data are paired with the WE sPOT velocity data (Figure 5.12), 
it becomes apparent that areas with high velocities in the InSAR data have low velocities in 
the sPOT data. It appears that InSAR is identifying movement in the slowest portions of the 
landslide, where the noise level in the sPOT data is high but losing coherence in the higher 
velocity areas. Conversely, our sPOT analysis appears to be less sensitive to movements 
below 0.5 m/yr in either the WE or SN directions but capable of identifying movement on the 
order of several meters per year. 
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Figure 5.12 Comparison of the InSAR and sPOT velocity data for the Rangitikei Landslide. The left panel shows an aerial 
image of the landslide with arrows at the location of dGNSS observations whose colour and length correspond to the 
measured velocity at that location. The middle panel shows the InSAR WE velocity data, and the right panel shows the sPOT 
WE velocity data. In all panels, positive values indicate westward motion. Note the much smaller velocity scale for the 
centre InSAR panel as compared to the two outer panels. It appears that the InSAR analysis identifies movement in the 
slower-moving central portion of the landslide but fails to identify the faster motion in the bottom portion. 

5.5 Discussion 
5.5.1 InSAR 
Surprisingly, there is a large difference in the results achieved using Bekaert et al.’s standard 
deviation filter when comparing our work and theirs. While this filter failed to identify 
activity zones in our data reliably, it appears to have worked quite well in Bekaert et al.’s 
original study. This disparity likely resulted from differences in pre-processing of the original 
data and not with an inherent fault of the filter. Importantly, we applied the filter to data that 
had been multi-looked two pixels in range and ten in azimuth, while Bekaert et al.’s study 
used non-multi-looked data. 

Multi-looking generally increases the signal-to-noise ratio of InSAR data and reduces 
computation costs at the expense of decreased resolution (Lee et al., 1994). It also enhances 
the temporal stability of the InSAR signal. The improved temporal stability afforded by 
multi-looking likely contributed to the low standard deviations found within the bootstrapped 
sample sets, resulting in the deviation filter being ineffective. However, we found that if the 
threshold was increased from two times the standard deviation to eleven times the standard 
deviation, we could produce classification results similar to the velocity-coherence filter 
results. However, this number is likely to be different for other processing frameworks. We 
believe that thresholding the data using the mean of the temporal coherence data (e.g. the 
velocity-coherence filter) will produce more consistent results and is a more transferrable 
method. 

While the individual years of the velocity-coherence filtered InSAR dataset performed 
adequately in isolation, combining data from both orbits and multiple years produced better 
results. Combining data from both orbits allows for the detection of movement along multiple 
LOS vectors, and including data from different years makes it possible to detect movement at 
landslides that display episodic annual movement. This cycle of movement is particularly 
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common in large deep-seated landslides that intersect erosive river systems since landslide 
movement can be closely tied to the patterns of river erosion (McColl et al., 2022). 

We were surprised to find no clear relationship between the landslide aspect and our landslide 
activity classification accuracy since InSAR is typically insensitive to movement in the SN 
direction. This may be because movement vectors within large landslides can be complex. 
Even landslides that are dominantly oriented SN may have portions moving in the WE or 
vertical directions that are detectable by InSAR (as shown by the Rangitikei Landslide, 
Figure 5.12). However, a more significant limitation of our analysis is that this InSAR 
technique less reliably identifies activity within smaller (< 10 ha) landslides. This is likely 
because multi-looking and double-difference filtering significantly decreased the effective 
resolution of the data within our InSAR analysis. While future studies should consider 
reducing the double-difference filter sizes if they plan to assess the activity of smaller 
landslides, we found that reducing the filter size in our study area led to a sharp increase in 
the amount of noise present in our activity dataset. However, new SAR missions such as the 
upcoming NISAR mission will also produce higher quality data that may not need to be 
filtered to the same extent. 

Even though our activity analysis performed well within the landslide boundaries, many false 
positives existed outside the mapped landslide areas. Further investigations revealed that 
some of these false positives were unmapped landslides, but most were areas of high noise or 
real movement associated with other geomorphic processes. InSAR can detect local 
movement related to centimetre-scale geomorphic processes such as soil porewater pressure 
changes (Cohen-Waeber et al., 2018), so it is essential to remove activity areas related to 
processes that are irrelevant to the study in question. In the case of active landslide 
identification, searching for InSAR activity within the bounds of previously mapped 
landslides provides a mechanism for updating existing landslide databases and filtering out 
InSAR-identified movement related to other processes. Overall, we believe that our results 
demonstrate that this InSAR framework is capable of using readily available free datasets to 
reliably detect landslide activity states within natural settings where quality InSAR datasets 
are more challenging to obtain. 

We were pleased to see that even though the two landslides that we had independent 
movement data for were moving at rates exceeding 1 m/yr in many locations, our InSAR 
landslide activity map still identified both as active. However, as expected, the InSAR results 
were incoherent in the fastest moving portions of the landslides in both cases. This indicates 
that our InSAR activity analysis is likely to be effective even in cases high levels of 
movement decorrelation are expected. Some studies have also used InSAR decorrelation to 
perform this type of analysis (Jung and Yun, 2020), but this technique still needs to be 
adapted for landslides that do not experience catastrophic failure (i.e. do not experience full 
decorrelation). For our study, movement was identified by InSAR in the transition and 
periphery zones where movement rates were slower. 

This finding has important implications for estimating landslide velocities based on InSAR 
data. When using Sentinel-1 C band SAR data, coherent estimates of landslide velocity are 
only likely to exist in areas whose movement velocities in the LOS direction do not exceed a 
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few centimetres between image pairs. If there is faster movement at another location on the 
landslide, InSAR will likely not identify this movement, and the measured velocity of the 
landslide will be capped at a few cm/yr. Thus, it is crucial to pair InSAR analyses with other 
measurement techniques, such as sPOT, to identify faster movement. 

5.5.2 Sub-Pixel Offset Tracking 
We found that our time-series sPOT methodology could measure multi-year landslide 
movement at a variety of different velocities, but that our ability to distinguish true 
movement from background noise increased when velocities were below 0.5 m/yr. At our test 
sites, which had an average horizontal velocity magnitude of 2.05, the MAE was 0.74 m/yr. 
This finding is in line with previous studies (Bickel et al., 2018; Dille et al., 2021), which 
have found that pixel offset tracking techniques can accurately measure movement exceeding 
1/20th to 1/10th of a pixel (which equates to 0.5 to 1m for the 10 m pixel resolution of the 
Sentinel-2 imagery used in our study). 

The random noise in our sPOT analysis made it challenging to use this technique to 
distinguish between activity and inactivity at landslides whose maximum movement rates 
were less than 0.5 m/yr. Additionally, the removal of features at the periphery of landslides 
via river erosion led to unreliable results within one-pixel width (80 m) of the landslide’s 
edge. Due to these issues, we believe that our sPOT methodology is less useful for regional 
identification of slow-moving (0.01 – 0.1 m/yr) landslide activity and is instead best used in 
tandem with another technique that can identify activity at these slower movement rates (e.g. 
our InSAR analysis). However, this technique is likely applicable on its own within regional 
analyses where landslide movements rates are expected to exceed 2 m/yr. Also, since the 
accuracy of sPOT methodologies are directly related to the georectification accuracy and 
spatial resolution of the imagery used, utilizing data from proprietary high-resolution repeat 
image missions, such as PlanetScope, may result in improved accuracy where this is needed. 

5.5.3 A Framework for Landslide Monitoring 
Overall, we find that by combining existing information on landslide presence, time-series 
InSAR, and time-series sPOT, we can create a landslide monitoring framework that is greater 
than the sum of its parts. Figure 5.13 shows how we propose setting up this framework. First, 
a dataset of landslide polygons is obtained from an existing database or from new 
geomorphological mapping. Second, the time-series InSAR analysis described in this paper is 
performed for the region, and areas of activity are identified. These areas of activity can then 
be intersected with the known landslide locations to identify active landslides, and areas of 
activity outside the mapped landslides can be discarded (after checking to ensure they are not 
associated with a landslide potentially missing from the initial landslide dataset). For those 
landslides that have been identified as active, we can then perform the times-series sPOT 
analysis described above to estimate movement rates in areas whose velocities exceed the 
threshold detectable via time-series InSAR (~ 5 cm/yr). 
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Figure 5.13 Our proposed framework for time-series InSAR and time-series sPOT remote landslide monitoring. First, use 
time-series InSAR to identify activity within a previously mapped landslide dataset, optionally use the InSAR data to add new 
active landslides to the landslide dataset, then perform a time-series sPOT analysis within the active landslides to identify 
faster motion. 

We believe that this framework represents a reliable and reproducible approach for remote 
landslide monitoring, with a few important caveats and opportunities for improvement. First, 
we found increased uncertainty when using sPOT to measure landslide movement between 
0.05 m/yr and 0.5 m/yr. As noted previously, satellite imagery from proprietary high-
resolution (< 5 m spatial resolution) satellite imagery missions may reduce this error. Second, 
the resolution of the underlying SAR data and the application of the double-difference filter 
also limits the spatial resolution of the InSAR analysis, and our activity analysis may not 
produce reliable results when assessing the activity of landslides smaller than those found 
within our activity validation dataset (i.e., < 10 ha). However, proprietary higher-resolution 
SAR sensors may offer data that can detect activity at smaller landslides. Third, this 
workflow has not been tested in scenarios where landslide velocities exceed 10 m/yr. Still, 
glacier velocity studies have shown that sPOT techniques are be reliable in these settings 
(Gardner et al., 2018; Lei et al., 2021), so we expect the same for faster moving landslides 
(provided their features are still detectable, i.e. not lost into a river or with substantially 
disrupted ground). 

In addition to the reliability of a monitoring framework, its ease of use plays a significant and 
often dominant role in its adoption and utility. In this context, our framework is an important 
step forward. The data and software needed to perform InSAR and sPOT analyses can often 
be fragmented between multiple desktop applications and programming languages, some of 
which may not be available to users without paid licenses. In contrast, our framework can 
utilise freely available data for the entire processing chain and is wholly contained within 
Python Jupyter Notebooks available for download and use (see Code and Data Availability 
section). Additionally, we have built our framework on existing cloud computing services 
and have shown that it is possible to use these services to reduce the computational cost of 
these analyses, especially when applied across large regions, while producing reliable results. 

5.6 Conclusion 
In this study, we presented and assessed the reliability of a framework for the remote 
monitoring of large, slow-moving landslides. This framework builds upon existing landslide 
inventories and utilizes a time-series InSAR analysis to identify landslide activity and a time-
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series sPOT analysis to measure the movement rate of active landslides. We found that our 
InSAR activity analysis was able to identify activity within existing landslide extents with an 
accuracy of 91% and a kappa of 0.76. Our InSAR WE dataset significantly underestimated 
the movement rates of the two landslides where we had independent validation of movement 
rates. However, our time-series sPOT analysis measured the movement of landslides that had 
an average velocity of 2.05 m/yr with an MAE of 0.74 m/yr. Overall, we found that InSAR 
and sPOT are reliable tools within their domains, but they are more useful when combined 
into a single framework. 

Landslides are an important and widespread natural hazard, but many landslides are 
unmonitored because there are insufficient resources to do so. The field of remote sensing has 
created many tools to overcome this challenges, but, if those tools are not freely available, 
reliable, and computationally efficient, practitioners are unlikely to adopt them. By 
developing upon Python-based tools, utilizing cloud computing where possible, rigorously 
testing the validity of our results, and making our workflow freely available, we believe that 
we have created a remote landslide monitoring framework that coincides with the needs of 
practitioners. 
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5.8 Code and Workflow Availability 
The notebooks used to perform the InSAR analysis can be found at this repository, and the 
notebooks used to perform the sPOT analysis can be found at this repository. The notebook 
used to create the figures in this study can be found at this repository. 

Thesis Synthesis of Chapter 5 
In this chapter I described the development and validation of my InSAR and sPOT analyses 
for the screening of landslide activity and measuring movement rates (Objective 3). In this 
chapter I highlighted how careful selection of image networks can improve the quality of 
InSAR and sPOT analyses. For the InSAR analysis, I maintained connected networks by 
conducting the analysis separately for each year, and for the sPOT analysis I utilized pairs 
separated by a whole number of years that also occurred during the same time of year. While 
there is still a high degree of uncertainty in the validation results for both measurement 
techniques, I believe that the reliability of these techniques is sufficient to use them to 
identify soft-rock landslide activity and track soft-rock landslide motion at regional scales. 
These capabilities will be directly used in Chapter 6 to identify which soft-rock landslides are 
active within the Whanganui Basin and to estimate their movement rates. This information 
will then be used in Chapter 6 to complete Objective 4 and Objective 5 respectively. 

https://github.com/forrestfwilliams/hyp3_insar
https://github.com/forrestfwilliams/pixeloffset_mintpy
https://github.com/forrestfwilliams/williams_2022_landslide_monitoring_framework
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Chapter 6 The Contributions of Soft-Rock Landslides to Riverine 
Sediment Budgets 

 

Introduction to Chapter 6 of Thesis 
Chapter 6 addresses Objective 4 (perform a landslide activity factor analysis to determine the 
factors leading present-day landslide activity in the Whanganui Basin) and Objective 5 
(estimate the annual average sediment export from the soft-rock landslides in the region, and 
compare these results to estimates of basin-wide sediment inputs). This chapter relies on the 
methods developed in Chapter 5 (Objective 3) and thus there is a tight coupling between 
these chapters. While other studies have measured the sediment exports from a few landslides 
in the region, this is the first study that attempts to create a basin-wide estimate of sediment 
inputs from soft-rock landslides. It is also one of the first analyses that uses a time-series 
InSAR and sPOT analysis to estimate landslide sediment exports across an entire region. Due 
to the dependence of this chapter on Chapter 6, it will not be submitted for publication until 
Chapter 5 is published, but it is currently ready for submission. Also, for the purposes of this 
thesis, all references to “Williams et al., in Prep” refer to the work detailed in Chapter 5 of 
this thesis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter will be submitted to Earth Surface Processes and Landforms as: 

Williams, F., McColl, S., Fuller, I., Smith, H., Neverman, A., 2022. The contributions of soft-
rock landslides to riverine sediment budgets. Earth Surface Processes and Landforms. 
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6.1 Abstract 
Excess suspended sediment is an environmental pollutant that can negatively impact the 
health of river systems. Shallow and episodic event-driven landslides are a well-known 
source of sediment in steepland catchments, but less is known of the contributions from slow-
moving, deep-seated landslides. Few landslide inventories contain information on the activity 
state and movement rates for these landslides, but this information is necessary to estimate 
their sediment exports. In this study, we apply a recently developed time-series 
interferometric synthetic aperture radar (InSAR) and time-series sub-Pixel Offset Tracking 
(sPOT) landslide monitoring framework to catchments of the Whanganui Basin in New 
Zealand to: (1) identify large, actively moving landslides; (2) assess landscape factors that 
explain the distribution of the active landslides; (3) measure landslide velocities to calculate 
annual sediment contributions from each landslide, and (4) compute their total sediment 
contributions to local rivers with measures of uncertainty as well as sensitivity, and 
contextualize this within wider catchment sediment loads. We find that 66 of the 731 deep-
seated landslides in the study region are currently active (within the past 4 years) and that 
gentle slopes, high terrain roughness, and high annual rainfall best explain the distribution of 
active landslides. These active landslides contribute 10±2% of the total sediment export 
(varying from 2±1% to 19±3% between catchments) even though these landslides occupy 
only 0.3% of the study area. We conclude that deep-seated, slow-moving landslides are an 
important, but often overlooked, sediment source in the soft-rock catchments within our study 
area. Consequently, if manageable, they may represent an opportunity for sediment export 
reduction since they are likely the largest point-source of sediment within these catchments. 

6.2 Introduction 
Excess fine sediment in rivers and streams is a significant biological impairment that reduces 
water clarity and increases the cost of water treatment (Collins et al., 2011; Davies-Colley 
and Hughes, 2020; Davies-Colley and Smith, 2001; Owens, 2020). Excess sedimentation can 
also lead to the mortaring of gravel-beds, in which fines clog gravel interstitial spaces, 
embedding  coarse clasts in the substrate, resulting in a loss of habitat for riverine 
invertebrates and spawning for fish (Bilotta and Brazier, 2008; Jones et al., 2012). Within 
steepland landscapes, landslides are an important source of river sediment and can sometimes 
overwhelm or block river channels (Agliardi et al., 2013; Korup, 2006; Xu et al., 2009). Two 
important distinctions for landslide sediment export are whether the landslides are shallow or 
deep-seated and rapid or slow moving. Shallow landslides tend to strip regolith and are 
typically episodic and one-off, small (< 1000 m2) failures, triggered in response to large 
precipitation events (Fuller et al., 2016) or earthquakes (Massey et al., 2018). Conversely, 
deep-seated landslides are typically larger, with failure surfaces within bedrock. Their 
patterns of failure usually reflect long-term (millennial and longer) changes in climate, uplift, 
and river incision (Kuehl et al., 2016; Larsen et al., 2010; Larsen and Montgomery, 2012), 
and while they can be rapid, one-time failures (e.g. triggered by earthquakes), many are long-
lived and undergo sustained or episodic phases of movement (Agliardi et al., 2013; Pánek and 
Klimeš, 2016; Williams et al., 2021). In particular, soft-rock deep-seated landslide are 
particularly prone to prolonged slow movement because the weak material they’re composed 
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can easily shift between a marginally stable or unstable state (Mackey and Roering, 2011; 
Mountjoy, 2005; Thompson, 1982).  

At millennial and longer timescales, evidence suggests that soft-rock landslides and other 
deep-seated landslides play a dominant role in the denudation of uplifting regions (Korup, 
2006, 2004; Larsen and Montgomery, 2012). Less is known about the role soft-rock 
landslides play in contemporary sediment budgets, especially relative to the contributions 
from shallow landslides (Betts et al., 2017; Broeckx et al., 2020; Heckmann and 
Schwanghart, 2013; Smith et al., 2021) and multiple occurrence regional landsliding events 
(Crozier, 2005; Dadson et al., 2004; Page et al., 1999; Parker et al., 2011). This is likely due 
to several factors. First, little regional-scale (1,000 km2 to 100,000 km2) data exists for 
movement rates of active soft-rock landslides, partly due to the inhibitive costs of monitoring 
landslides. Second, many sediment load models track sediment export for non-point sources 
only, providing continuous probabilistic estimates of sediment export for all locations within 
a landscape (Dymond et al., 2010; Renard and service, 1997). Shallow landslides are 
typically incorporated into these sediment load models via the creation of landslide 
susceptibility maps, which provide a continuous estimation of the potential for shallow 
landslides based on factors such as slope, land cover, and soil properties (Reichenbach et al., 
2018; Smith et al., 2021). The susceptibility map approach is less suitable for soft-rock 
landslides because they are larger, occur at much lower spatial densities, and are more akin to 
a point source of sediment. 

Regional information on soft-rock landslides is often documented in landslide inventories 
(Guzzetti et al., 2012), which contain the location and areal extent of landslides. Such 
inventories can be used in statistical analyses that seek to determine which factors control the 
generation of landslides (Ayalew and Yamagishi, 2005; Budimir et al., 2015; Williams et al., 
2021). However, these inventories tend to not include information on landslide activity state 
and often contain many relict (inactive) landslides. Consequently, studies performed using 
these inventories typically convey information about only the long-term (millennial and 
longer) patterns in landslide occurrence and not the factors controlling present day activity. 
Additionally, sediment export models need reliable activity state and movement rate data to 
incorporate soft-rock landslides into broader sediment budget models, but this information is 
often not available in these types of inventories. 

To overcome this limitation, newer sediment budget model frameworks are beginning to 
incorporate data from discrete features by leveraging the power of GIS and remote sensing 
analyses (De Rose and Basher, 2011; Dymond et al., 2010). Such approaches are challenging, 
however, because a bespoke sediment export model is typically needed for each type of 
erosional process (e.g., surface erosion, gully erosion, riverbank erosion, and landslides). As 
an alternative to bespoke models, repeat aerial or drone surveys of the landscape using 
LiDAR or photogrammetry methodologies can be used to create a series of digital elevation 
models (DEMs) that can then be combined to create DEMs of differences (DoDs) (Day et al., 
2013b; Lane et al., 2003; McColl et al., 2022; Wheaton et al., 2010). These DoDs can then 
measure sediment export and storage across the landscape, regardless of the erosion process. 
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However, high resolution elevation models are unavailable for many parts of the world. Thus, 
this methodology is difficult to rely on for regional studies of landslide sediment contribution. 

Emerging remote sensing technologies such as interferometric synthetic aperture radar 
(InSAR) and sub-pixel offset tracking (sPOT) are now also being used to monitor activity at 
soft-rock landslides (Amitrano et al., 2019; Bekaert et al., 2020; Hu et al., 2020b; Kang et al., 
2021). Some prominent examples include the work at the Slumgullion Landslide in Colorado, 
USA (Hu et al., 2020b), the Rangitikei and Bird landslides of New Zealand (Williams et al., 
in prep; McColl et al., 2022), the Ikoma Landslide in the Democratic Republic of Congo 
(Dille et al., 2021), and the landslides surrounding the Three Gorges Dam in China (Sun et 
al., 2017). These techniques are incredibly cost-effective because they can make use of 
publicly available remote sensing data that, in many cases, is continually collected and can 
produce accurate measurements of landslide motion. In theory, these methods are well suited 
to application over large areas (>1000 km2), but to date most studies have been limited to 
only a few landslides. Some exceptions to this are an InSAR analysis of the Pacific 
Northwest, USA by Xu et al. (Xu et al., 2021b), and a manual tracking of features between 
successive aerial photography surveys in California, USA by Mackey and Roering (2011) as 
well as an inclinometer-based study that assessed the velocities and sediment export in Italy 
at regional scales (Simoni et al., 2013b). Still, no studies have used automated remote sensing 
techniques such as these to create a regional sediment export model for deep-seated 
landslides. 

However, we have recently developed a landslide monitoring framework that combines the 
use of time-series InSAR and sPOT to efficiently monitor the movement of landslides at 
regional scales (Williams et al. in prep). This framework uses time-series InSAR to identify 
recently active landslides, then uses time-series sPOT to estimate their movement rates. In the 
present study, we apply this framework within the Lower Whanganui Basin of New Zealand, 
a region containing over 731 soft-rock landslides greater than 10 ha in size, to (1) identify 
which of these landslides are active using InSAR; (2) determine which landscape factors best 
predict the activity/inactivity of these landslides; (3) measure landslide velocities and create a 
sediment export model to calculate annual sediment contributions from each landslide; and 
(4) use an uncertainty analysis to estimate the sediment contribution of these landslides to 
their catchments.  

6.3 Study Area 
The Lower Whanganui Basin (hereafter referred to as the Whanganui Basin) of the southwest 
North Island, New Zealand, is bounded by axial ranges composed of greywacke to the east 
and the Taupo Volcanic Zone to the north (Figure 6.1). It is a back-arc basin associated with 
subduction along the Australian-Pacific plate boundary off the east coast of the North Island 
(Walcott, 1978). Pliocene to Pleistocene subsidence is driven by lithospheric loading and 
down warping caused by coupling between the overriding and subducting plates at the 
Hikurangi Subduction Zone (Armstrong et al., 1998). Migration of the Taupo Volcanic Zone 
to the south-southwest within the past 5 Ma has caused a migration of the basin centre and a 
2°–15° rotation of the basin’s bedrock in the same direction (Pulford and Stern, 2004). 
Currently, the Basin centre lies offshore and is actively accreting. 
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Figure 6.1 The Whanganui Basin with deep-seated landslide extents and major river systems. The bedrock layers shown 
here include all units of the Whanganui Basin that are susceptible to deep-seated landslide occurrence (i.e., it excludes 
limestone and unconsolidated sediments). The yellow portions of the inset map indicate the parts of New Zealand that are 
composed of Neogene sediments that are similar to those found in the Whanganui Basin. Specific landslides that are 
discussed within this study are highlighted within the main portion of the map. 

The sediments of the Whanganui Basin reach a maximum thickness of 4 km and range in age 
from 0-5 Ma (Anderton, 1981). Similar rates of uplift and aggradation during Basin 
formation and the migration of the Basin centre have led to the deposition of shallow-water 
limestones, mudstones, and sandstones with a down-lapping geometry. Within the sandstone 
and mudstone units of the Basin, thin syndepositional clay layers are present (Pillans, 2017). 
These clays are rich in smectite (Reyes, 2007), and are formed from volcanic ash sourcing 
from nearby rhyolitic volcanoes. They have also been shown to be preferential failure 
surfaces for some deep-seated landslides in the region (Carey et al., 2019; Massey et al., 
2013). The matching rates of deposition and uplift have led to stunted diagenesis of the basin 
sediments, which has resulted in relatively low rock strengths (i.e., soft rock). Erosion has 
resulted in deeply incised rivers with rectilinear slopes, and sharp drainage divides. The 
Whanganui Basin contains seven major catchments that drain southwest into the Tasman Sea. 
The catchments in the east are bounded by the central volcanoes and the Ruahine mountain 
ranges, but the catchments in the west, namely the Whanganui, extend farther north into the 
upper Whanganui basin. 

Before human habitation, the basin was widely vegetated by native forest cover (McGlone, 
1989). When Polynesians arrived in New Zealand in the late 13th or 14th centuries AD, they 
burned portions of the lowland forest (Ewers et al., 2006) and early European settlers in the 
late 19th century cleared much of the remaining forest in the region. By the mid-20th century, 
most of the land surface had been converted to cropland and pasture. Widespread increases in 
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shallow landslide activity, gully erosion, and earthflows (Glade, 2003; Marden et al., 2012) 
led to conservation programs in the 1960s that resulted in the establishment of exotic forest 
plantations (Michelsen et al., 2014; Richardson, 2011) in some locations. However, pasture is 
still the dominant form of land use in the region, and according to the New Zealand Ministry 
of Environment’s land use dataset, the basin is composed of 19% Native Forest, 8% Exotic 
Forest and 73% Pastureland. 

Today, mapped currently active and inactive soft-rock landslides cover roughly 8% of the 
study area (Figure 6.1). Previous research of these landslides has included in-situ monitoring 
of the Utiku, Taihape, and Rangitikei landslides in the eastern portion of our study area 
(Figure 6.1) (Massey et al., 2016b, 2013; McColl et al., 2022), and studies of regional- or 
local-scale landslide distributions (Crozier et al., 1995; Rees et al., 2019; Thompson, 1982; 
Williams et al., 2021). These studies all conclude that low internal rock strength, low shear-
strength clay layers on dip slopes, and high uplift rates (coupled with fluvial incision) 
contribute to the occurrence of soft-rock landslides in the region. Movement rates for the 
monitored landslides vary widely. The Utiku and Taihape landslide were found to move 
roughly 10-100 mm/yr (Massey et al., 2016b, 2013), but with some periods of very slow 
creep and other periods of accelerated movement of several meters per year. Average 
movement rates of the Rangitikei landslide zones ranged from 0.2-9.4 m/yr, with one 
monitoring location experiencing over 18 m/yr (McColl et al., 2022). Undercutting of the 
landslide toe by fluvial erosion and excess porewater pressures were found to influence 
movement rates of all three landslides. It is unclear how regionally representative these few 
studied landslides are, since the activity states of the remaining 728 deep-seated landslides 
within the region are unknown. 

The region, and its neighbouring catchments, have also been the subject of several landslide 
susceptibility studies and sediment budget analyses, albeit predominantly for shallow 
landslides. Several shallow landslide susceptibility studies have been conducted within the 
Manawatū catchment to the south as well as the Whanganui catchment (Betts et al., 2017; 
Dymond et al., 2006; Smith et al., 2021), and in their study, Fuller et al. (2016) estimated a 
figure of over 350 tons/km2 per year of erosion from a set of shallow landslides in the 
Ruahine Ranges between 1946 and 2011. The NZeem erosion model (Dymond et al., 2010) 
and the SedNetNZ sediment budget model (Dymond et al., 2016) have both been used to 
study sediment dynamics within the basin. These models offer a way to compare the 
sediment export rate we produce for soft-rock landslides to the rates of sediment export of 
other processes occurring within the basin. 

6.4 Methods 
6.4.1 Identifying Active Landslides 
6.4.1.1 Landslide Dataset 
In this study, we applied the InSAR/sPOT landslide activity and movement rate analysis 
described in Williams et al. (in prep) to the landslides of the Whanganui Basin. These 
landslides include the landslides previously mapped by Williams et al. (2021) as well as 
roughly 50 that were mapped outside of the basin during the same mapping effort. We 
exclude landslides smaller than 10 ha, since this is the estimated lower limit of our InSAR 
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activity analyses (Williams et al,. in prep). This excludes 5% of the total area covered by >2 
ha soft-rock landslides in region, which represents 0.4% of the total study area. In total, we 
include 731 landslides (Figure 6.1), which likely includes a range of relict (highly degraded), 
dormant, and active landslides. Some of these landslides are likely to have been one-time 
failures (typical for rotational failures), while others are likely to experience continuous or 
episodic movement (typical for low-angled translational failures) for potentially hundreds to 
thousands of years. 

6.4.1.2 Landslide Activity Screening Using Time-series InSAR 
To detect which of the landslides in the inventory have been recently active (i.e., since 2018), 
we applied a time-series InSAR movement analysis, using the framework described in 
Williams et al. (in prep). This analysis was found to predict activity at deep-seated landslides 
with an accuracy of 91% and a Cohen’s kappa of 0.74 when compared to a set of 60 visually-
assessed active and inactive deep-seated landslides (Williams et al. in prep). We used the 2-
in-range and 10-in-azimuth (40x40 m resolution) unwrapped interferograms provided by the 
Alaska Satellite Facility’s Hybrid Plugin Processing Pipeline (HyP3). HyP3 is a cloud-based 
on-demand interferogram generation service available at no cost to scientists (Hogenson et 
al., 2016). From HyP3, we requested all possible Sentinel-1 interferograms formed between 
each Single Look Complex (SLC) image and the previous three images between 2017 and 
2021 for both the ascending and the descending orbit directions that covered the study area 
shown in Figure 6.1 (Table 6.1). Due to inconsistencies in the collection of Sentinel-1 data 
over New Zealand, descending orbit data was not available for 2017 (Figure 6.2), so that year 
was excluded from our analysis. 

Table 6.1 The collection information for the Sentinel-1 Single Look Complex images (SLCs) and interferograms (Ifgs) 
available within the study area. 

Orbit Path Frames Start Date End Date # SLCs # Ifgs 
Ascending 81 1043 Jan 2018 Oct 2021 112 330 
Ascending 81 1048 Jan 2018 Oct 2021 112 330 

Descending 73 720 Jun 2018 Nov 2021 89 261 
Descending 73 725 Jun 2018 Nov 2021 89 261 

 

Once downloaded, we loaded the portion of the interferograms that intersected our study area 
into the Miami InSAR Time-series in Python (MintPy) program (Yunjun et al., 2019), where 
we conducted the remainder of the movement analysis. Following Williams et al. (in prep), 
we removed low-quality (average coherence < 0.4) interferograms then conducted the InSAR 
time-series analysis separately for the longest connected network within each year and orbit 
direction (Figure 6.2). Performing the analysis individually for each year allowed us to use 
only fully connected networks, which removes significant bias from the analysis and captures 
sporadic landslide movement (i.e., landslides that are only active in a subset of years). Before 
the time-series inversion was conducted, we applied Bekaert et al.’s (2020) double-difference 
filter, which enhances the strength of local deformation signals at the expense of obscuring 
regional trends. We then performed the small-baseline subset (SBAS) time-series inversion 
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and estimated a linear velocity at each pixel by averaging the results of 100 linear velocity 
estimates conducted using bootstrapped samples of the time-series data.  

 
Figure 6.2 The number of valid interferograms (with average spatial coherence  > 0.4) available for our study area between 
2017 and 2021. The top plot shows data availability for the descending orbit data, and the bottom plot shows the availability 
for the ascending orbit data. The blue regions cover the longest continuous interferogram network for each year and 
represent the epochs used within our study. 

To identify movement within the InSAR velocity datasets, we applied the velocity-coherence 
filter described in Williams et al. (in prep). This filter removes all InSAR pixel velocity 
values whose temporal coherence values are less than the dataset mean (0.905), then removes 
pixels whose absolute velocity value is less than twice the standard deviation of the velocity 
dataset, then finally removes all pixel clusters that include fewer than 19 pixels (a 3 ha area). 
We then combined the ascending and descending orbit movement datasets from each year 
using a logical OR operation to form annual movement datasets. We defined areas of active 
movement to be any location identified as moving in at least two of the four annual 
movement datasets. 

To increase of certainty that areas of active movement in our time-series InSAR analysis 
were related to landslide activity, we intersected the areas of active movement with our 
landslide extent dataset (buffered inward by 40 m to remove edge effects). We then assumed 
that one or more areas of activity within landslide boundaries was indicative of landslide 
activity. However, before conducting our landscape factor analysis, we reviewed each area of 
movement within the landslide boundaries to determine if the identified movement occurred 
in an unreliable setting (e.g., located within areas known to produce erroneous results in C-
band SAR data such as forests and waterbodies, or located along the margin of the landslide). 
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Areas of activity within such locations were discarded, and, if no other areas of movement 
existed, that landslide was classified as inactive. 

6.4.2 Analysis of Landscape Factors Controlling Landslide Activity 
To identify the landscape factors behind the distribution of active deep-seated landslides, we 
performed a landslide susceptibility analysis. The method was similar to what Williams et al. 
(2021) used to assess regional controls on the presence of all large landslides (i.e. regardless 
of activity). For each of the active and inactive landslides within our study area, we 
associated landscape factors previously used by Williams et al. (2021) (Table 6.2) with each 
landslide. We then used a logistic regression analysis to assess which factors had the most 
influence on whether landslides were active or not. Inactive landslides were more abundant 
than active landslides, so we randomly sampled from the inactive landslides to achieve 
balanced sample sizes. We ran the logistic regression analysis ten times, each with a different 
sample of inactive landslides. The landscape factor values summarized at each landslide are 
the covariates (predictor variables) for our logistic regression analysis, and a binary activity 
metric (1 = active, 0 = inactive) is our response variable. To limit the covariance within our 
dataset, we calculated the variance inflation factor (VIF) for each covariate, then removed all 
covariates with a VIF score greater than 5. We also converted all covariates into their 
standard score following the equation below: 

Equation 6.1 Standardization of a sample member 

𝑧𝑧 =  
𝑥𝑥 −  𝜇𝜇
𝜎𝜎

 

Where z is the observation’s standard score, x is an observation of the covariate, µ is the 
covariate mean, and σ is the covariate’s standard deviation. This conversion normalizes the 
values of the covariates, which allows the model coefficients for each covariate to be 
interpreted as a measure of covariate importance (Lombardo and Mai, 2018). We performed 
our logistic regressions using a five-fold cross-validation split of our data between training 
and testing (i.e., 20% of the training data was reserved in each of five iterations to test the 
model) and a LASSO regularization to penalize model complexity. For the regularization, we 
selected a weight factor of 5 because it provided an adequate balance between model 
simplicity and performance. We used the Area Under the receiver-operator Curve (AUC) 
metric to assess the model’s predictive performance and assessed the importance of each 
covariate using the magnitude of the regression coefficients and a jackknife regression 
analysis (Lombardo and Mai, 2018). 
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Table 6.2 The susceptibility factor datasets we used within the activity analysis portion of this study. A more in-depth 
discussion of these datasets can be found in Williams et al. (2021). 

Datasets Category Source 
Rainfall Climatic NZ Ministry for the Environment 

Soil Moisture Climatic NZ Ministry for the Environment 
Uplift Geologic Pulford and Stern 2004 

Dip Angle Geologic Rattenbury and Isaac 2012 
Distance to Active Fault Geologic Rattenbury and Isaac 2012 

Distance to Fault Geologic Rattenbury and Isaac 2012 
Early Pleistocene Sediments Geologic Rattenbury and Isaac 2012 

Quaternary Sediments Geologic Rattenbury and Isaac 2012 
Predicted Peak Ground 

Acceleration (2475 yr return) Geologic Stirling et al 2012 

Stream Power Index Geomorphic GRASS GIS r.watersheds tool 
River Incision Geomorphic Litchfield and Berryman 2006 

Maximum Elevation Geomorphic NZSoSDEM 
Eastness Geomorphic NZSoSDEM, Horn 1981 

Northness Geomorphic NZSoSDEM, Horn 1981 
Slope Geomorphic NZSoSDEM, Horn 1981 

 

Jackknife regression analyses are used to assess the importance of covariates in univariate 
and multivariate contexts by performing regressions for each covariate that include only the 
covariate in question, then performing regressions that include all covariates except this 
covariate. The single variable regressions measure the univariate predictive power of each 
covariate, while the covariate exclusion regressions highlight the contribution of covariates in 
a multivariate setting. In the covariate exclusion regressions, decreases in performance 
relative to the full model indicate increasing variable importance. 

 

6.4.3 Estimation of Landslide Sediment Mass Contributions to Catchments 
To estimate the sediment mass contributions to the catchments of the Whanganui Basin, we 
calculated the total annual sediment mass contributions for the soft-rock landslides in our 
study area according to the sediment mass export formula (Mackey and Roering, 2011; 
Simoni et al., 2013b): 

Equation 6.2 Landslide sediment export 

𝑄𝑄𝑙𝑙 = �𝑤𝑤𝑖𝑖

𝑛𝑛

𝑖𝑖=1

× 𝑑𝑑𝑖𝑖 × 𝑣𝑣𝑖𝑖 × 𝜌𝜌𝑖𝑖 

Where 𝑄𝑄𝑙𝑙 is the total annual sediment mass contribution from deep-seated landslides within a 
given catchment, 𝑤𝑤𝑖𝑖 is the width of the ith landslide, 𝑑𝑑𝑖𝑖 is the average depth of the landslide, 
𝑣𝑣𝑖𝑖 is the average velocity of the landslide, 𝜌𝜌𝑖𝑖 is the density of the landslide material, and n is 
the number of landslides in the catchment. In the case of depth and velocity, we also trialled 
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multiple methodologies for computing these components to determine what effect varying the 
methodology would have on the results. Guided by the InSAR data, we also reduced the areal 
extent of landslide features in the database to remove areas within a landslide polygon that 
were deemed to be inactive. For example, some landslide polygons in our dataset represent 
landslide complexes made up of multiple, smaller parasitic landslides, only some of which 
are active. In such instances, only the active parasitic landslides were included in further 
analyses (e.g. Figure 6.3). Active landslides that were not directly coupled to a river or stream 
system were excluded from the sediment mass export estimation since their sediment is 
unlikely to contribute to river sediment budgets within the six-year timeframe that our sPOT 
analysis covers. 

 
Figure 6.3 An example of parasitic landslides within a large landslide complex. The Poroa Landslide Complex contains 
three active parasitic landslides, the Hautapu, Rangitikei and Lake landslides. While the broader landslide complex is 
inactive, all three of these parasitic landslides are active and have distinct movement directions. The names for the parasitic 
landslides are taken from (Thompson, 1982). 

6.4.3.1 Time-Series sPOT 
To determine the velocity of the active landslides for the sediment mass export estimation, 
we used the time-series sPOT framework described in Williams et al. (in prep). For each 
active landslide, we used the Microsoft Planetary Computer Hub cloud computing 
environment to select a set of cloud-free Sentinel-2 near-infrared (Band 8) images between 
2016-2021 that fell closest to a single calendar day (i.e., all the images were taken in the same 
month or close to it). Using an annual image set allowed for there to be more movement at 
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the landslides between image capture dates, which should increase the overall accuracy of the 
sPOT analysis. Additionally, selecting images that occurred at a similar time of year reduced 
differences in shadow and vegetation growth between images. These images were cropped to 
a 2 km buffer beyond each active landslide and downloaded to a local computer where the 
rest of the analysis was conducted. 

We measured the displacement in the horizontal west-to-east (WE) and south-to-north (SN) 
directions between each possible pair of images using the Auto-Repeat Image Feature 
Tracking (AutoRIFT) Python program (Lei et al., 2021). For the AutoRIFT analyses, we used 
a minimum template window size of 32, a maximum template window size of 128, a 
maximum search area of 10 pixels, and an 8-pixel step. We removed the bias in each image 
by subtracting the median velocity within the stable areas from the WE and SN velocity 
datasets, then ingested these datasets into MintPy, where we conducted our time-series 
analysis. 

We used the MintPy SBAS time-series tool to estimate time-series of deformation then used 
these datasets to estimate linear velocities in the WE and SN directions for each landslide. 
We then calculated the mean velocity for all pixels in the lower half of each active landslide 
polygon (Mackey and Roering, 2011; Simoni et al., 2013b) to determine each landslide’s 
velocity. Then, we calculated the hillslope aspect for each landslide using an external DEM, 
and projected the velocities along each landslide’s aspect vector to determine the horizontal 
downslope velocity for each landslide. 

Since Williams et al. 2022 (in prep) found that there was increased uncertainty in the velocity 
measurement within areas that had WE or SN velocities less than one standard deviation 
(~0.5 m/yr) from the mean velocity within the stable areas, we trialled two methodologies for 
dealing with these low values. In the first methodology, we set the values of all WE or SN 
velocity pixels that had velocities less than this standard deviation cutoff to 0 m/yr. This can 
be seen as a conservative approach since we are unlikely to detect motion where this mask is 
not applied, but might underestimate the velocity in some locations. In the second 
methodology, we did not alter any of the velocity values and assume that any errors in the 
low velocity pixels will be uniformly distributed and will not bias the overall calculation. We 
used both techniques to perform the landslide sediment export calculation (Equation 6.2) and 
compared the results to determine what impact this choice has on our overall results. 

6.4.3.2 Landslide Metrics 
In addition to determining the downslope velocity of the landslides, we needed to determine 
their average depth, width, and material density to estimate their sediment export (Equation 
6.2). To estimate the average depths of the landslides we also employed two different 
methodologies. In the first methodology, we used the area to volume power-law relationships 
provided by Larsen et al., (2010) for rock slides to estimate the volume of each landslide: 

Equation 6.3 Volume ~ area scaling relationship 

𝑉𝑉 =  𝛼𝛼 × 𝐴𝐴𝛾𝛾 
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Where 𝑉𝑉 is the landslide’s predicted volume, 𝐴𝐴 is the landslide’s surface area, and 𝛼𝛼 and 𝛾𝛾 
are fitting parameters equal to 0.186 and 1.35, respectively. We then divided the volume 
estimate derived from this calculation by the landslide’s area (Guzzetti et al., 2009) to 
determine its average depth. In cases where the active landslide is a parasitic feature within a 
larger stable landslide’s body, we used the larger landslide’s area to estimate the failure 
surface depth since we assume that the parasitic landslide is sliding on the failure surface of 
the larger landslide. Other studies that employ these techniques in areas with similar landslide 
(Guzzetti et al., 2009; Simoni et al., 2013b) have found that these techniques produced 
reasonable results. 

As an alternative to this approach, other studies have used an external DEM to measure the 
height of the landslide toe to estimate landslide depths (Mackey and Roering, 2011). We 
followed this alternative approach for our second depth estimate methodology, using profiles 
along an external DEM to measure the toe height at three different locations along the river 
expression of each landslide (Figure 6.4). Each toe height value was calculated by subtracting 
the elevation at the bottom of toe from the elevation at the top of the toe, then the three 
estimated toe heights for each landslide were averaged to create the final estimate. Due to the 
complex geometries of the landslides we studied, we found it difficult to create objective 
definitions for the bottom and top of the landslide toe. However, wherever possible, we 
defined the bottom of the landslide toe as the location where it intersected the river system, 
and the top of the toe as the first shoulder slope encountered while traversing up that 
transect’s DEM profile (Figure 6.4). 
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Figure 6.4 Toe height calculation for the Rangitikei Landslide. The DEM transects for the landslide are shown in the left-
hand panels, and the map on the right shows the location of the transects and the associated toe bottom/top locations. While 
the identification of the toe tops for transects 1 and 2 was relatively straightforward, it was difficult to select an appropriate 
toe top location for transect 3. 

For both depth estimation techniques, we also compared Monte-Carlo uncertainty based 
estimates of landslide depth (discussed further below) to in situ measurements of the depth to 
the failure surfaces (from drill core and inclinometers) at the Utiku and Taihape landslides 
(Massey, 2010) (Figure 6.1) where field data was available. At the Utiku landslide, the 
average measured depth was 28.1 m. At this landslide the volume-area methodology 
estimated a depth of 22.1 m and the DEM toe height methodology estimated a depth of 29.2 
m. At the Taihape landslide, the average measured depth was 24.3. At this landslide the 
volume-area methodology estimated a depth of 21.8 m and the DEM toe height methodology 
estimated a depth of 23.2 m. Overall, there is a large variability in the field-measured 
landslide depths as well as both depth estimation methodologies (Figure 6.5). However, the 
high variability of the measured observations is due to real variation in the landslide 
thicknesses, not to measurement uncertainty. For example, at Taihape Landslide the dip slope 
is thinner at the toe and thicker at the head of the landslide, and the Utiku landslide thickness 
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also varies across the slope, due to the underlying bedding, and therefore failure surface, 
dipping obliquely to the ground slope (Massey, 2010). 

 
Figure 6.5 Comparison between Monte Carlo simulations of landslide depths based on area-volume scaling relationships 
(V~A) (Equation 6.3) and DEM-based Toe Heights (TH) at the Utiku and Taihape landslides to in-situ depth observations 
(black bars). Both sites have a large distribution of measured and predicted depth values, but both estimation techniques 
provide an adequate estimate of landslide depth. 

We defined the width of the landslides as equal to the width of the landslide at the top of the 
landslide toe. This was often close to where it intersected the river system, but this was not 
always the case. We measured these widths using the active landslide polygons mentioned in 
the previous section and the imagery used to map the landslide extent. In cases where an 
active landslide had multiple active lobes, we measured the widths of each separately, then 
added these widths together. 

We estimated the density of the landslide material within the study area using the rock 
density data provided by Tenzer et al. (2011). Their analysis combined New Zealand’s 
1:250,000 scale geologic map and 9256 rock density samples throughout the country to 
estimate rock densities for the entire nation. Since most of a soft-rock landslide’s volume is 
sourced from bedrock, rock (rather than soil) density values are appropriate for estimating 
mass. The remoulding of landslide material during failure tends to reduce the density, but 
Massey et al.’s (2010) measurements of both intact rock (2.1 tons/m3) and landslide debris 
(2.0 tons/m3) rock density at the Taihape and Utiku landslides differed by only 5% from the 
national rock density dataset at these locations. The two depth estimation methodologies were 
combined with the two velocity estimation methodologies at each landslide along with the 
width, depth, and density information to create a set of four possible estimates of landslide 
sediment export within the study area. 

6.4.3.3 Sensitivity and Uncertainty Analysis 
To assess our confidence in the landslide sediment export results we produced, we 
investigated the sensitivity and uncertainty of our results using two approaches. As discussed 
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above, we have implemented both the velocity estimation and depth estimation using two 
methodologies each. Since these components of Equation 6.2 are likely to have the largest 
impact on the overall results, comparing the results we obtain using different combinations of 
these methodologies should help us understand the extent to which upstream methodological 
choices affect our results. We combined each velocity methodology with each depth 
methodology, which produced a set of four distinct landslide sediment export calculations. 

Similar to previous regional studies of landslide sediment export (Simoni et al., 2013b), we 
then estimated the total landslide sediment mass contributions and the uncertainty 
surrounding these estimates for each methodological combination using a Monte Carlo 
uncertainty analysis. For each of the covariates in Equation 6.2 and each methodological 
combination, we defined the distribution of possible values at each landslide, then sampled 
from these distributions to create 5,000 unique realizations of possible results. We used the 
median of these realizations as our final sediment export estimate and used two times the 
standard deviation of the realization distribution as our uncertainty metric. 

For the velocity parameter realizations, we added normally distributed noise to the WE and 
SN velocity maps with a mean of zero and a standard deviation equal to the mean absolute 
error of the horizontal velocity magnitude predictions (0.74 m/yr) reported in Williams et al. 
(in prep). This was done separately for the EW and SN velocity datasets, then we recalculated 
the horizontal downslope velocity of each landslide using these values. When we used the 
unaltered velocity methodology, the random noise was added to all pixels. However, for the 
zero-filled velocity methodology, random noise was only added to the pixels that had not 
been set to zero. 

We created the realizations for the volume-area based landslide depth measurements by 
varying the fitting parameters within Equation 6.3, using the error measurements provided by 
Larsen et al. (2010). We used a log-normal distribution with a mean of 0 and a standard 
deviation of 0.06 for the 𝛼𝛼 parameter and a normal distribution with a mean of 0 and a 
standard deviation of 0.01 for the 𝛾𝛾 parameter. For the toe-height based depth estimation, we 
created realizations by sampling from a uniform distribution of toe height values for each 
landslide whose minimum value was equal to the minimum measured toe height and whose 
maximum was equal to the maximum measured toe height. 

For the density estimate we created individual normal distributions for each landslide within 
the dataset. Each landslide density distribution had a mean equal to that landslide’s mean 
density value within Tenzer et al.’s (2011) rock density map of New Zealand, and a standard 
deviation equal to the population standard deviation for the entire landslide density dataset. 
The error in the width and area of the landslides are assumed to be negligible compared to the 
other factors in this calculation, and consequently we assume that there is no error in these 
measurements (Simoni et al., 2013b). 

We also conducted a sensitivity analysis (within each methodology combination) by setting 
all but one of the parameters equal to their median realization value, then calculating the total 
landslide sediment mass export using the 25th and 75th percentile realization values for the 
parameter in question. We used the difference between the sediment mass export estimates 



 

94 
 

created using the 25th and 75th percentile values to measure the model’s sensitivity to this 
parameter. We then repeated this procedure for each parameter that we created realizations 
for and for each combination of methodologies. 

6.4.3.4 Comparison with DoDs 
To assess the validity of our sediment mass calculation, we used existing repeat 
photogrammetry-derived digital surface models (DEMs) from the Rangitikei and Bird 
landslides to create DODs from which we calculated the net volume losses at each (Figure 
6.6). The DEMs for the Rangitikei landslide were produced by  using structure from motion 
(SfM) photogrammetry with photos collected by a drone in October of 2016 and October 
2017. The DEMs for the Bird landslide came from a regional photogrammetry survey 
conducted in 2016 (Horizons Regional Council), and photos collected by drone in 2021, 
which were processed using SfM photogrammetry (Williams et al., in prep). While the 
technique used to create these DEMs does not remove the added height of vegetation from 
the DEMs, all areas with trees or shrubs were manually removed from the DEMs, and the 
remaining pastureland was dominated by short (<10 cm tall) grass. 
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Figure 6.6 Dems of Differences (DoDs) for the Rangitikei and Bird landslides. Rangitikei Landslide data was collected in 
2016 and 2017, while Bird landslide data was collected in 2016 and 2021. Due to the slow movement rates in the upper 
portion of the Rangitikei landslide, DoD results are only available for the lower portion of the landslide. 
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The drone imagery data were collected using a Phantom 3 Professional remotely piloted 
aircraft system (RPAS) with a 20 mm (35 mm format equivalent) lens and 12-megapixel 
sensor. A systematic flight path was flown for the surveys at the Rangitikei and Bird 
Landslides, ensuring a minimum of 75% forward and 65% side overlap between the images. 
For the Rangitikei survey, an altitude of 50-60 m was used, but due to taller obstructions at 
the Bird Landslide, an altitude of 90-110 m was used. Each flight path was also flown a 
second time with an oblique (30° off-nadir) camera angle to reduce the effects of radial 
distortion (James and Robson, 2014). 24-32 ground control points (GCPs) were surveyed 
using RTK GNSS during each drone survey. The SfM processing was conducted within the 
Agisoft Metashape v1.6.2 software platform, and the final DSMs were found to have a 
vertical root mean squared error (RMSE) of 0.16 to 0.30 m when compared to 17 
independent GCPs at the Rangitikei Landslide and 15 independent GCPs at the Bird 
Landslide.  

Aerial Surveys Inc. of New Zealand conducted the aerial SfM survey of the Bird Landslide 
on behalf of the Horizons Regional Council. All photography was captured using Vexcel's 
digital UltraCam Eagle and UltraCamLp cameras and flown at elevations between 3,500-
5,769 m above sea level with a ground sample distance of 0.3 m and a sun angle minimum of 
35°. Aerial Surveys Inc. also conducted the SfM DSM generation. They utilized a series of 
GCPs to determine that the final DSM had an average vertical error of ±0.6 m at a 68% 
confidence interval. 

DoDs and associated error metrics were calculated using the Geomorphic Change Detection 
tool (Wheaton et al., 2010). The RMSE between the DEM pairs was used to create a 
continuous error surface, which was then propagated using standard error propagation, and 
used as a minimum level of detection. We then calculated the total volumetric change at both 
landslides, then converted these measurements to annualized sediment export so the results 
could be directly compared to our sediment export analysis. For the Rangitikei Landslide, the 
net volumetric change represents the volume of sediment delivered to the nearby Rangitikei 
River (i.e. surface raising minus surface lowering). However, the Bird Landslide is not 
connected to a river system, so the volumetric change was calculated as the average of the 
absolute volume of sediment lost (i.e. volume lost from surface lowering) from the head of 
the landslide and the sediment delivered to the lower portion and the toe (i.e. volume gained 
by surface raising). Consequently, the sediment export value reported for the Bird Landslide 
is the volume of material that has been moved from the head of the landslide to its toe. 

6.4.4 Comparison with Modelled Sediment Loads 
To provide context for our sediment export analysis results, we compared our results to the 
annual region-wide sediment export predicted by the NZeem model (Dymond et al., 2010). 
NZeem is a statistically based nationwide sediment export model for New Zealand that 
relates measurements of catchment suspended sediment loads to rainfall, land cover, and a 
fitted erosion coefficient for each type of ‘erosion terrain’  (Dymond et al., 2010). NZeem 
represents all sediment transported to the channel network over a multi-decadal scale (a 
sediment delivery ratio of one), and thus there is no intermediate storage component. For 
each major catchment within the study area, we compare the NZeem predicted annual 
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sediment export with our predicted sediment export for the deep-seated landslides of the 
Whanganui Basin to determine the relative contribution of sediment mass from soft-rock 
landslides to these catchments. In the case of the Whanganui Catchment, which extends north 
into the Upper Whanganui Basin, we calculate the NZeem sediment export only within the 
portion of the catchment that falls within our study area (i.e. the Lower Whanganui 
Catchment). 

6.5 Results 
6.5.1 Activity Analysis 
Our landslide activity analysis identified 114 landslides that intersected areas of activity in at 
least 2 out of the past four years. Most of these landslides were self-contained, but in multiple 
cases, the landslides were smaller parasitic landslides on the margins of larger landslides 
(Figure 6.3). Of the 114 landslides identified as having areas of movement, 48 were discarded 
during the manual inspection process due to the location of the observed movement (e.g., 
located within areas known to produce erroneous results in C-band SAR data such as forests 
and waterbodies, or located along the margin of the landslide). The remaining 66 active 
landslides ranged in size from 11 – 1047 ha (median of 56 ha) and were primarily located in 
the northern portion of the study area within Early Pleistocene age sedimentary rocks (Figure 
6.7). 

 
Figure 6.7 Map of the active landslides identified within our InSAR time-series analysis. The bedrock units indicate the age 
of the underlying units. More active landslides occur in the Early Pleistocene basin units, but active landslides are scattered 
throughout the study area. Active landslides are defined here as those showing detectable movement in the timeframe of our 
analysis 

Our multivariate logistic regression analysis of active versus inactive landslides was able to 
correctly predict the activity state of the landslides within our study area most of the time. 
Overall, the model had a classification accuracy of 66% and an AUC of 0.75. With adequate 
performance in both metrics, we are confident interpreting the relative importance of 
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covariates within these models as predictive of which factors contribute to the occurrence of 
active landslides. When considering the model covariates, we see that slope, the local 
standard deviation of the elevation (a measure of surface roughness), location within the 
Early Pleistocene (ePl) units (the oldest and most northern rocks of the study area (Figure 
6.7), and annual average rainfall were the most influential within the model (Figure 6.8). 
Slope had a negative coefficient, suggesting that lower than average slopes predict current 
landslide activity, which was a similar finding to that of Williams et al.’s (2021) landslide 
occurrence analysis, which suggested that this relates to the structural control of landsliding 
along gently inclined weak bedding. 

 
Figure 6.8 Logistic regression susceptibility factor importance results for the landslide activity analysis. The top plot shows 
each factor’s coefficient's standardized value within the model, and the two bottom plots show the jackknife regression 
results. In the top plot, negative coefficients indicate that landslide activity is more likely when the factor is lower. In the 
bottom right plot, lower AUCs indicate a drop in performance when a factor is excluded and thus higher variable 
importance. 
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The jackknife logistic regression analyses (Figure 6.8) showed a similar measure of variable 
importance. In the univariate regressions, a location within ePl units was the most predictive 
of landslide activity. This was followed closely by the performances of the slope, local 
standard deviation, and average annual rainfall. The stream power index was a decent 
univariate predictor of landslide activity, but it did not have a large coefficient. When factors 
were excluded from a multivariate model, slope was associated with the most significant drop 
in performance, followed closely by the local elevation standard deviation. In contrast to the 
other results, removal of the annual average rainfall or ePl variable was associated with a 
slight increase in performance. This may be due to the correlation between these variables 
and others in the dataset (e.g. rainfall and river incision, or ePl and Quaternary sediments). 

Similar to our previous models of landslide occurrence in this region (Williams et al., 2021), 
no strong relationship with seismic variables (e.g., distance to faults, distance to active faults, 
peak ground acceleration) was found. In contrast to the occurrence model, however, slope 
and bedding alignment, forest cover, and river incision were not good predictors of activity. 
In general, active and inactive landslides both have strong slope and bedding alignment and 
high river incision (Williams et al., 2021), limiting their utility in distinguishing between 
active and inactive landslides within the time period studied. 

6.5.2 Landslide Sediment Contributions 
6.5.2.1 Comparisons with Validation Data 
The DoD analyses of the Rangitikei Landslide and Bird Landslide showed that these 
landslides had annualized sediment export rates of 43,600±25,900 m3/yr (McColl et al., 2022) 
and 48,000±15,900 m3/yr, respectively. In the case of the Bird Landslide, this value 
represents the amount of material that was transported from the upper half of the landslide to 
the lower half. The annualized sediment volume export estimates produced using each 
methodology combination are shown in Figure 6.9. Estimates for the Rangitikei Landslide 
ranged from 24,000±18,400 to 34,000±16,500 m3/yr and from 22,000±9,400 to 
29,000±16,800 m3/yr for the Bird Landslide. The Rangitikei Landslide estimates are not 
statistically distinguishable from its DoD-derived value but are biased towards a lower value. 
In addition however, McColl et al. (2022) reported a dGNSS-derived estimate of sediment 
export of 20,600 m3/yr for the Rangitikei Landslide and our estimate of 22,000-29,000 m3/yr 
falls in between this estimate and their DoD-based estimate of 43,600 ± 25,900 m3/yr.  For 
the Bird Landslide estimates, all estimates were also biased towards lower values, but only 
the error range of the estimates overlapped with the DoD estimates. This may be because a 
larger proportion of movement at the Bird Landslide is in the vertical direction (due to the 
confinement of the landslide) and sPOT analyses are insensitive to vertical motion. Overall, 
both the choice of depth methodology and velocity methodology contribute a comparable 
amount of methodological uncertainty to the resulting sediment export estimate. 
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Figure 6.9 Comparison of sediment volume exports by methodology combination for the Rangitikei and Bird landslides. The 
bar pattern and colour represent the methodology combination (TH: toe height depth, V~A volume-area scaling depth) used, 
the bar height represents the median Monte Carlo estimate of sediment export (m3), and the error bars represent the two 
standard deviation range around the estimates. The horizontal dashed lines represent the DoD sediment export (m3) and the 
grey area represents the uncertainty of the estimate. 

6.5.2.2 Regional Sediment Contributions 
Estimates of soft-rock landslide sediment export for the methodology combinations across 
the entire study area can be found in Table 6.3. Of the 66 active landslides within our study 
area, 54 were directly connected to major river systems and thus are a potential source of 
short-term sediment supply. Estimates for the total landslide sediment export ranged from 
330±58 to 520±122 kT/yr with the zero-filled velocity and volume-area based depth 
combination providing the lowest estimate, and the unaltered velocity and toe-height based 
combination providing the highest estimate. 

Table 6.3 Sediment export by methodology combination for all landslides in the study area. The velocity column denotes 
whether low velocity values were reclassified to zero, or were left unaltered. The Depth column denotes whether the volume-
area relationship or the landslide toe height was used to estimate landslide depth. The export column denotes the median 
total export value for landslides based on the Monte Carlo analysis, and the Proportion of Total column shows what percent 
of the total sediment input from the study area (based on the NZEEM model) the export value represents. In the last two 
columns the error values are equal to twice the standard deviation of the Monte Carlo distributions. 

Velocity Depth Export (kT/yr) Proportion of Total (%) 
Zero-Filled V~A Scaling 330±58 7.3±1.3 
Zero-Filled DEM Toe Height 390±90 8.7±2.0 

Unaltered V~A Scaling 460±88 10.2±2.0 
Unaltered DEM Toe Height 520±122 11.5±2.7 

 

While the error ranges of these estimates almost overlap, the amount of variability found in 
the estimates by varying the methodology was greater than the Monte Carlo-based error 
bounds of any single estimate. Our sensitivity analysis showed that our velocity estimation 
was the most significant contributor to our analysis error, followed closely by depth, 



 

101 
 

regardless of the methodology used Figure 6.10). The unaltered velocities showed more 
variability than the zero-filled velocities, and the toe-height based depths tended to have more 
variability than the volume-area scaling based depths. Compared with these two factors, the 
density factor made a small contribution to the total variability. 

 
Figure 6.10 Sensitivity results for our Monte-Carlo uncertainty analysis. Each subplot shows the results for a different 
methodology combination. The bar pattern and colour represent the methodology combination (V~A: volume-area scaling 
depth) used. The width of the bars indicates the difference between the sediment export predicted when a parameter is set to 
its 0.25 and 0.75 quantile values. (*) the width parameter was assumed to have a negligible error compared to the other 
parameters and thus is assumed to have no uncertainty. 
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While all four of these methodological approaches are valid ways to estimate the sediment 
contribution from these landslides, we believe that the unaltered velocity methodology and 
volume-area scaling based combination are the most defensible. The unaltered velocity likely 
reflects reality more closely than the zero-filled velocity, it is more closely aligned with how 
the error in the sPOT data is analysed in Williams et al. (2022 in prep), and how uncertainty 
in sediment budgets from morphological change detection is handled using other high 
resolution survey methods (Neverman et al., 2016; Vericat et al., 2017; Wheaton et al., 2010). 
Additionally, we believe that the volume-area scaling based depth is more defensible because 
it is systematic and less prone to blunders, since there is no need to arbitrarily evaluate toe 
height. Consequently, the analyses in the rest of this study utilize export values based on this 
methodology combination unless stated otherwise. 

For this methodology combination, average downslope velocities ranged from 0.05 to 1.5 
m/yr (median of 0.15 m/yr), depths ranged from 9.3 to 52.6 m (median of 19.2 m), river 
exposure widths ranged from 168 to 2397 m (median of 761 m), and material densities 
ranged from 2.2 to 2.45 tons/m3 (median of 2.3 tons/m3). This resulted in an estimated total 
sediment mass export from these landslides of 460±88 kT/yr. Overall, a few of the most 
productive landslides contributed most of the landslide sediment exports within the system 
(e.g. the Poroa Landslide complex (Figure 6.3)). In fact, the ten most productive landslides 
contributed 56% of the total sediment export (Figure 6.11). 
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Figure 6.11 Cumulative sediment export of the active landslides within our study area when the landslides are in decreasing 
order of sediment export. The Poroa Landslide Complex is the single largest contributor of sediment in the study area and 
contributes 22% of the total sediment. This figure uses the export estimates created using the unaltered velocity and volume-
area scaling relationship depth methodologies. 

When considering soft-rock landslide sediment contributions by catchment, we see that soft-
rock landslides contribute 2-19% of the total annual sediment export predicted by the NZeem 
model (Table 6.4) (Figure 6.12). The large variability in this estimate is mainly due to the 
variability in both the number of landslides within each catchment and the total catchment 
size. For example, the Patea catchment contains only two active soft-rock landslides that 
contribute 2±1% of the total sediment export (Table 6.4). In contrast, the Waitotara 
catchment has 16 landslides that contribute a much more significant proportion (19±3%) of 
the total sediment export. Thus, in catchments where they are active, soft-rock landslides 
contribute a considerable proportion of the sediment export. This is more significant 
considering that within each catchment these features make up a tiny fraction (0.08-0.94%) of 
the total catchment area (Table 6.4). When considering all catchments together, deep-seated 
landslides make up 0.3% of the total surface area but contribute 10±2% of the total sediment. 
Thus, deep-seated landslides are likely an important point source of sediment in catchments 
where they occur. 
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Table 6.4 Landslide sediment export and catchment metrics for the Whanganui Basin. The landslide contribution data comes 
from  the export estimates created using the unaltered velocity and volume-area scaling relationship depth methodologies, 
and the catchment export data comes from the NZeem model of (Dymond et al., 2010). In this table, kT/yr stands for kilotons 
of sediment per year, and the Landslide Occupied Area column indicates the percent of the catchments’ surface area 
occupied by landslides. 

Catchment 
Name 

# Active 
Landslides 

Catchment 
Area 
(km2) 

Catchment 
Export 
(kT/yr) 

Landslide 
Export 
(kT/yr) 

Landslide 
Contribution 

(%) 

Landslide 
Occupied 
Area (%) 

Whenuakura 3 466 143 10±6 7%±4% 0.14% 

Turakina 5 955 568 37±11 7%±2% 0.52% 

Lower 
Whanganui 

7 1036 419 97±27 23%±7% 0.58% 

Patea 2 1049 489 9±5 2%±1% 0.05% 

Waitotara 16 1163 583 108±19 19%±3% 0.94% 

Whangaehu 14 1991 1026 77±15 7%±1% 0.38% 

Rangitikei 7 3925 1275 112±22 9%±2% 0.08% 
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Figure 6.12 The catchments within the Whanganui Basin color-coded by the landslide sediment contribution percent of the 
overall sediment budget. Overlaid on top of the catchments are the major river systems and circles indicating the location of 
the active landslides. The landslides are color-coded based on the log of their annual sediment contribution (in kilotons per 
year). This figure uses the export estimates created using the unaltered velocity and volume-area scaling relationship depth 
methodologies. 

6.6 Discussion 
6.6.1 Activity Analysis 
Our activity results show that of the 731 deep-seated landslides mapped in the study area, 
only 66 are active today (i.e. between 2018 and 2022). In total active landslides represent 
only 9% of the total population. This result highlights the utility of remote sensing-based 
landslide monitoring frameworks. Performing field-based surveys at even a quarter of these 
landslides would be impractical, especially considering that soft-rocks landslides are prone to 
periods of both inactivity and reactivation, and thus require continual monitoring to 
determine their activity state. In contrast, InSAR analyses offer a cost-efficient way to triage 
the hazards associated with soft-rock as well as other large slow-moving landslides and 
update conventional landslide inventories with activity state information. This information 
can then be used to target field-based monitoring and risk-mitigation efforts at landslides 
where they will have the largest impact. 

The landscape factor analyses conducted in this study on active landslides, and in the 
landslide occurrence study of Williams et al. (2021) differ in some key ways that demonstrate 
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the temporal variations in landslide generation and stability. In Williams et al. (2021), we 
developed a model predictive of landslide occurrence as compared to zones of the study area 
where landslides had not occurred. Since many of these landslides are likely relict or dormant 
features, many of which may have been inactive for thousands of years (Pánek and Klimeš, 
2016), this model likely predicts the factors which lead to the generation of soft-rock 
landslides on millennial timescales. This corresponds well with the factors identified as 
important within the model, such as river incision and slope and bedding alignment, which 
tend to develop over longer timescales (e.g. preconditioning and preparatory factors). 

In contrast, our activity factor analysis determines which factors have led to, or are associated 
with, landslide activity within the past four years, and as expected, these differed to those 
landscape factors identified as important for the occurrence model. In this case, the analysis 
identified factors controlling landslides, or reflecting landslide morphology, at shorter 
timescales, such as rainfall and surface roughness (elevation standard deviation) respectively. 
In particular, high surface roughness is an evident characteristic of landslides that have 
recently failed (e.g., sharply defined scarps and landslide grabens). 

An important similarity between the two models is the dominant influence of slope. Both 
models show landslide occurrence/activity increases where local slopes are lower. This points 
to the counter-intuitive relationship between these landslides and local slopes. Williams et al. 
(2021) argued that the lower slopes within landslide zones suggest that a high degree of slope 
and bedding alignment, and the consequent low threshold slope, limit the slopes attainable in 
these areas. Our activity factor analysis further demonstrates that this process is even more 
pronounced at active landslides, where the threshold slope is likely even lower than the 
general landslide population. It also tends to suggest that inactive landslides have not self-
arrested or stabilized through slope adjustment (e.g. a reduction in slope angle towards 
equilibrium), or otherwise we would expect inactive landslides to have lower slopes than 
active landslides.  

For those factors that corresponds causes of landslide instability, rainfall appeared to be the 
most influential. Rainfall may influence landslide activity through two different mechanisms. 
First, local precipitation may increase the pore-water pressure within landslides, which is 
known to increase movement (Massey et al., 2016b; Van Asch et al., 2009, 1999). Second, 
rainfall may increase the local erosive power of the rivers that intersect  landslides, which can 
also increase movement rates (McColl et al., 2022). Our analysis, which shows little 
influence from the stream power index used, could suggest that local rainfall may be more 
important for explaining the distribution of active landslides. However, the stream power 
index we used (based on local stream gradient and upslope contributing area) assumes that all 
locations contribute equal amounts of water to the river systems, which fails to capture the 
true variations in stream power likely to exist as a result of uneven rainfall and runoff 
distributions. Thus, local variations in the erosive power of rivers may be better represented 
by the average annual rainfall factor data than by our stream power index variable. In the 
future, a stream power index factor that integrates actual flow data or runoff estimates may be 
able to better describe this relationship. 
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Our activity factor analysis also suggests that forest cover, or lack thereof, was not an 
important predictor of landslide activity. This contrasts with the model of Williams et al., 
(2021), where forest cover was an important predictor of occurrence. In Williams et al. 
(2021), we discussed that the importance of forest cover in the occurrence model could be 
explained in one of two ways. First, forest cover may help prevent soft-rock landslide 
occurrence. Alternatively, forest cover’s high correlation with steep slopes (i.e., steep areas 
were not converted to pastureland) could mean that it is the presence of steep slopes that is 
useful for predicting the non-occurrence of landslides. However, it is difficult to use C-band 
SAR data to evaluate activity within forested terrain, due to high rates of decorrelation. At 
most, our data suggest that forest cover does not appear to be an important activity factor for 
landslides that are partially forested. This may suggest that the importance of forest cover 
within our occurrence model is due to its correlation with slope, but more work needs to be 
done to investigate this possibility. 

 

6.6.2 Sources of Uncertainty 
While there is a high degree of uncertainty in our sediment export estimates, we believe that 
our approach represents a reasonable and scalable framework for estimating soft-rock 
landslide sediment export at region to country-wide scales. This is demonstrated by the 
comparison between our landslide sediment model and the DoDs at the Bird and Rangitikei 
landslides. While the total sediment output was underestimated at both sites, the error ranges 
for both measurements overlapped with error ranges of the DoD-based export estimates. 

Our methodology analysis also shows that detailed methodological choices can have a 
significant impact on the overall results and that these variations are often not reflected in 
traditional uncertainty estimation procedures such as Monte Carlo simulations. Varying the 
methodologies used for estimating landslide velocities and depths produced total sediment 
export estimates that ranged from 330-520 kT/yr, and only the largest Monte Carlo 
uncertainty (±120 kT/yr) comes close to this range. This suggests that future landslide 
sediment export studies should consider alternate methodological choices when exploring the 
uncertainty in their results. 

Our sensitivity analysis shows that the uncertainty in our velocity estimates contributes the 
most to our overall uncertainty. The leading cause of this uncertainty was the increase in 
uncertainty in our sPOT measurements when velocities were less than the standard deviation 
of the stable areas within the sPOT data (~0.5 m/yr) in either the WE or SN directions. 
However, this issue may be less apparent in other studies where the average movement rates 
are faster (such as the earthflow studies within California, USA (Mackey and Roering, 2011). 
Additionally, the sensitivity of the sPOT analyses are directly tied to the geolocation accuracy 
and resolution of the underlying imagery used to perform the sPOT analysis. Thus, the use of 
proprietary high resolution (< 5 m) imagery may also offer a way to detect slower landslide 
movement with reduced uncertainty. 

The second most important source of error in our model is landslide depth. While area-
volume scaling relationships suffer from autocorrelation, can fail to accurately predict 
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structurally-controlled landslides, and are undoubtedly less accurate than field investigations 
of landslide depth, they are cost-effective and rapid to apply at a regional scale. Additionally, 
alternative regional scale methods, such as estimations of landslide toe height from DEM 
transects, also have inherent issues. In particular, toe-height estimates greatly depend on 
where the DEM transects are placed, and what is considered the “toe” of the landslide. Unless 
these issues can be resolved, it will be difficult to create reproducible measurements of 
landslide depth using this method. Thus, when considering the depths of a population of 
landslides, we believe that using a statistical approach to estimate landslide depth is an 
acceptable methodology, especially when the error within the area-volume scaling 
relationship is reported as a part of the analysis. This is further supported by the accurate 
estimation of landslide depth at the two landslides where we have field data on the depth of 
the failure surface (Figure 6.5). Alternatively, recent work has shown that it is possible to 
infer the three-dimensional surface geometry of a landslide’s failure surface from a set of 
three independent sPOT/InSAR velocity measurements (Handwerger et al., 2021). Currently 
however, this type of data is not available outside of small test areas.  

The density estimation error is small compared to the depth and velocity errors, but this is 
due to the relative homogeneity of the bedrock within our study area. Studies in regions with 
more heterogeneous bedrock may find that this component is a larger source of error than it 
was in our study. Overall, our estimation of landslide velocities contributes the most error and 
presents the best opportunity to improve the analysis without resorting to expensive field-
based methodologies. Thus, future efforts to improve this model of landslide sediment 
contribution should focus on improving the velocity estimate. 

6.6.3 Role of Deep-seated Landslides Within Catchment Sediment Budgets 
As noted in the introduction, landslides (including shallow and deep-seated landslides) have 
previously been shown to dominate sediment budgets in tectonically active regions on 
millennial timescales (Kuehl et al., 2016). However, it’s less clear if slow-moving deep-
seated landslides, such as soft-rock landslides, play an important role in contemporary 
sediment budgets (especially outside of major disturbance events like earthquakes). We found 
that the 54 landslides we considered within our sediment export model contribute 460±88 
kT/yr of sediment to local river systems. This sediment export was unevenly distributed 
between catchments, and is largely reflective of the number of landslides present in each 
catchment. In catchments with a high density of active landslides, these landslides 
contributed up to 19±3% of the total estimated average annual sediment export. This is 
remarkable since these features only occupied 0.3% of the total catchment area. 

In addition, soft-rock landslides may represent a larger proportion of total sediment input to 
rivers during baseflow periods since, when active, they contribute sediment more consistently 
than other processes (Massey et al., 2013; McColl et al., 2022). This is especially true when 
compared to rainfall-triggered multiple occurrence regional landslide events or many other 
event-driven erosion processes. In addition, the NZeem model is based on multi-decadal 
averages of annual suspended sediment loads, and thus assumes that many sources of 
sediment that are stored intermittently (i.e. in valley bottoms or flood plains) are transported 
to the river system (Dymond et al., 2010). In contrast, all landslides included within our 
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export model are directly connected to the river systems. This means that these landslides 
likely contribute more sediment proportionately when there is not sufficient flow to transport 
sediment that is located within intermediate storage locations. Finally, these landslides are 
typically delivering fine grained material (sand, silt, and clay), that is easily entrained and 
transported by rivers, and can remain active during baseflow periods due to a lag in their 
response to severe precipitation events (Booth et al., 2018; Massey et al., 2013; McColl et al., 
2022). Thus, even in catchments with low numbers of active landslides, these landslides 
likely represent an important point source of sediment. 

Previous regional sediment budget models (Dymond et al., 2016) have typically excluded 
soft-rock landslides from their analyses because landslide locations and representative 
movement rates at the regional scale were unknown. Our results however suggest that deep-
seated landslides should receive explicit inclusion within sediment budgets and models. This 
may necessitate a transition to location- and process-specific frameworks; remote sensing 
techniques, such as the methods used within this study, make these developments more 
achievable. 

Recognition of the importance of deep-seated landslides for river sediment loads also helps to 
identify new possibilities for sediment reduction interventions. As opposed to the widespread 
and changing distribution of multiple shallow landslides and other surface erosion activity, 
soft-rock landslides have a small footprint and can be active for long periods in one location. 
Thus, if the goal of a conservation program is to meet suspended sediment load standards for 
a river while also incurring the least amount of cost, controlling erosion at soft-rock 
landslides may offer an opportunity to reduce sediment loads if their sediment export can be 
reduced cost-effectively. Other processes such as surface erosion and shallow landsliding 
occur diffusely at a landscape scale, and controlling these forms of highly distributed erosion 
can be challenging (Spiekermann et al., 2022). In part, this is because it requires conservation 
practices to be applied across large areas and for there to be coordination among many 
separate landowners. Conversely, introducing conservation practices at the most active soft-
rock landslides may help to reduce sediment loads while requiring coordination among only a 
few landowners. Additionally, the control of soft-rock landslides is more likely to be in the 
economic interest of landowners than broad land-use changes, which could result in higher 
rates of landowner cooperation. 

However, controlling soft-rock landslides is not always feasible or cost-effective. Their large 
sizes and deep failure surfaces make them harder to control than individual shallow 
landslides, and as noted in other studies (Bilderback et al., 2015; Larsen and Montgomery, 
2012), soft-rock and other deep-seated landslides are part of millennial-timescale terrain 
denudation cycles that may not respond to most financially-viable human interventions. 
Nonetheless, adverse human activities can certainly worsen the stability and movement of 
deep-seated landslides in some cases, and thus there is evidence that anthropogenic 
interventions can affect their behaviour. For example, gravel-bed mining of the Rangitikei 
River directly downstream of the Utiku Landslide (a landslide identified as active within our 
analysis) is thought to have driven channel incision and removal of toe support. This, and 
loading of the landslide head during construction of transport infrastructure, likely led to an 
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order-of-magnitude increase in movement rates (McSaveney and Massey, 2017). The 
importance of fluvial incision has also been noted by other studies (Massey et al., 2013; 
McColl et al., 2022), such that interventions that reduce local river erosion (such as 
armouring or bank protection) may help to increase stability and reduce movement (Yenes et 
al., 2015; Yu et al., 2010). Additionally, reducing porewater pressures within the landslides 
by improving surface or subsurface drainage, and introducing landcover that increases 
evapotranspiration may also slow movement rates (Carey et al., 2019; He et al., 2008). 

While vegetation can be used to stabilize slopes via increased soil cohesion (Brown, 1991; 
Ghestem et al., 2011; Löbmann et al., 2020; Spiekermann et al., 2022), this is likely not an 
effective strategy for soft-rock and other deep-seated landslides, whose failure surfaces are 
usually beyond the reach of tree roots. In cases where the consequences of landslide failure 
are catastrophic, significant engineering works can be used to stabilize even the largest of 
landslides (Gillon, 1992; Hungr et al., 1999; Klimeš et al., 2012), but it is unlikely that the 
benefits of soil conservation and river sediment reductions alone will justify the costs of such 
treatments for many landslides (especially in sparsely populated steepland catchments). Still, 
our sediment export modelling framework gives practitioners an effective tool for triaging 
landslide inventories and identifying the landslides where mitigation practices have the 
potential to create the most significant effect. Furthermore, even if mitigation is not practical, 
quantifying their contributions to sediment loads at least allows us to better describe a 
possible minimum or background rate of sedimentation within river systems, alongside other 
erosion processes contributing sediment from areas deemed unmitigable. Importantly, there 
may be high rates of natural sedimentation in regions with soft-rock landslides, which could 
make meeting strict sediment water quality standards impractical. 

6.7 Conclusions 
In this study, we used a time-series InSAR and sPOT analysis to identify active deep-seated 
landslides and estimate their annual velocities within the Whanganui Basin region of New 
Zealand. Of the 731 deep-seated landslides within this region, we identified 66 as currently 
active, and we measured their downslope velocities to be between 0.05-1.5 m/yr. Our activity 
analysis showed that gentle slopes, rough surfaces, and high annual rainfall are most strongly 
predictive of current landslide activity. This differs from millennial time-scale landslide 
generation, which previous work has shown is controlled mainly by slope and bedding 
alignment and river incision. Additionally, we estimated the sediment contribution of the 
active soft-rock landslides in this region using a sediment export model and found they 
contribute 7±1% to 12±3% with a best estimate 10±2% of the total sediment export (varying 
from 2±1% to 19±3% based on the catchment) even though these active landslides occupy 
only 0.3% of the study area. We conclude that soft-rock landslides are an important 
contributor of sediment to some rivers in this region and, if cost-effective mitigation is viable, 
present an opportunity to reduce sediment export. If mitigation is not viable however, the 
sediment export from these landslides still represent an important control on the sediment 
load reductions that can be achieved within these catchments. 
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Synthesis of Chapter 6 for Thesis 
In this chapter, I performed a landslide activity factor analysis (Objective 4) using the 
landslide dataset described in Chapter 4, and activity data produced using the time-series 
InSAR analysis described in Chapter 5. This analysis showed that active landslides in the 
region have even lower slopes than the rest of the landslide population, further supporting the 
concept of a slope threshold model that is dependent on site-specific factors (Chapter 4). It 
also showed that annual rainfall and stream power index were two of the most predictive 
variables in the activity model, indicating that landslide toe erosion and high pore-water 
pressure are likely important sustaining factors for these landslides. In this chapter I also 
conducted a landslide export analysis for soft-rock landslides in the Whanganui Basin 
(Objective 5) and found that soft-rock landslides likely represent 10±2% of the total sediment 
input to local river systems. While many improvements could still be made to this estimate, I 
did my best to explore the sources of uncertainty present in this analysis, and I believe this 
chapter represents an important addition to our understanding of the role these landslides play 
in the sediment budgets of their catchments. 
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Chapter 7 Synthesis 
 

In this chapter, I reflect upon how each thesis objective has been met, draw linkages between 
each chapter, and discuss the key contributions of this thesis to advancing landslide research 
and the understanding of soft-rock landslides.   

7.1 Thesis Aims and Objectives Revisited 
In this thesis, I attempted to analyse the factors that lead to the occurrence and contemporary 
activity of soft-rock landslides within the Whanganui Basin of New Zealand, develop remote 
sensing methodologies that could be used to monitor these landslides effectively, and 
quantify the sediment input of these landslides to the catchments of the regions in which they 
occur. In my literature review of soft-rock landslides and the techniques used to map and 
monitor them, I identified five key opportunities for improving our current understanding of 
soft-rock landslides generally, and in the Whanganui Basin specifically: (1) create an 
accurate map of the soft-rock landslides in the Whanganui Basin that includes information on 
landslide age, and type; (2) determine which regional factors are associated with the 
occurrence of soft-rock landslides in the basin; (3) develop a remote sensing framework to 
identify the activity state and measure the movement rates of soft-rock landslides and other 
large, slow-moving landslides; (4) identify the active soft-rock landslides in the Whanganui 
Basin and determine if the factors associated with contemporary activity are the same factors 
that are associated with landslide occurrence, and; (5) assess the sediment contribution of 
soft-rock landslides to contemporary Whanganui Basin sediment budgets. Addressing these 
knowledge gaps formed Objectives 1-5 of my thesis, and in the remainder of this chapter I 
discuss how these objectives were met in Chapters 4 – 6 of the thesis.  

7.2 Factors Influencing Soft-Rock Landslide Occurrence 
To analyse how susceptibility factors influence the occurrence of soft-rock landslides, I first 
needed to create an accurate regional map of soft-rock landslide occurrence. This mapping 
was done within Chapter 4. I conducted this mapping, and all other analyses, within the 
Lower Whanganui Basin region of New Zealand. This study area was selected because of the 
large number of soft-rock landslides that occur there, the previous field investigations of soft-
rock landslides in the basin that allowed me to contextualize my regional-scale work, and the 
numerous sediment dynamics analyses that have been conducted in the area. My re-mapping 
of soft-rock landslides in the region identified 871 landslides, whose extents ranged from 2 ha 
to over 500 ha. My landslide occurrence susceptibility analysis (Chapter 4) revealed that river 
incision, low slopes, forest cover, slope and bedding alignment, and high annual rainfall were 
the most predictive of landslide occurrence. 

The results of this work highlight the difficulties of applying a slope threshold model (Larsen 
and Montgomery, 2012) uniformly across a landscape that has different slope failure 
mechanisms. The importance of slope and bedding alignment within my occurrence model 
and the increasing likelihood of landslides in areas with low slopes indicate that this region 
does not have a uniform threshold slope. Instead, the threshold slope for soft-rock landslide 
formation is lower in areas where local slopes and bedding planes are well aligned. In these 
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cases, the hillslope is inherently weaker because local preferential failure surfaces (e.g., the 
thin clay depositional layers common in the Whanganui Basin) dip downslope, which 
promotes landslide movement. This is supported by the fact that landslides within the study 
area with planar failure surfaces (e.g., translational rock slides) also have lower slopes and 
higher slope and bedding alignment. Previous slope threshold models, like those developed in 
the Himalayan Alps (Larsen and Montgomery, 2012), and the Southern Alps (Korup, 2006) 
have tended to ignore or average the effects of local geological controls and failure 
mechanisms. However, in landscapes where very weak structures commonly control slope 
stability and the development of landslides, slope thresholds can vary dramatically. Some 
parts of the landscape (e.g. anti-dip slopes) can sustain steep (> 30º) hillslopes, while in other 
locations (e.g. dip slopes) the hillslopes begin to fail at low (< 10º) slope angles. This is 
supported by Roering et al.’s (2015) work in California, which showed that the threshold 
slope in their study area varied based on the local lithology and erosion rates. 

While slope and bedding alignment appears to be the most critical preconditioning factor, 
river incision and high annual rainfall are likely the most influential preparatory and 
triggering factors. Within the occurrence susceptibility model, river incision was the most 
predictive triggering factor, and rainfall was the fifth most predictive. The high importance of 
river incision within the model corresponds well with  site investigations of soft-rock 
landslides within our study area (McColl et al., 2022; McSaveney and Massey, 2017) and 
throughout the world (Agliardi et al., 2013; Roering et al., 2005; Yenes et al., 2015). In 
particular, a recent study within the Whanganui Basin by McColl et al. (2022)  found that 
river incision and toe erosion were key factors in the sustained activity at the Rangitikei 
Landslide. As discussed in Chapter 2, soft-rock landslides are likely not initiated by pore-
water pressure increases from single storm events, but studies in the region have shown that 
high monthly to annual rainfall rates can increase pore-water pressure to sufficient levels to 
initiate landslide failure (Carey et al., 2019). 

Notably, factors that corresponded to seismic activity (distance to faults and predicted peak 
ground accelerations from New Zealand’s seismic hazard model) had little predictive power. 
This suggests earthquakes are likely not a dominant factor in the generation of these 
landslides. This contrasts with the findings of two smaller regional studies in a portion of the 
basin (Crozier et al., 1995; Rees et al., 2019) which both relied (wholly or in part) on the 
proximity of soft-rock landslides to active faults as evidence of the influence of earthquakes. 
However, in Chapter 4 I showed that randomly placed zones of stable land exhibit the same 
active fault proximity distribution as the region’s soft-rock landslides, and thus proximity to 
active faults is likely not a good predictor of earthquake influence in this region. In addition, 
the non-dominance of earthquakes in the region is supported by the findings of a local case 
study (Massey et al., 2016a), which showed that earthquakes did not appear to explain the 
majority of the cumulative movement that took place at the Utiku landslide over the period of 
observation. A recent Mw 7.8 earthquake in the South Island of New Zealand (Massey et al., 
2018) did trigger deep-seated landslides similar to those found in my study area, but it is 
unknown if the Whanganui Basin has experienced an earthquake of this magnitude. 
Consequently, earthquakes of sufficient size may still trigger the initiation of soft-rock 
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landslides in the region, but the hillslopes where this occurs may have already been primed 
for failure by other processes. 

7.3 InSAR and sPOT Landslide Monitoring Framework Development 
While it is helpful to understand the distribution and causes of soft-rock landslide occurrence, 
this information does not provide us with all of the information on landslide behaviour that 
we need. Many groups also need information on which landslides are active today, why they 
are active, and how fast they are moving. In particular, this information can be used to 
quantify present-day landslide hazards and sediment contributions. To generate this 
information, I developed and tested a framework for remotely assessing slow-moving 
landslide activity and movement using a combination of InSAR and sPOT time-series 
analyses in Chapter 5 of this thesis. 

7.3.1 InSAR Analysis 
In Chapter 5, I found that my InSAR analysis was able to identify activity at soft-rock 
landslides throughout the Whanganui Basin with an overall accuracy of 92%. Despite being 
based on an imprecise and subjective (i.e. remotely and visually assessed) validation set, this 
was a promising result given that InSAR analyses are challenging to conduct within regions 
dominated by natural terrain (Wang et al., 2021). In general, in-field ground truth data are 
sparse for InSAR activity datasets for the same reason that InSAR data are useful; in-field 
data are costly to obtain, particularly in the rough terrains where landslides tend to occur. 
This has become an important obstacle that has limited the validation of landslide InSAR 
analyses, and in most cases the InSAR data are compared to external data only to confirm the 
InSAR results (Antonielli et al., 2019; Bekaert et al., 2020) and not as a formal validation set. 
Thus, the InSAR activity assessment I used in Chapter 5 offers a useful and affordable 
alternative to in-field validation that other researchers can adopt. 

Four key components of the InSAR activity contributed to its performance: (1) the use of 
Bekaert et al.’s (2020) double-difference filter; (2) performing the SBAS analysis using 
separate internally-connected annual networks; (3) using a velocity-coherence filter modified 
from Bekaert et al.’s (2020) original filter to identify zones of movement, and; (4) pairing the 
InSAR-identified zones of movement with existing landslide maps to identify motion related 
to landslide activity. 

As discussed in Chapter 5, the double-difference filter highlights local deformation and 
diminishes the need to correct atmospheric phase delays. Correcting for these delays is 
traditionally necessary to produce a usable deformation time-series but also tends to introduce 
noise at the scale of landslide processes (Jolivet et al., 2011; Shi et al., 2021). Thus, not 
having to perform this step is a significant advantage of this filter. Furthermore, my work in 
Chapter 5 and Chapter 6 of this thesis is the first time that this filter has been used to monitor 
landslides on a large scale. 

Network selection is often not discussed in detail within time-series InSAR studies, but it 
substantially impacts the accuracy of the final analysis. Performing my analysis using annual 
connected networks provided me with two key advantages. First, it is usually possible to 
construct a fully-connected network for at least a majority of the year, and using a fully 
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connected network greatly reduces the noise level in the resulting deformation time-series 
(Lanari et al., 2004; López-Quiroz et al., 2009). Second, many studies have shown that soft-
rock landslides exhibit transient motion due to reactivation cycles (Borgatti et al., 2006; 
Handwerger et al., 2019a; Massey et al., 2013) and using annual networks allows us to spot 
transient movement that may have been obscured in a multi-year time-series. Since network 
selection is an important (and often subjective) step of SBAS analyses that is difficult to 
perform well, more studies should take the time to describe their network selection approach 
in detail. 

As discussed in Chapter 5, activity filters that utilized statistical thresholds based on temporal 
coherence and linear velocity data were more effective than the bootstrap velocity approach 
used by Bekaert et al. (2020). Pre-processing steps such as multi-looking of the input 
interferograms can significantly increase the resulting dataset's coherence, which can make 
the bootstrap velocity filter too permissive. In addition, combining data from multiple 
separate years greatly improved the utility of the velocity-coherence filter, and future studies 
should integrate data from multiple years wherever possible. 

While I found that the velocity-coherence filter could identify areas of activity, this activity 
did not always correspond to landslide activity. Many processes can induce ground 
deformation at the scale of InSAR analyses (Ahmed et al., 2011; Bayer et al., 2018; Plank et 
al., 2012), and I found that it was challenging to use InSAR data to identify landslide activity 
unless they were paired with external information on landslide presence. However, this 
limitation could be overcome with further research. As scientists produce more datasets of 
InSAR-identified landslide activity, it may become possible to use deep-learning 
methodologies in conjunction with InSAR velocity data and terrain information to identify 
landslide activity without using external landslide maps. In fact, some researchers have 
already begun pursuing this goal (Gaddes et al., 2021; Rouet-Leduc et al., 2021; Zhang et al., 
2022). 

While this InSAR analysis is useful, it has some additional limitations that are worth 
discussing. First, while multi-looking and the double-difference filter increased the accuracy 
of the analysis for larger landslides, it decreased its effective resolution. Thus, this analysis 
can likely not detect activity at small landslides (<10 ha), which made up 5% of the total area 
covered by the > 2 ha landslides in the region. Second, the InSAR analysis underestimated 
the velocity of landslides at locations whose line-of-sight velocities exceeded a few 
centimetres per year. Errors and bias in interferogram unwrapping and the loss of coherence 
during periods of accelerated landslide motion likely led to this velocity underestimation, 
which at times exceed an order of magnitude or more. 

Still, these limitations may be confined to the InSAR products created using Senintel-1 SAR 
data. SAR missions that use longer sensor wavelengths, such as the L-band ALOS-2 
(Kankaku et al., 2013) and upcoming NISAR (Simons et al., 2021) missions should be able to 
detect landslides with faster velocities with less decorrelation, and commercial SAR 
constellations such as those operated by Capella Space and ICEYE could offer shorter revisit 
times which would effectively increase the effective maximum velocity identifiable in an 
InSAR dataset. For the time being though, Sentinel-1 is the only freely-available SAR dataset 
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with the data quality and image catalogue necessary to perform this type of analysis. 
Consequently, I suggest that landslide InSAR investigations be paired with independent 
velocity estimates from sPOT analyses or other techniques to determine if InSAR-derived 
velocities are underestimating landslide velocities. In fact, even short revisit L-band InSAR 
will likely be unable to measure movement that is greater than 50 cm between images, so 
pairing InSAR with sPOT will still provide improvements in many cases. 

7.3.2 sPOT Analysis 
Overall, I found that my sPOT analysis was able to reliably measure landslide velocities, but 
the accuracy of the sPOT analysis decreased when velocities fell below roughly half a meter 
per year. This finding is in line with previous sPOT studies which found that sPOT accuracies 
typically range from 1/20th to 1/10th of the imagery pixel size used (Bickel et al., 2018; 
Leprince et al., 2007). Combining velocity estimates from multiple sPOT pairs in an SBAS-
like time-series and careful selection of a sPOT pair network were both essential factors in 
the performance of this analysis. 

Unlike previous time-series sPOT analyses that utilized networks similar to the nearest-
neighbour connections used by InSAR SBAS analyses, I utilized a network of annual images 
that fell closest to a single calendar day. Using this network increased the amount of 
deformation observable between images because the temporal separation of the images was at 
least one year. Additionally, only using images from the same time of year decreased 
variations in reflectance due to vegetation growth and shadow orientation which can lead to 
increased noise in the sPOT velocity estimate. This pair selection strategy necessarily makes 
it impossible to observe sub-annual movement rates, but I believe the increased accuracy this 
strategy affords is worth introducing this limitation. However, like the InSAR analysis, future 
researchers should spend more time selecting, and describing, an appropriate image network 
for their application since it dramatically affects the final velocity product. 

With the wide availability of continuously operating remote sensing imagery missions, I 
believe that SBAS-based time-series sPOT, instead of single image pair analyses, should now 
be the analysis standard. The value of this approach has been demonstrated by several 
previous studies (Casu et al., 2011; Dai et al., 2020; Sun et al., 2017) and my research further 
supports its value. While performing this additional step does require extra processing time, 
the increased accuracy and the reduction of noise within the final velocity product are well 
worth the effort. Additionally, if an annual set of images is used to form the network, the 
extra computation needed is still much less than is required for an SBAS InSAR analysis. 

While useful, time-series sPOT analyses still have some drawbacks worth considering. Since 
most publicly available satellite imagery has resolutions of 10-15 meters, most sPOT 
analyses will likely have increased error when movement rates are less than 0.5-1 m per year. 
This means that performing a sPOT analyses to identify active landslides may miss landslides 
moving slower than this threshold. However, pairing sPOT analyses with InSAR analyses 
may alleviate this concern. Currently there is still a gap in the ranges of velocities where 
sPOT analyses are reliable and the range where InSAR analyses are reliable. An important 
goal for both analysis types should be to increase their reliable velocity ranges so their ranges 
overlap and their results can be used to validate each other. Since the sensor platforms and 
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analysis techniques used in both methodologies are evolving rapidly, I believe this is an 
achievable goal within the near future. Additionally, sPOT analyses are likely unable to 
detect motion when the features they are tracking are removed from the scene. In particular, 
the erosion of landslide toes by river systems makes it difficult to use sPOT analyses at 
margins of eroding landslide toes. This could be mitigated by using more frequent imagery 
that could track features before they are removed, but once again this also tends to result in 
the inclusion of poorer-quality data that reduces the overall accuracy. 

Overall, time-series InSAR and sPOT work best for regional landslide monitoring when 
combined into a single monitoring framework. Time-series InSAR data has a higher signal to 
noise ratio, which allows it to reliably identify activity, but time-series sPOT analyses 
produce more reliable velocity estimations over a wider range of velocities. Thus, InSAR can 
be used to identify active landslides; then sPOT can be used to measure the velocities of 
landslides that are known to be active. This combination of techniques has proven to be 
useful in a number of case studies (Dai et al., 2020; Handwerger et al., 2019b; Hu et al., 
2020a), but the application of these techniques to a broad region as in Chapter 6 is still 
relatively new. In addition to the reliability of a monitoring framework, its ease of use and 
computational expense are key factors that affect its utility. The landslide monitoring 
framework described in Chapter 5 uses cloud-computing services wherever possible to ease 
computational demands and is wholly contained within a set of freely available Jupyter 
Notebooks. Relying on these technologies significantly lowers the barriers to entry for other 
researchers who want to perform similar analyses. 

7.4 Factors Influencing Contemporary Soft-Rock Landslide Activity 
In Chapter 6, I used the framework described in Chapter 5, to identify the soft-rock landslides 
that have been active during the past four years (2018 to 2022) within the Whanganui Basin, 
then used this information to create a logistic regression model of landslide activity. In 
contrast to the landslide occurrence model from Chapter 4, which identified the stability 
factors that lead to landslide occurrence, this activity factor analysis identified the factors 
most strongly correlated with the distribution of active versus inactive landslides. 

The correlation of terrain roughness with activity within the model was unsurprising, as 
active landslides are likely to have deformed the terrain more recently, which leads to higher 
surface roughness. Importantly however, it indicates that surface roughness may be useful in 
predicting how long a landslide in this region has been inactive (i.e. landslides inactive for 
long periods may have less surface roughness). In comparison, the high predictive power of 
low slopes was more surprising. The occurrence model (Chapter 4) indicated that the 
threshold slope for soft-rock landslide formation is lower in areas where local slopes and 
bedding planes are well aligned. Our activity factor analysis further demonstrates that this 
process is even more pronounced at active landslides, where the threshold slope is likely 
lower than the general landslide population. This extends the findings of Chapter 4 and 
indicates that the divergence from a uniform threshold slope model is even more pronounced 
in the currently active landslides of the region. It also suggests that inactive landslides have 
not self-arrested or stabilised through slope adjustment (i.e. a reduction in slope angle 
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towards equilibrium), or otherwise we would expect active landslides to have steeper slopes 
than inactive landslides.  

The predictive power of the average annual rainfall and stream power index factors within the 
activity factor analysis indicate that changes in porewater pressure and toe erosion are likely 
the most important factors sustaining the activity of these landslides at the regional scale. 
This finding is line with work at the Rangitikei (McColl et al., 2022), Utiku (McSaveney and 
Massey, 2017) and Taihape (Massey et al., 2016b) landslides which indicate that toe erosion 
is a major driver of landslide activity. However the evidence from case studies that high 
rainfall (and thus high pore-water pressure) is an important sustaining factor is mixed. 
Evidence from the Utiku Landslide shows that high pore-water pressure was well correlated 
with landslide motion (Carey et al., 2019), but a similar study at the Taihape landslide did not 
find this correlation (Massey et al., 2016b). It is likely that site-specific factors control the 
amount of influence pore-water pressures have on the stability of these landslides (e.g. as a 
function of how close ground-water levels are to preferential failure surfaces) and our 
regional scale models may be poorly suited to capturing these interactions.  

The average annual rainfall factor was more important than stream power index within the 
model, but some issues with the stream power index factor limit its interpretability. The 
stream power index we used assumes that all locations contribute equal amounts of water to 
the river systems, which fails to capture the actual variations in stream power likely to exist 
due to uneven rainfall and runoff distributions. Thus, local variations in the erosive power of 
rivers may be better represented by the average annual rainfall factor than the stream power 
index factor. However, it may be the case that neither of these factors is dominant, and 
instead, both work together to sustain landslide failure. This is the case at the Utiku landslide, 
where toe erosion and river incision were found to initiate reactivation (McSaveney and 
Massey, 2017), but movement rates varied annually with variations in pore-water pressure 
(Carey et al., 2019). Importantly however, the strong influence of both pore-water pressure 
and toe erosion suggests that many of the soft-rock landslides in the region might not be 
exhausted and could reactivate if there is increased precipitation in the area. 

As in the occurrence factor analysis, there was no indication that seismic factors were 
predictive of landslide activity in the activity factor analysis. This furthers the hypothesis that 
seismic factors do not heavily influence these landslides. In contrast to the occurrence factor 
analysis, the absence of forest cover was not correlated with the presence of active landslides. 
However, as discussed in Chapter 6, the inability of C-band SAR observations to produce 
reliable estimates of movement under tree cover limits the interpretability of this observation. 
Still, this could suggest that the correlation of forest cover with non-landslide terrain in the 
occurrence model was due to this factor’s anti-correlation with low slopes. In other words, 
steep forested slopes were less commonly converted to pasture, and steep slopes that had 
been cleared were later more likely targeted for subsequent afforestation. Thus, the apparent 
importance of forest absence within the occurrence model could be due to this relationship 
and not to the destabilizing effect of forest clearance. Conducting a similar InSAR activity 
analysis that is based on L-band SAR data, which can detect motion under tree cover, could 
provide a way determine if this is the case. 
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7.5 Estimation of Whanganui Basin Sediment Contribution 
The use of remote sensing velocity estimates to create a sediment model for soft-rock 
landslides in Chapter 6 is an important step forward for the field. Large, slow-moving 
landslide sediment contributions are often excluded from sediment budget analyses because 
they are both difficult to measure and to incorporate into sediment budget models. In Chapter 
6 however, I described and utilized a methodology for estimating large slow-moving 
landslide sediment contributions that can be incorporated into a feature-based sediment 
budget model. 

The British statistician George Box famously wrote that “All models are wrong, but some are 
useful” and I believe that this landslide sediment delivery model has crossed the important 
threshold from “wrong” to “wrong but useful”. We know landslides are an important terrain 
regulation process over geologic timescales but hitherto we have had little information on 
their role within contemporary sediment budgets. My model in Chapter 6 is the only one of 
its kind for regional-scale contemporary sediment delivery from large slow-moving 
landslides anywhere in the world. While considerable uncertainty is attached to my model 
outputs, especially associated with the landslide velocity and depth variables, I believe the 
model presented in Chapter 6 represents a reasonable compromise between the accuracy and 
efficiency of the analysis. Still, there are exciting opportunities to further improve the model 
as remote sensing imagery increases in resolution and accuracy, and to apply it to other 
locations in NZ and beyond as well.  

Estimates of the sediment contributions from soft-rock landslides in the Whanganui Basin 
(Chapter 6) indicate the need for their incorporation into the sediment budget models of the 
region. Our model indicates that soft-rock landslides contribute roughly 10±2% of the 
sediment export predicted by the NZeem suspended sediment load model for the region. In 
addition, studies of soft-rock landslides in the region have shown that while movement is 
often caused by storm events that induce landslide toe erosion or increased pore-water 
pressure, there can be a significant lag between when these storm events end and when these 
landslides stop moving at accelerated rates (Massey et al., 2016b; McColl et al., 2022; 
McSaveney and Massey, 2017). Consequently, these landslides may persist in delivering 
sediment even during baseflow periods, when other erosional sources are typically far less 
active. 

Due to the sizeable sediment contributions from these landslides, they may also represent an 
important opportunity to reduce sediment loads. Further work needs to be done to determine 
if human interventions can cost-effectively reduce the movement rates of these landslides, but 
attempting to reduce catchment sediment loads by reducing the inputs from soft-rock 
landslides does have some potential benefits. For example, reducing sediment contributions 
from many widely distributed sources, such as shallow landslides, or diffuse soil erosion 
processes like soil creep, requires broad cooperation across catchments and a large number of 
landowners. Conversely, reducing sediment contributions from a soft-rock landslide would 
require coordination among a much smaller group of landowners while potentially reducing 
sediment loads by a large amount. Additionally, stabilizing landslides is likely to be in the 
immediate financial interest of landowners, which may make them more willing to cooperate. 
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The role of soft-rock landslides in the long-term sediment dynamics of uplifting regions, the 
predisposition of many hillslopes to failure due to slope and bedding alignment, and the long-
term incision may make it challenging to stabilize these landslides. However, the results of 
our landslide occurrence and activity factor analyses (Chapters 4 & 6) provide us with 
information that will help us determine which interventions may be effective. These models 
indicate that high porewater pressures and toe erosion are the main drivers of destabilization, 
and interventions that seek to eliminate or reduce these factors may prove effective. This 
aligns with previous reports of other deep-seated landslide stabilization projects, which 
mainly attempt to route groundwater away from the landslide’s failure surface (Grosser et al., 
2020; Klimeš et al., 2012; Zapico et al., 2020). Additionally, the landslide monitoring 
framework described in Chapter 5 provides us with a methodology to triage the soft-rock 
landslides across a region to determine where conservation efforts should be targeted to 
reduce the most soft-rock landslide erosion as efficiently as possible. 



 

121 
 

Chapter 8 Conclusion 
 

8.1 Assessment of Objectives 
Overall, this thesis has completed the objectives it sought to achieve. The aim of this thesis 
was to expand our understanding of the factors controlling soft-rock landslide failure, 
develop new methodologies for monitoring these landslides, and determine the role that these 
landslides play in the sediment dynamics of the Whanganui Basin. I found that river incision 
and slope and bedding alignment were primary factors influencing slope instability and that 
toe erosion and porewater pressure are far more likely to destabilize soft-rock landslides than 
seismic factors. I also developed a reliable remote sensing framework for monitoring soft-
rock landslides, and I determined that roughly 10±2% of the sediment export within the basin 
is derived from soft-rock landslides. The results as they pertain to the specific objectives are: 

1. In Chapter 4, I improved upon previous mapping work done by GNS Science and 
mapped 871 landslides within the Whanganui Basin. Many of these landslides were 
not included in the previous landslide map of the area or had significantly altered 
extents. 

 

2. In Chapter 4, I found that river incision, low slopes, high slope and bedding 
alignment, and high annual rainfall were predictive of soft-rock landslide occurrence 
and, thus, are likely the key factors controlling landslide occurrence. 

 

3. In Chapter 5, I developed a time-series InSAR and time-series sPOT framework for 
soft-rock landslide monitoring that could identify activity with 92% accuracy and 
measure landslide velocities that averaged 2.05 m/yr with a mean absolute error of 
0.74 m/yr. 

 

4. In Chapter 6, I used the framework from Chapter 5 to identify 66 active soft-rock 
landslides in the Whanganui Basin and used a landslide susceptibility model to 
determine that high annual rainfall and the stream power index were the most 
predictive of activity. This suggests that high porewater pressure and toe erosion are 
likely the most influential sustaining factors for these landslides. 

 

5. In Chapter 6, I estimated the annual sediment budgets of the active soft-rock 
landslides in the region using site-specific width, depth, density, and velocity 
information to determine the total sediment export for these landslides. Overall, these 
landslides contribute 10±2% of the total basin sediment export, but this varies from 
2%±1% to 19%±3% by catchment. 
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I believe that this thesis contributes to our understanding of soft-rock landslides in New 
Zealand and globally and provides a series of methodologies that other scientists can use to 
detect and monitor slow-moving reliably on regional scales. 

8.2 General Findings 
Based on the work of Chapter 4, we determined that river incision and slope and bedding 
alignment were important factors influencing the stability of the soft-rock landslides within 
the Whanganui Basin, and that seismic shaking is likely not a dominant factor controlling 
landslide occurrence. This analysis was extended in Chapter 6 to show that toe erosion and 
high pore-water pressure are likely the dominant sustaining factors in the region. These 
relationships are similar to those found in the soft-rock landslides of California (Roering et 
al., 2015) and Italy (Borgatti et al., 2006; Peruccacci et al., 2012), but diverged from those of 
the deep-seated landslides in the Himalayas (Korup and Weidinger, 2011; Larsen et al., 2010; 
Larsen and Montgomery, 2012) and the South Island of New Zealand (Korup, 2006; Massey 
et al., 2018). Still, all studies do point to the important role that rock strength and river 
incision play in the generation of deep-seated landslides. 

One interesting similarity between studies in the Eel River catchment of California, USA 
(Handwerger et al., 2019b; Roering et al., 2015) and our study area is that both sites are 
closer to the soft-rock end of the deep-seated landslide continuum than to the hard-rock end 
and both show more heterogeneity in local threshold slope angles and a larger influence of 
rainfall as a sustaining factor. Thus, heterogeneity of slope threshold angles and the 
prevalence of rainfall as a sustaining factor may be a particularly pronounced in soft-rock 
landscapes. 

In addition to these scientific findings, this thesis also advances the techniques used to study 
large, slow-moving landslides. My InSAR and sPOT analyses in Chapter 5 demonstrate that 
we can combine these techniques with freely available data to efficiently monitor large slow-
moving landslides. Furthermore, I show that combining these data with a susceptibility factor 
analysis (Chapter 6) can lead to insights that might not be possible to uncover when 
performing susceptibility factor analyses with occurrence data alone. Consequently, it would 
be worth revisiting other prominent landslide occurrence factor analyses such as those 
performed in California, USA (Roering et al., 2015) and the Apennines, Italy (Guzzetti et al., 
2005; Peruccacci et al., 2012) to see if similar trends are found. 

Using the landslide sediment export analysis in Chapter 6, I was able to estimate that soft-
rock landslides contribute roughly 10±2% of total sediment being exported to catchments in 
the region. Since this a decent proportion of the total sediment, and because these landslides 
may be contributing proportionately more sediment during baseflow periods, it is worth 
investigating if interventions at these landslides could represent a cost-effective way to 
reduce sediment loads in local rivers. Additionally, the susceptibility factors influencing these 
landslides that were identified in the analyses of Chapters 4 and 6, namely the importance of 
river incision, toe erosion, and pore-water pressure, offer some guidance as to how these 
landslides could be controlled. Soft-rock landslides are often overlooked due to their slow 
movement rates, but I hope this thesis has shown that they are an important part of 
contemporary sediment dynamics and that there are reliable, efficient ways to monitor them. 
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8.3 Future Research 
While my thesis fulfilled the objectives it set out to, it also revealed new pathways for future 
research. The first set of new research avenues are those that improve upon the remote 
sensing methodologies I discussed within this thesis. In particular, the low correlation of 
InSAR data in natural settings was a significant impediment to the quality of the analysis. 
However, new satellites are being launched that may be able to overcome this limitation. As 
of mid-2022, the NASA-ISRO Synthetic Aperture Radar (NISAR) satellite has a planned 
launch year of 2023. This satellite has an L-band SAR sensor that is much more powerful and 
resilient to vegetation and deformation-related decorrelation than the C-band Sentinel-1 SAR 
data I used in this thesis. Using data from this satellite will likely improve many existing 
workflows and inspire the creation of many new methodologies. 

Similarly, sub-meter satellite-based SAR and optical imagery are now being routinely 
collected and are starting to become available to researchers. Since sPOT accuracy is directly 
controlled by the geolocation accuracy and resolution of the input imagery, this will greatly 
improve the accuracy of sPOT analyses. Due to these two advancements, we may soon have 
an overlap between the ranges of velocities that are detectable using InSAR and sPOT 
techniques. This will allow us to create a continuous portrait of land surface deformation 
from millimetres per year to tens of meters per year. As mentioned in the synthesis, machine 
learning computer vision techniques are continually improving, and in almost every case 
where adequate training data exist, these techniques have produced useful results. Since 
projects like this thesis are now generating the training data needed to create these models, 
we may soon be able to use these techniques to create automated workflows for identifying 
landslide activity. 

A consistent theme of my thesis is that seismic forces do not control the occurrence or 
activity of the landslides in the Whanganui Basin. However, research from the South Island 
of New Zealand has shown that large earthquakes (> Mw 7) can generate landslides like those 
found in the Whanganui Basin (Massey et al., 2018). A comparison study between the soft-
rock landslides caused by these earthquakes and those found within the Whanganui Basin 
would likely provide useful insights into the relationship between deep-seated landslide 
generation and factors like slope and bedding alignment, river incision, and earthquakes in 
New Zealand. Additionally, the role of earthquakes in the occurrence and activity of the 
Whanganui Basin soft-rock landslides may be difficult to discern because this region has not 
experienced many significant earthquakes (>Mw 7) in the historical era. However, dating 
some of these landslides and comparing these dates to the paleo-seismic record could provide 
a way to determine if earthquakes triggered these landslides during the pre-historic era. 
Additionally, the susceptibility factor analyses in Chapters 4 and 6 demonstrated that 
conducting landslide susceptibility analyses with active landslide data instead of landslide 
occurrence data produces insightful results. Conducting activity susceptibility factor analyses 
in more regions where soft-rock landslides occur could help us better discriminate between 
the factors that control long-term occurrence and the factors that influence contemporary 
activity. 
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The landslide sediment export analysis in Chapter 6 provided useful insights on the role of 
soft-rock landslides in the sediment dynamics of the Whanganui Basin but applying this 
model to larger regions would help us better understand the role these landslides play on a 
broader scale. The Whanganui Basin was selected for this thesis because of the large number 
of soft-rock landslides in the region, but what are the impacts of these landslides when they 
are less numerous? Additionally, it would be useful to conduct the same analysis over a larger 
number of years to determine how correlated sediment inputs from soft-rock landslides are to 
decadal flood and drought cycles. Also, the soft-rock landslide sediment budget component 
developed in Chapter 6 still needs to be incorporated into a sediment budget model 
framework that includes a broader range of sediment sources. Finally, more work needs to be 
done to determine if conservation efforts can reduce the sediment export from soft-rock 
landslides. It would be useful to determine if interventions such as river re-alignment and 
bank stabilization could stop the conveyor belt of toe erosion that, in many cases, leads to 
soft-rock landslide destabilization.  
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Appendix A: Open-Source Software Development 
 

In addition to the scientific analyses detailed in Chapters 4, 5 and 6, I also engaged in a 
variety of open-source scientific software development efforts throughout the course of my 
PhD. These contributions are difficult to highlight within the context of peer-reviewed 
scientific publications, so I have created this appendix to detail some of the open-source 
scientific software development contributions I have made as part of this project. The 
majority of these contributions were in the form of GitHub pull requests (PRs), which 
integrated software I developed into existing scientific computing libraries. 

My first major contribution was a bugfix to the main open-source InSAR processing 
program, the InSAR Scientific Computing Environment (ISCE2) (Rosen et al., 2015). My 
ISCE2 GitHub PR #110 fixed an “off-by-one” indexing error that caused InSAR jobs run for 
small areas to fail without clear error messaging. 

The second contribution I made was the creation of a set of routines that allowed InSAR 
produced using the Full Resolution InSAR using Generalized Eigenvectors (FRInGE) 
(Fattahi et al., 2019) software to be ingested into the Miami InSAR Time-series in Python 
(MintPy) (Yunjun et al., 2019) software package. This allowed scientists to perform InSAR 
time-series analyses in MintPy using FRInGE-processed data. This work is encapsulated 
within MintPy GitHub PR #327.  

The third contribution I made was similar to the previous contribution, but allowed InSAR 
products generated by the Alaska Satellite Facility’s (ASF’S) Hybrid Plugin Processing 
Pipeline (HyP3) (Hogenson et al., 2016) to be ingested into MintPy. This allowed scientists 
to perform InSAR time-series analyses in MintPy using HyP3 InSAR products. The 
processing of HyP3-generated InSAR products in MintPy to create time-series InSAR 
products is now a standard community workflow and it would not be possible without the 
additions I made to MintPy in MintPy GitHub PR #542. 

I also modernized the MintPy Docker container in order to run more efficiently without 
unnecessary packages and with faster build times. The Docker container I designed is the 
official MintPy docker container, and as of this writing, is the container being used to run test 
workflows for MintPy. In addition, this Docker container allows other scientists to install a 
stable version of MintPy with relatively low effort. This work is documented in MintPy 
GitHub PR #685. 

In collaboration with the Dr. Bekaert, the original author of the study describing the double-
difference filter (Bekaert et al., 2020), I also lead the implementation of the double-difference 
filter within MintPy (MintPy GitHub PR #552). I made many smaller contributions to 
MintPy as well, and the interested reader can find the full list of my authored PRs here. 

In addition to my contributions to large open-source software projects, I have also created 
some personal repositories that other scientists and organizations have found useful. As 
discussed in the software availability section of Chapter 5, Jupyter Notebooks documenting 
executable versions of my InSAR workflow are available in this repository, and Jupyter 

https://github.com/isce-framework/isce2/pull/110
https://github.com/insarlab/MintPy/pull/327
https://github.com/insarlab/MintPy/pull/542
https://github.com/insarlab/MintPy/pull/685
https://github.com/insarlab/MintPy/pull/685
https://github.com/insarlab/MintPy/pull/552
https://github.com/insarlab/MintPy/pulls?q=is%3Aclosed+is%3Apr+author%3AFORRESTFWILLIAMS
https://github.com/forrestfwilliams/hyp3_insar
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Notebooks containing my sPOT workflow are available in this repository. Finally, I also had 
the chance to work with InSAR data from the Unmanned Aerial Vehicle Synthetic Aperture 
Radar (UAVSAR) program during my PhD. In partnership with scientists at NASA’s Jet 
Propulsion Laboratory (JPL) I created this repository, which contains a Jupyter Notebook 
workflow for performing UAVSAR InSAR time-series analyses in MintPy. This workflow is 
now being used as a prototype for creating validation data for the upcoming NISAR SAR 
mission. 

  

https://github.com/forrestfwilliams/pixeloffset_mintpy
https://github.com/forrestfwilliams/UAVSAR_InSAR
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Appendix B: Statements of Contribution 
 

This appendix contains completed “Statement of Contribution” forms, which are required by 
Massey University for the three scientific manuscript chapters (4, 5, & 6) within this thesis. 
These forms are akin to “Authors’ Contributions” sections, which can be found in some 
scientific journal articles. 
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