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Abstract III 

ABSTRACT 

Dynamic l ight scattering (DLS) has recently been extended from a study of translational 
diffusion coefficients in dilute solution to a means of obtaining distributions in relaxation 
times over wide ranges of decay times. Many different data analysis algorithms have been 
developed to extract information on distribution functions (radius distribution, diffusion 
coefficient distribution, etc . )  from photon correlation functions. Obtaining these 
distribution solutions usually involves the inversion of the Laplace Transform, and this 
can lead to i l l -conditioned Fredholm integral equations of the first kind. These problems 
can be minimised by using an optimised time scale for the autocorrelation function. The 
need to handle such a dynamic range within one correlation function led to the 
development of the Multiple Tau Autocorrelator. 

This thesis describes the design and construction of a real time multiple tau autocorrelator 
and its application in DLS. 

An introduction to the theory of DLS is given. The theoretical background of the 
experiments is discussed and DLS techniques are reviewed. Particular emphasis is placed 
on experimental techniques and experimental data analysis procedures. The relationship 
among the intensity, amplitude, and photon count correlation functions are discussed. 

Data analysis methods based on obtain ing distributions in relaxation times over wide 
ranges of decay times are discussed. Different hardware corre lator system design 
techniques are reviewed. A correlator based on multiple tau techniques and symmetric 
normalisation is discussed. 

The advantages of using a multiple-instruction-multiple-data (MIMD) system to perform 
multiple tau autocorrelation is examined. The novel multiple digital s ignal processor 
(DSP) architecture for real time implementation of multiple tau autocorrelation is 
developed based on the task scheduling analysis, interconnection performance, and 
paral lel processing. Detai led explanations of the operation of the Motorola DSP5600 1 
digital signal processor are given, including architecture, addressing modes, instruction 
sets and peripheral access. 

The design and construction of the real time multiple tau autocorrelator is described. 
Detailed descriptions of hardware circuits and software are given. The correlator has 
proved satisfactory in i ts appl ications. The instrument can also works as spectrum 

analyser or other real time digital signal processing station. 



Abstract IV 

Two sets of experiments on ternary polymer solutions were carried out using the multiple 
tau correlator. The results of dynamic l ight scattering measurements are discussed within 
the broad framework of the Borsal i-Benmouna theory. Experimental data are analysed 
using the constrained regu larisation method. The interdiffusion coeffic ient and 
cooperative diffusion coefficient of PSIPMMNthiophenol and PSIPMMNtoluene system 

under "optical tracer" conditions are discussed, and the interesting features of polymer 
polymer interaction as the temperature is varied are also discussed. 

Advantages of a multiple tau correlator over a l inear correlator in the more complicated 
ternary polymer solution studies is demonstrated. 
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1 INTRODUCTION 

1.0 Background 

Dynamic l ight scattering (DLS) is an experimental technique commonly found in 
laboratories concerned with fundamental studies of macromolecular systems . The 
technique has the space and time resolution necessary for testing a variety of theoretical 
models of macromolecular solutions. 

Digital correlation techniques are widely used to extract spectral information from 
stochastic processes such as, for example, the analysis of very small frequency 
variations in the l ight scattered from dynamic systems (Berne and Pecora, 1 976), 
(Pecora, 1 985 ) .  In recent years, important advances have· occurred which have 
transformed the utili ty of the technique. 

While the general structure of digital correlators has not changed much, new ways have 
had to be found to evaluate correlation functions with a large spread of time scales. 
Many experiments involve stochastic processes with a frequency dynamic range of 
more than 1 010. In such dynamic l ight scattering experiments, one would l ike to resolve 
large ranges of coherence times (and hence of scattering particle size or diffusion 
constant) in a single measurement .  In addition, dynamic l ight scattering has recently 
been extended from a study of translational diffusion coefficients in dilute solution to a 
means of obtaining distributions in relaxation times over wide ranges of decay times 
(Brown, 1 993) .  

Many different data analysis algorithms have been developed to extract information on 
distribution functions (radius distribution, diffusion coefficient distribution, etc . )  from 
photon correlation functions (Johnsen, 1 988) .  Obtaining these distribution solutions 
usually involves the i nversion of a Laplace Transform, and this can lead to i l l
conditioned Fredholm integral equations of the first kind (Provencher, 1 982) . These 
problems can be minimised by using an optimised time scale for the autocorrelation 
function to ensure, first, that the initial part of the autocorrelation function is sampled at 
a sufficiently short sample time to provide the required high frequency response, and 
secondly, that the time scale extends far enough for the autocorrelation function to 
decay well into the noise level . 

The need to handle such a dynamic range within one correlation function led to the 
development of the Multiple Tau Correlation Technique (Schatzel ,  1 985) .  With a 
multiple tau correlator, it is possible to measure accurately autocorrelation functions 
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covering many decades, and it is also possible to use new data analysis methods to 
determine the distribution function A( T) of decay times T. 

The DLS group of the Physics Department at Massey University decided to investigate 
possible appl ications of modern computing and electronics to photon correlation 
spectroscopy by designing a new autocorrelator employing the multiple tau correlation 
technique to calculate the ful l  autocorrelation function in real time on a pseudo
logarithmic time scale. 

Real time implementation of the Multiple Tau Correlation Technique is an important 
requirement for the instrument not only because it speeds up data acquisition, but also 
because it permits monitoring of the data as they are col lected so that any data 
non stationarity can be readily detected. Real t ime correlation requi res successive input 
samples to be processed quickly in order to produce an output channel data stream. 

The real time hardware implementation of logarithmic time scale correlation can be 
expensive and complex. However recent developments in computer architectures have 

led to a new class of microprocessor, the digital s ignal processor (DSP). The high 
degree of paral lel ism of the DSP together with a hardware multiply-and-accumulate 
unit make it possible to calculate logarithmic time scale autocorrelation functions in real 
time. The very efficient hardware use of the Multiple Tau Correlation Technique 
enabled us to design a correlator as a kind of real t ime signal processing station. A 
logarithmic time scale can be achieved by increasing the sampling interval in proportion 
to the autocorrelation lag time. The overall signal processing speed can be enhanced by 
the use of multiple processors. 

However, particular problems l ike bias and unsatisfactory statistical accuracy typically 
arise at very large lag-times when the multiple tau technique is used. A new 
normalisation scheme has been developed which solves the accuracy problem and 
provides rel iable photon correlation data at large lag-times within significantly reduced 
total measurement times (Schatzel, Drewel, 1 988). 

This  thesis describes the design of a real t ime pseudo- logarithmic t ime scale 
autocorre lator employing the Multiple Tau Correlation Technique. Real t ime 
implementation of pseudo-logarithmic time scale autocorrelation algorithms using a 
multi-DSP system is investigated. The method is based on a parallel block processing 
approach ,  where continuously supplied input data are processed concurrently by being 
assigned to four digital signal processors in the system. This approach requires only a 
s imple in terconnection network, thereby s ignificantly reducing the number of 
communication l inks among the processors . In addition, various digital s ignal 
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processing algori thms can be implemented on the same multi-processor system by 
simple software changes. 

1 .1 Research Project 

The aim of the research presented in this thesis was to design and construct a real time 
pseudo-logarithmic time scale autocorrelator, and use the instrument to perform new 
measurements of dynamic properties of polymer solutions. 

The instrument was required to: 

( 1 )  work in a real time mode, 

(2) have a pseudo-logarithmic time scale, 

(3) have multi bit processing accuracy, and 

(4) be compatible with the existing apparatus. 

1 .2 Correlator Overv iew 

The system is based the use of the Motorola DSP5600 1 digital signal processor as the 
correlator processing unit .  Efforts were made to build a parallel processing system 
which took advantage of the dedicated paral lel architecture of the DSP5600 1 in order to 
optimise the util isation of hardware resources. 

The correlator is control led by a Macintosh IIvx computer. The user interface program 
was created using National Instruments LabVIEW-2 software. LabVIEW is an acronym 
for Laboratory Virtual Instruments Engineering Workbench. It is a data flow language, 
as distinct from control flow languages l ike FORTRAN or PASCAL. 

The correlator uses a multiple instruction multiple data (MIMD) multi-DSP paral lel 
processing system to real ise the multiple tau technique. The main features of the 
instrument are: 

(1) Pseudo-logarithmic time scale in real time 

(2) Simultaneous lag times 3 .2Ils . . .  2s with 24x24 bit processing 

(3) Symmetric normalisation with individual monitors 

(4) Interfaces to NuBus computer, or PC Bus computer by NATIONAL 
INSTRUMENTS DIO-24 interface boards 
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(5) Standard window real time display 

(6) Multiple working mode - autocorrelator, spectrum analyser or other real time 
digital signal processing station are selected simply by push button control 

(7) High-level language (Lab VIEW or C) used for control and analysis software 

1.3 Thesis Organisation 

This thesis is organised in the fol lowing sections. Chapter 2 reviews Dynamic Light 
Scattering theory and includes a review of the data analysis methods used in DLS 
experiments. Chapter 3 discusses the correlator system and photon correlation analysis 
techniques required to design a pseudo-logarithmic time scale autocorrelator. Chapter 4 
reviews autocorrelator design methods, this chapter also gives the detailed design of the 
autocorrelator and the whole structure of the correlator system. Detail s  of c ircuit  
operation are presented in Chapter 5 .  The correlator construction and testing are 
described in Chapter 6. Chapter 7 demonstrates the operation of the correlator in DLS 
experiments . Two different sets of experiments are discussed. Chapter 8 includes 
conclusions and suggestions for further work. Included in the appendices are the 
correlator specifications, the c ircuit diagrams and publications. 
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2 DYNAMIC LIGHT SCATTERIN G 

2.0 I ntro d u ction 

Dynamic light scattering technology is based on the high-speed processing of stochastic 
optical signals scattered from the polymer samples under study. There are two important 
technical aspects of DLS to be considered. First, there must be a correct relationship 
between the polymer samples and the scattered stochastic optical signal . Time dependent 
correlation functions provide a concise method for expressing the degree to which two 
dynamic properties are correlated over time, and this property makes the correlation 
function the most important mathematical tool avai lable in dynamic l ight  scattering 
experiments .  Secondly, the DLS data must be collected as precisely and as rapidly as 
possible. This second aspect is the major concern of this thesis. 

This chapter presents a brief review of DLS theory. After that, it will focus on the details 
of obtaining an estimate of the correlation data and on proper normalisation procedures. 

2 . 1  Dyna m i c  Laser L i g ht Scatter ing 

When l ight impinges on matter, the electric field of the l ight induces an oscil l ating 
polarisation of the electrons in the molecules. The molecules then serve as secondary 
sources of light and subsequently radiate (scatter) l ight. The frequency shifts, the angular 
distribution, the polarisation, and the intensity of the scattered light are determined by the 
size, shape, and molecular interactions in the scattering material . 

For visible l ight at room temperature T, the energy of a photon (given by the product of 
l ight frequency and Planck's constant) is significantly larger than kaT, (the average 
energy in a single degree of freedom of a physical system at thermal equil ibrium), where 
ka is the Boltzmann constant. This fact allows single photons of l ight to be detected with 

moderate effort. 

Thus from the light scattering characteristics of a given system it should be possible, with 
the aid of electrodynamics and the theory of time dependent statistical mechanics to obtain 
information about the structure and molecular dynamics of the scattering medium. These 
are the general principles of the dynamic light scattering experiment. 

A typical DLS system uses a single, moderately focused, l inearly polarised laser beam to 
i l luminate a number of scattering particles. The scattered light then enters a detector as 
shown in Figure 2 . 1 .  The signal analysis system could be either an autocorrelator or a 
spectrum analyser. 
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Several excellent collections of books and conference proceedings provide a detailed 
discussion of the field (Pusey and Vaughan, 1 975) ,  (Berne and Pecora, 1 976), 

(Degiorgio, Corti ,  1 980), and (Pecora, 1 985). This section presents an analysis of the 
system and a review the intensity statistics obtained in typical dynamic l ight scattering 
experiments. A purely classical treatment of electrodynamics is perfectly adequate for the 
purpose . 

The incident laser beam can be well described by the plane wave approximation 

(2. 1 )  

where ey is the unit vector in the direction of the polarisation (or electric field) vector; k 
denotes the magnitude of the propagation vector equal to 

2; , A and (j) are the wavelength 

and angular frequency of the incident laser light, and t is the time. 

The scattered l ight can be observed by a point detector placed in the (z, x) plane at a 
scattering angle 8 with respect to ez, where ez is the unit vector in the direction of beam 

propagation. For quasi-elastic l ight scattering, the magnitude of the final wave vector or 

the final propagation constant is given by k. 
This scattering process involves an initial wave vector 

k. = ke I Z 

and a final wave vector 

(2 .2) 

(2 .3)  
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From the scattering geometry shown in Figure 2 . 1 ,  we can obtain their difference, the 
scattering vector 

q = kj - kf (2 .4) 

with magnitude 

(2 .5)  

which may be varied between zero and 47r/ A by a proper choice of the scattering angle 8 .  

The l ight scattered by the single particle j can be characterised by a scattering amplitude hj 
and an optical phase detennined by the scalar product of particle position Xj and scattering 

vector q: 

(2.6) 
Assuming that the scattering process does not change the initial state of polarisation (or 
using a suitable polariser in front of detector), and omitting the vector character of the 
field as well as its explicit time dependence, the scattered light can be expressed as: 

(2 .7) 
The weak focusing of the i lluminating beam makes Eo (xj , Yj ) a weakly varying function 

of particle posit ion. The temporal behaviour of the complex ampli tude is clearly 
dominated by changes of the phase factor, and it is quite useful to absorb Eo ( xj , Yj ) into 

a new scattering amplitude 

(2.8) 
This scattering ampl itude aj now contains the whole geometry of the experiment, 
including the particle position Xj within the beam, as well as the beam power and the fonn 

factor, which describes the scattering of the particle j for a scattering vector q. 

To make a connection between molecular properties and l ight scattering measurements it 
is convenient to introduce the assumption that the light is scattered from particles and that 
the dielectric constant fluctuations are due solely to fluctuations in the number density of 
particles. For the N particle system, we need to sum the scattered amplitudes of all N 
particles in the measurement volume to obtain a complex amplitude 

N 
ut (q, t) = I.. aj (Xj )/qXj (2 .9) j= l 
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Note the implicit time-dependence of this amplitude due to motion of the particles, that is, 
the Xj are functions of time x/t) . After few assumptions (Berne and Pecora, 1 976) and 

the use of the complex temporal autocorrelation mathematics, we can determine the 
statistical properties of the complex amplitude u/q,t) as a function of time. 

Important results fol low: Not only does the complex ampl i tude u/q,t) yield Gaussian 

statistics if considered it at a single time, but also the two-time probabil i ty density yields 
joint Gaussian statistics. More importantly, the procedure just outlined can be continued 
to prove all higher-order statistics to be Gaussian . This scattering process thus engenders 
scattered l ight whose statistics are Gaussian. 

This property, the common occurrence of Gaussian statistics for the complex amplitude at 
the detector in l ight scattering experiments, underlines the great practical importance of 
autocorrelation measurements. The temporal autocorrelation 

(2 . 1 0) 

is the lowest-order t ime-dependent moment. Al l  higher-order moments may be 
decomposed into expressions involving just the temporal autocorrelation function G(1 ) (t) , 
also known as amplitude or first-order correlation. 

Because of these resul ts, we can focus our discussion on the intensity or second-order 
correlation, which is measurable experimentally, as wil l be shown in chapter 3 .  

(2 . 1 1 ) 

Such a moment is obtained by summing over al l possible distinct permutations of the 
amplitudes involved. Non-zero expectations are only obtained for pairs of ampli tudes, 
where the members of the pair are complex conjugate. The fol lowing very important 
result is obtained: 

G(2) (t) = (luf (0)12 )(Iuf (t)12 ) + (uf (O)uf (t)" )( uf (0)" uf (t») 

(2 . 1 2) 

which is the well known Siegert relation. It gives the relationship between the amplitude 
correlation, which is related to the physical attributes of the solution, and the intensity 
correlation function which can be measured in a photon correlation experiment. Hence the 
time dependence of the dielectric constant fluctuations can be studied by measuring the 
intensity autocorrelation function. 
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2.2 S i n g l e  Decay Rate System 

2.2.1 Intensity and amplitude autocorrelation function 
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The temporal first-order autocorrelation function for the case of non-interacting scattering 
particles undergoing their individual Brownian motion can be easily calculated. This is an 
adequate model for all suspensions at sufficient dilution. Brownian motion of a colloidal 
particle is driven by molecular coll isions. The random character of this driving force 
results in a highly irregular particle motion . The velocity autocorrelation of a Brownian 
particle decays on a time-scale of the order 

m pa2 t = -- = -

r 67rTJa 9TJ 
(2. 1 3 ) 

known as the hydrodynamic relaxation time (Pecora, 1 985) . Here m denotes the mass, a 
the radius, and p the density of the particle; TJ is the viscosity of the solvent. 

Usuall y  tr is much less than typical t ime scales accessed in photon correlation 

experiments. Hence we may expect particle displacements on our time-scale to be 
composed of very many independent small displacements. Application of the central limit 
theorem then predicts Gaussian statistics for each particle displacement &j with a second 

moment that increases linearly with time: 

(8xJ ) = 6Dt 

The proportionality factor is six times the particle diffusion coefficient: 

D = 
kBT 

67rTJa 

(2. 1 4) 

(2. 1 5 ) 

Treating the far-field complex amplitude as a sum over N single-particle contributions, the 
first-order or amplitude correlation function becomes 

(2 . 1 6) 

where we have used the different time-scales of the aj and the phase factors to separate 
their expectations, and the statistical independence of Xj and Xm for j not equal to m to 

el iminate non-diagonal terms in the double sum. The final expectation over the phase 
factor is then recognised as the spatial Fourier transform of the particle displacement 
&j{t) over a time interval t, which yields an autocorrelation function that is a Gaussian in 

q and a negative exponential in t. The corresponding normalised first-order correlation 
function reads (Berne and Pecora, 1 976) 
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(2 . 1 7) 

Using the Siegert relation, the second-order correlation of the spatially integrated intensity 
can be obtained 

(2 . 1 8 ) 

where f3 is intensity intercept. Equation (2. 1 8) can be rewritten as 

(2 . 1 9) 

where B is the basel ine. In normalised form 

(2 .20) 

The intensity correlation function can be estimated by performing a photon correlation 
experiment. The analysis in terms of a negative exponential readily yields the diffusion 
coefficient and hence the size of the col loidal particles. 

2.2.2 Data analysis of single decay rate system 

Eqn (2. 1 7) can be rewritten in a more general form to generally treat the data in terms of 
decay rates r 

(2.2 1 )  

then eqn (2. 1 9) becomes 

(2 .22) 

This relationship is fitted to the data to provide an estimate of the parameter of interest r. 
Basically this can be done in two different ways, either a l inear or a non-linear method, 
depending on whether the value of the basel ine is reliably known or not. 

If B is reliable and known with sufficient precision, then the simplest way to determine r 
is to transform the data into 

G2 (t) In(-- - 1) = In f3 - 2rt 
B 

(2.23) 

and to fit eqn (2 .23) as a linear function of t ,  with -2r the slope and Inf3 the intercept. 

This l inear method has the disadvantage that for values of G(2) (t) close to B ( ie .  for 
large t), G(2) (t)/B - I is very small ,  which greatly enhances the scatter of the data and 
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introduces some uncertainty in the values of the fitted parameters. Moreover, this 
procedure is very sensitive to the correct value of B. 

Better results can be obtained with a non-l inear method, where an initial guess for the 
parameter r is introduced and its value corrected in successive iterations until the desired 
precision is reached. In this procedure all the three parameters r, f3, and B are determined 
by the fit, and no assumption is made about the baseline (Rektorys, 1 976), (Press, 1 986). 

Once the results of the fit are obtained, the goodness of fit has to be analysed. Most 
descriptive for this purpose is a distribution of residuals, 

(2 .24) 

where f(t) = B( 1 + f3lg(I ) (t)n are the calculated values of the correlation function. 

2.3 M u lti-decay System 

2.3.1 I ntensity and amplitude autocorrelation function 

The problem of analysing multiexponential autocorrelation functions has existed from the 
early days of dynamic l ight scattering and over the past 20 years many analytical 
procedures have been reported (Brown, 1 993). Multiexponential autocorrelation functions 
are observed under various circumstances. Examples include mixtures of particles or 
polymers of different sizes (known as polydisperse systems), distributions of particle 
sizes, and combinations of various diffusion processes, relaxation mechan isms and 
internal modes of polymers. 

Also the occurrence of particle interactions and internal modes of motion (as in flexible 
macromolecules) result in a broadened distribution of decay times similar to that for a 
polydisperse sample .  An extreme example i s  represented by col loidal systems 
approaching a glass transition, where decay times may be spread over many decades 
(Brown and Fundin, 1 99 1 ) . 

For particles of different sizes, we must average over the particle sizes. Note that the 
scattering amplitude factors aj depend strongly on particle size and act as weights in the 

averaging procedure. 

As shown above, the intensity correlation functions obtained from diffusing particles 

typically show exponential relaxation, where the decay times may be distributed over a 
considerable time range. If there are several decay times 'ti, ie. decay rates ri, present in 
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the system under investigation, then the field correlation function g{ l l (t) i s  the weighted 

sum of the individual contributions: 

(2 .25) 

where W i  is the amplitude corresponding to the decay rate rio For many decay processes, 

the summation in eqn (2.25) can be replaced by an integral, leading to the expression 

(2 .26) 

where w(n is a continuous distribution function of decay rates r (inverse decay times) . 
We thus see that g{ l l (t )  and wen are related by a Laplace transformation. That means that 

the analysis of autocorrelation data obtained from polydisperse samples typically requires 
an inverse Laplace transform of the first-order autocorrelation function. 

The quanti ty really measured in an autocorrelation experiment is the in tensity 
autocorrelation function G(2) (t) , which is related to G{I ) (t) by eqn (2. 1 2) above, then the 

normalised field correlation g{ l l (t )  can be obtained. 

2.3.2 Data analysis of multi decay rate systems 

Most inversion programs are based on an estimate of g(1 l (t) such as 

(2.27) 

in order to obtain w(r) directly. From eqn (2 .26-27), the distribution function of decay 
times w(n is obtained from the measured intensity correlation function G{2 l (t ) by an 

inverse Laplace transformation. 

This is a special kind of a more general integral transformation 

G(r) = f K(r, s )A(s )ds (2.28) 

called the Fredholm integral of the first kind (Provencher, 1 982) .  G(r) is the variable 
accessible experimental ly and A (s)  is a function characteristic for the system under 
i n ves t igat i on ,  K ( r , s )  is specific for the experimental method, in our case 
K(r, s )  = e- ''< = e- rt , and r = t, s = r. It is well known that the inversion of eqn (2.26) is 

i I I -conditioned (Provencher, 1 982a). This means that the solution to eqn (2.26) is unique 
only in the theoretical case when no noise is present in the data and no rounding errors 
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occur in the computation of the Laplace inversion. But in practice, measurements are 
noisy and rounding errors do occur. Thus an absolute answer cannot be extracted from 
the data and alternative methods must be used to obtain a good estimate. 

In the case of DLS, some reasonable constraints can normally be applied to wen in order 
to find a solution closely approximating to the true one (Johnsen, 1 988), (Brown, 1 993). 

One popularly used method is "parsimony regularisation" .  The principle of parsimony 
dictates that the simplest of all possible solutions compatible with the data be taken. Such 

a solution does not necessari ly have all the detai ls of the true solution, but it does fit the 
data and is less likely to have artificial components. 

Parsimony and the Tikhonov's regu larisation method have been used by Provencher 
(Provencher, 1 982b) to produce the wel l-known and widely used program package 
CONTIN. 

2.3.3 CONTIN 

Most experiments i n  the natural sciences are indirect. That is the observed data Yk are 
related to the desired function of vector x by operators Ok. 

k = I , . . .  , Ny (2.29) 

where the Ck are unknown noise components. One is then faced with the problem of 
estimating x from the noisy measurements Yk. 

Many different algorithms have been used to extract x information from eqn (2.29), 
ranging from simple cumulants to constrained regularisation methods such as CONTIN. 

CONTIN is a general purpose program using a regularisation parsimony method for 
automatical ly inverting noisy l inear algebraic and integral equations. This method has 
been encoded in a very popular and widely used program package by Provencher 
(Provencher, 1 984) . 

CONTIN can handle cases where the equations are i l l  conditioned, this includes 
Fredholm integral equations of the first kind: 

b NL Yk "" f K(g, tk )s(g)dg +  L�iLi ( tk )  
a i=l k = 1 ,  . . .  , Ny (2.30) 

where the function K(g, t) and the values of the independent variable tk are known, and 
s(g) is to be estimated. The extra optional sum over the known Li(t) and NL unknown �i 
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permits, for example, a constant background term Pi, to be included by  setting NL= I and 

all the Ll (t) = I .  

In the photon count autocorrelation experiment, eqn (2.30) becomes 

(2 .3 1 ) 

The first step in solving eqn (2.30) is to convert it into a set of linear algebraic equations. 
CONTIN can automatically do this by numerical integration of eqn (2.32), 

N, NL Yk <::: I cmK(gm , tk )s(gm ) +  IpiLi ( tk ) k = 1 ,  . . .  , Ny (2.32) m= l  i= l 
where em are the weights of the quadrature formula. The solution, s(g), is then determined 
at the Ng grid points gm. 

Solving eqn (2 .29-30) is general ly an i l l  posed problem, this means that even for 
arbitrarily small noise levels in the Yk. there still exists a large set of solutions s(g) that all 
fit the Yk in eqn (2.29-30) to within the noise level. 

For example eqn (2.32) can be rewritten as 

N. Yk <::: I AkjXj j=l (2 .33) 

then one member of solution s(g) can be the ordinary least squares of eqn (2.33), ie . ,  the 
set of Xj that satisfies 

(2.34) 

where the W k  are optional weights that can be assigned. But it is extremely unl ikely that 

this solution will be close to the true solution. 

CONTIN computes a constrained regularised solution, which is the set of Xj that 

satisfying 

(2 .35) 

subject to the constraints in 
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N, I., Dijxj � d; .  
j= i  

N, I., Eijxj = e; .  
j= i  

15  

l = 1 • . . . •  Nineq • (2 .36) 

I = 1 • . . . • Neq • (2 .37) 

where the arrays D. E. d. and e can be specified by the user. these options allow user to 
use a priori knowledge by imposing l inear inequal i ty and equal ity constraints on the 
solution Xj. for example. to constrain the solution to be nonnegative. 

The second term on the left of eqn (2.35) is called the regularizor. Its form is determined 
by specifying the arrays r and R .  its strength is determined by specifying a. the 
regularisation parameter. The regularizor penal ises a solution for deviations from 
behaviour expected on the basis of statistical a priori knowledge or on the basis of the 
principle of parsimony. CONTIN generally presents a progression of solutions with 
increasing a. Once the regularizor and constraints are specified. CaNTIN finds the 
unique solution to eqn (2.35) . 

CONTIN first computes a Reference Solution with a = O. which provides the globally 
optimal non-negative exponential fit. The Fisher F-test is used to calculate the probability 
of rejecting the penal ised solution . The solution which best corresponds to this F-test is 
called the chosen solution . 

The avai labi l i ty of correlation data over a large range of lag times i s  an important 
prerequisite to obtain an accurate solution using CaNTIN. It is important to measure at 
large enough tk such that the correlation data have decayed well into the noise. since some 

slowly decaying components could otherwise be taken as part of the background and vice 
versa. Also. it is important to measure at small enough tk to sample the ini ti al rapidly 

decaying part of the correlation data finely enough. The best way to satisfy these demands 
is to sample data in a logarithmic time space. increasing the time spacing of the later 
correlation data - that implies a logarithmic time scale autocorrelation function. 

2.4 Power S pectr u m  and Autocorre l ation Fu nction 

The scattered l ight from DLS can be analysed not only in time domain using the 
autocorrelation techniques but also in the frequency domain using power spectrum 
techn iques (Chu. 1 974). According to the Wiener-Khintchine theorem. the power 
spectrum Sj (m) of the photocurrent density and the photon current density correlation 
function Rj (r) at one point of the photocathode surface are related through the equations: 

Rj (r) = U(t + r)j(t)) = f. Sj (m)cosondm (2 .38) 
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1 S-S . (m) = - RJ. (r)cos mrdr 
J 2rr -

1 6  

(2.39) 

which means the power spectral density is the time Fourier transform of the photon 
current density correlation function (where j(t) is the photocurrent density). 

And 

(2 .40) 

where e is the electronic charge. If g(I ) (r) has a single decay, then using the Siegert 

relation, the power spectrum can be shown to be given by 

2r 

Sj (m) = _1 eU) + U)28(m) + U)2 2 ( )2 2rr m + 2r 
(2.4 1 ) 

and the "l ight beating" power spectrum is a Lorentzian of half width I:1ml/2 = 2r, centred 

at 0) = o. 

The analysis demonstrates that photon count spectroscopy is capable of measuring the 
decay time r from either the autocorrelation function or the power spectrum, especially 

when there is only one decay r. In practice, photon count spectroscopy spectrum 
analysis becomes too complex whenever there is more than one decay. S ignal correlation 
is a much more efficient way of obtaining the desired information since the rate of data 
collection with a correlator is faster than that of data collection with a spectrum analyser. 
A correlator utilises virtually every photocount to compute the time dependent correlation 
function. 
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3 CORRELATOR DESIGN 1 - CORRELATOR MODEL 

1 7  

Two important technical aspects of the DLS experiment were mentioned in chapter 2. 
The first aspect - establishing the correct relationship between the polymer sample and 
the scattered stochastic optical signal was discussed in chapter 2. The second aspect, the 
application of technology to high speed data collection and processing, will be discussed 
more detail in this and subsequent chapters. This is the major part of the thesis. 

This chapter wi l l  review a theoretical basis for photon correlation, and then it wil l  
discuss how to use the digital correlator to real ise a correct photon correlation function. 
The effect of noise on photon correlation techniques will also be considered. After that 
the digital correlator system will be discussed, and the correlator model used to design 
the digital correlator will be established. These considerations formulate the basis for the 
correlator design. Chapters 4, 5, and 6 wil l  give more detail about the design, 
manufacture and testing of the correlator system. 

3.0 Introduction 

As mentioned in chapter 2, the intensity autocorrelation function can be obtained from 

experiment, and can be used to calculate the decay information of the polymer system. 

This chapter wi ll introduce the signal analysis system for the l ight scattering experiment. 
Normally the intensity correlation function is not be obtained directly from experiment, 
rather the photon correlation function is determined. The relationship between the 
photon correlation function and the intensity correlation function will be established. 
The photon correlation function can be determined experimental ly using a digital 
correlator. Finally the design of a digital correlator able to measure the photon 
correlation function as precisely as possible will be discussed. 

3.1  Single Photon Cou nting System 

The scattered l ight must be converted into data appropriate for processing in a digital 
electronic instrument. This can be achieved using photon counting. The photon count is 
obtained from a l ight detector with single photon detection capabi lity. A single photon 
absorption event typical ly leads to the separation of a single pair of charge carriers. 
However, the charge of a single electron is much less than the detection l imit of 
common electronic devices, hence the need for an extremely sensitive amplification 
mechanism - the photomultiplier tube. 

In the photomultiplier tube, the single photo-electron is accelerated by a suitably 
arranged electric field and hits a dynode. Several secondary electrons are emitted from 
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the dynode on  absorption of the primary electron . After several similar dynodes, a 
sizeable current pulse reaches the final anode. A resistor in the anode l ine converts the 
current pulse into a voltage pulse. These voltage pulses are processed by a preamplifier 
and discriminator which, in our experiment, produces a single TTL level pulse of 25ns 
duration for each detected photon. 

If the optical s ignal to be analysed is so intense that many photons are absorbed within 
the response time of the photomultiplier, photon counting is not possible and the output 
electric current can be considered as an analog signal proportional to the intensity of the 
l ight beam. 

In the light scattering experiment considered at here, the optical signal is so weak that i t  
is very unl ikely for more than one photon to be detected within the response time of the 
photomultiplier tube. The resulting output consists of a random train of pulses. Samples 
of duration !:l.T are obtained by integrating all the incoming pulses over the time interval 
!:l.T, using specially designed counters. 

At the end of each sample time, determined by the sample time clock (STC), the data 
recorded in the counter are transferred to the subsequent processing instrument, and the 
counter is reset for the next sample. In this method the incident data are all treated 
identically, and the samples are non-overlapping and hence i ndependent. Poisson 
statistics are obeyed for the number of photon detection pulses. This process can be 
cycled repetitively until enough samples have been taken to give an adequate estimate of 
the desired information. Based on this analysis, the counter system model shown in  
Figure 3 . 1 was used to  obtain the data. 

I PMT I I Counter I 
� JL Data 

Photon TTL pulse 1 Processing 
Unit 

I STC J 
Figure 3.1 The counter system 

There is a practical problem which should be noted in this photon counting system. All 
real devices have a fin i te temporal resolution . This may be formally described by a 
suitable counting dead-time model. In real time processing, the counter is inactive while 
the counter data are transferred to the processing unit and the counter is reset. This 
introduces a counting dead time td after every counting process, so some pulses are lost 

which gives rise to an error (which can be expressed as follows) 
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Error = [ counting dead time / sampling time ] 1 00% (3. 1 ) 

Such a counter system approaches a finite maximum count rate as the sampling rate is 
raised to very high levels. The practical counter system used in this thesis employs a 
zero counting dead time technique which reduces the dead time error. This system will 
be discussed in more detail in chapter 4. 

3.2 Photon Correlation 

The digital data which can be directly processed by a digital electronic system can be 
obtained using this kind of photomultiplier and counter system. The intensity statistics 
obtained in dynamic l ight scattering experiments have already been established in 
chapter 2 .  The connection between time averaged intensities and photon counting 
statistics will now be considered. 

3.2.1 Equivalence of photon correlation and intensity correlation 

Photon counting is the recording of the number of detected photons in regularly spaced 
time intervals as shown in Figure 3 .2. 

Input 
pulses 

Counter 
reading 

nj 

Figure 3.2 Photon counting 

Assume nj is the number of photon detection pulses counted during a particular 
sampling time interval jt.T, and that such an ordered sequence of random variables nj is 

a real isation of a stochastic process. Then 

(3.2) 

is known as the autocorrelation of the stochastic process, or the photon correlation 
function. 
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Each photon detection event is essentially independent of all the others so pulse arrival 
times are expected to be completely random. Hence the number of photon detection 
pulses counted during some finite sample time interval t1T is expected to be governed 
by Poisson statistics. If / denotes intensity (expressed as the number of photons reaching 
the detector in unit time) and p is the quantum efficiency of the detector, then the mean 
number of detect pulses per sample time t1T is simply 

(n) = J1 = p//j,T (3 .3) 

The mean is given by the time integral of the intensity over the sample time interval : 

(3.4) 

Hence using basic statistical theory, and assuming stationarity for /(t) (Berne and 
Pecora, 1 976): 

(n .n ·_k ) = 8kO (J1 · ) + (J1 ·J1 -k ) 1 1  n l p.  1 1  P. (3.5) 

where ( . . .  ) p. denotes averages over intensity statistics and ( . . .  ) n is averages over photon 

statist ics. 8kO (J1j ) p. vanishes for non-zero k. Eqn (3 . 5 )  is an expression of the 

equivalence of photon correlation and intensity correlation. This connection between 
time-averaged intensities and photon counting statistics is a most important rule of light 
scattering. 

This equality is the very basis of the photon correlation technique. It makes it possible 
to analysis the intensity correlation function by means of the measured photon count 
correlation function. 

3.2.2 Linear photon correlation function 

In a DLS experiment, the photon correlation function Gn (k) is not obtained directly .  

Instead a finite number of samples M of photon count are obtained over some finite total 
measurement time Tm = M/j,T .  The most common algorithm used to calculate the real-

time correlation function yields a photon correlation estimator 

1 M 
G (k) = - � n .n . k , 

M £- 1 1 -j= 1  
(3.6) 

at a lag time kt1T. The subscript 'e' is used to denote estimators . G,(k) constitutes an 
unbiased estimator for the photon correlation function Gn(k) .  The expectation of G,(k) 

IS ,  
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(3.7) 

No measurement wil l  yield estimator data G, (k) exactly equal to Gn (k) ,  there will 
always be some statistical error G, (k) - Gn (k) (Schatzel, 1 990). However, at small lag 

times, M has almost always to be a very large number ( 1 06 or more) in order to obtain 
sufficient averaging over photon counting noise. 

3.2.3 Correia tor accuracy and correlation function normalisation 

The modern inversion programs (CONTIN or maximum entropy analysis) for the 
analysis of measured correlation functions require precise noise estimates in order to 
achieve optimum performance, so a more extensive treatment of noise on photon 
correlation data is needed. 

There are two types of noise, due to photon detection as well as classical i ntensity 
statistics, and both types of noise must be considered. Detailed analysis of a noise model 
(Schatzel, 1 990) reveals that at small count rates, photon noise dominates experiment, as 
count rates increase, both the photon detection noise and classical intensity noise 
decrease. At high input count rates, classical intensity fluctuations noise dominates over 
photon noise, noise on measured photon correlation functions is largely due to classical 
intensity fluctuations noise. 

One way to reduce the noise is to use baseline subtraction techniques as used i n  
autocorrelation function normalisation. This allows a partial cancellation of  count rate 
fluctuation effects i n  the unnormalised correlation estimator and the count rate 
estimator. If the shape rather than the absolute magnitude of an autocorrelation function 
is of interest (Oliver, 1 979), then the normalised photon autocorrelation function can be 
used to produce noise cancel lation. In section 3 .3 ,  we will discuss more about noise 
reduction . 

For photon correlation, nj and nj-k approach statistical independence for large values of 

k. Consequently the autocorrelation wi l l  approach (nj )2 for large values of k .  This 

asymptotic value of the autocorrelation can be used as its baseline, and the normalised 
correlation function is obtained by baseline subtraction and division as follows 

(3.8) 

The normal ised autocorrelation function wil l  decay to zero for large values of k, 
corresponding to large temporal displacements. 
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The lag time is 

r = kilT 

where t1T is the sampling time, the time used to obtain the nj. 

22 

(3.9) 

Unfortunately, (nj ) 2 is generally unknown, and therefore a measured value has to be 

introduced as a best estimate for this expectation . Various schemes have been devised 
for basel ine estimation. The most common involve the use of "far point channels" 
(measured correlation data at some large lag-time values), or "monitor channels" 
(special counters which measure the average count rate n), where 

I M n = -I,nj 
M j= 1  

(3. 1 0) 

In the monitor channel method, the correlator must provide a count rate estimator n, 
measured simultaneously with the correlation data, which is used to keep track of all 
incoming input samples for the complete experimental duration and thus gives an 
estimate of the expectation <n>. The square of this estimator is commonly used to 
estimate the baseline. Normal isation is then carried out using 

g(k) = G(k) - n2 

n2 (3. 1 1  ) 

where g(k) is the normalised raw correlation function, G(k) = MGe(k) are the raw 

correlation channel data. 

It is common practice to implement such a monitor channel within digital correlators 
and use it for normalising the correlation function. 

3.2.4 General correIa tor model 

The general model used for the design of correlator hardware is shown in Figure 3 .3 .  A 
non-zero sampling time for sampling the direct and delayed input sC:lmples has to be 
used, and the traditional correlator design introduces lag times that are separated by one 
sampling time interval each, thus the lag time for channel i is 

tj = i ·  IlT (3. 1 2) 

where L1T is the (adjustable) sampling time. To implement the algorithm implied by 
eqn (3 . 1 1 )  with a correlator, the correlator hardware must perform four basic tasks: ( 1 )  
count input pulses over sampling intervals spaced on some grid defined by a sample 
time t1T; (2) delay these counts for some lag time kt1T; (3) multiply current input counts 
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with the delayed counts; (4) accumulate these products ; that is, calculate their sum. One 

accumulation must be performed during each sample time for each channel for real time 
implementation of the autocorrelation function. Such a correlator may be cal led a l inear 
correlator, as the lag time increases l inearly with the correlation channel number. 

I Counter I n t I I I- I 
( )  

Multipl ier 

Accumulater 

Delay 

n(t) / n(t-L\T) I n(t-2�T)/ n(t-3�T) I n(t-4�T) I 

, , r H 

" r 

D 
Ch.O Ch. l 

Channel 0: 

Channel l :  

Channel 2 :  

Channel 3 :  

Channel 4 :  

,r r u ,r , , r 

, r , r , r 

D 
Ch.2 Ch.3 Ch.4 

G(O) = I, net) net) 

G( I�T) = I, net) n(t-�T) 

G(MT) = I, net) n(t-2�T) 

G(3�T) = I, net) n(t-3�T) 

G(4�T) = I, net) n(t-4�T) 

Figure 3.3 Autocorrelator model 

Obviously  the lag t ime range of a l inear correlator is l imited by the number of 
correlation channels used. This is not a problem for appl ications where the correlation 
function consists of a single exponential . However processes exist which have important 
spectral information in a lag t ime range of 1 :  1 0 1 0. To obtain rel iable t ime discrete 
correlation functions for such processes, a l inear correlator would need to have at least 
1 0 1 0 channels to maintain resolution. Cost and size l imitations would make such a 
device unreal isable with present day electronics. 
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3.3 M u ltiple Sample Times Correlation Function 

3.3.1 Correlation at multiple sample times 

It was noted in chapter 2 that it was the i l l -posed nature of the Laplace inversion 
problem together with a growing interest in samples of strongly interacting Brownian 
particles which motivated a desire for correlators with logarithmically spaced lag times. 
Analysis of the problem shows that a correlogram obtained with channels spaced 
logarithmically in lag time wil l be able to produce better inversion results (Provencher, 
1 982), (Schatzel ,  1 988) .  Also, channels spaced logarithmically in lag time can cover 
extremely large lag time ranges in one single experiment. This feature is often necessary 
for the analysis of strongly in teracting col lo ids such as d ispersions at h igh 
concentration. 

Hence the ideal correlator should provide something l ike a logarithmic spacing of lag 
times in order to cover a large lag-time range with a reasonably smal l number of 
channels. In this section, we wi l l  discuss the possibil ity of using this mUltiple sample 
time correlation function. 

Practical problems arise while using a logarithmic time scale correlator. Such a 
sampling scheme results in some correlation channels with very small sampling times 
as well as some correlation channels with much larger sampling time, and thi s  may very 
well lead to distortion of the correlation function. This effect is cal led triangular 
distortion. 

For photon counting events, a Poisson distribution is expected for the pulse counts ni 

with a mean value given by the classical l ight intensity I(t) integrated over the particular 
sample time interval i under consideration, as shown in eqn (3 .4), which is rewritten 
here taking p = 1 

l1i = IjtJ.T I(t)dt (j- I )tJ.T i = 1 , 2 , 3 , . . . . (3. 1 3) 

A calculation proves that the expectation value given in eqn (3 .7) essentially equals the 
corresponding intensity correlation function for all non zero k (Schatzel, 1 988). 

(3. 1 4) 

Eqn (3 . 1 4) has two results under two different conditions. 

1 .  Case A, small sample time. 
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The sample time !1T is constant and well below the time scale of typical fluctuations in 
/(t) (that is, the coherence time te) , then the triangular effect in the final expression of 

egn (3 . 1 4) may be ignored, and one obtains the relation 

(3. 1 5) 

2. Case B ,  multiple sample time 

The sample time !1T increases with lag time, so some sample times are comparable with 
te, then the triangular effect as given in egn (3 . 1 4f must be taken into account, which 

wi l l  lead to sl ight �istortions of the measured photon correlation function, as the 
fol lowing shows. 

Considering a correlation function with one negative exponential and time constant r, 
the normal ised intensity correlation function is 

(2) (k) = 
(I(O)/(k)) - 1 = /3e-2rk g 

(/(0))2 

then the triangular effect in egn (3. 1 4) wil l be 

gn (k) = /3!1T-2 f':/-2r(MT+I) ( !1T - ltDdt 
= /3!1T-2 (2rr2 [ 2 cosh(2r!1T) - 2 ]e-2rMT 

Series expansion for small r!1T yields 

(3 . 1 6) 

(3 . 1 7) 

(3 . 1 8) 

Then the deviation between gn (k) and g(2 )  (k) caused by the triangular effect can be 

calculated as (Schatzel, 1 990) 

(3 . 1 9) 

Which increases with !1T  at smal l values of the sampling time until it reaches a 
maximum of 

(3 .20) 

at 

kr!1T = 1 (3 .2 1 )  
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then eqn (3 .20) becomes 

(3 .22) 

For larger sampl ing times I1T the decay of the exponential wi l l  quickly reduce the 
absolute amount of distortion. 

Eqn (3.20 - 22) show that the triangular effect can be reduced below given limit by 
keeping r I1T sufficiently smal l .  For example if we choose r I1T = 1 18, this triangular 
effect is less than 1 0-3 and is certain to be covered by noise in almost any application, 
which means if k � 8, then the triangular effect can be neglected. 

In conclusion, triangular effect due to a finite sample t ime leads to a small increase in  
measured photon correlation data. This increase i s  a constant factor for a given sample 
time in the case of a single exponential normalised correlation function . The factor is 
very close to unity for sample times significantly less than the decay time (for example 
by a factor of 8) .  For the more complicated case of multi component correlation 
functions and/or multiple sample-time data, triangular averaging errors may be kept 
negligibly smal l by restricting oneself to the use of lag times considerably larger than 
the sample time, for example kI1T/I1T � 8. 

Triangular distortion sets some l imit to the accuracy one can obtain using the multiple 
sample t ime correlation algorithm. Such distortion is systematic, and does not depend 
on anything other than the shape of the theoretical correlation function, and the 
sampling times used. So for a given shape, "triangular effect distortion", can easily be 
predicted and is typically quite smal l .  If a measured correlation function is obtaine� 
with absolute noise contribution much smaller than the triangular distortion (and only 
under these c ircumstances does such distortion becomes visible), the correlation 
function is already precise enough to use it for estimating distortions (as they only 
depend on shape and sampling time) and account for them. It is always possible to 
compute the effective contribution of triangular distortion on the correlation function 
and correct for it. One can directly use this measured correlation function to compute 
the distortion with high accuracy and simply subtract it from the measured correlation 
function. 

3.3.2 Symmetric normalisation and noise reduction 

Standard normalisation includes baseline subtraction and division by the square of the 
count rate estimator n2 . In a multiple sample time correlator, this normal isation 
procedure leads to some problems, because the total number of samples M may not be a 
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very large number at large lag times. The accuracy of the correlation baseline estimate 
decreases with increasing sampling time. 

The total number of samples taken during an experiment must always be a very large 
number (some 1 06 or more) in order to obtain sufficient averaging over photon-counting 
noise. Therefore if the sample time t::.T is small , the time displacement between the first 
correlation channel and another ( tj - tl ) is much smaller than the total duration of the 

experiment ( 1  06 ·t::.T ) . In this case n2 is a good estimate of the baseline for all correlation 
channels. 

However if the sample time were increased in the same experiment, the number of 
samples taken might only be of the order of 1 02 for larger sample times, and the total 
measurement duration would not exceed the largest lag time by orders of magni tude. 
The time displacement of these sampling times would contribute significantly if n2 were 

used for normalisation. This time displacement leads to an increasing variance for the 
large sampling time region of the normalised correlation function caused by fluctuations 
of the boundary terms in the correlation estimator (Schatzel ,  1 988) ,  so particular care is 
required to reduce this estimator variance during the necessary normalisation of the raw 
data. 

For the multiple sample time correlator system, it is more efficient to use symmetrical 
normali sation to cancellate all boundary contribution so to reduce estimator noise 
(Schatzel ,  1 988) .  In this normalisation method, a symmetrical basel ine estimator neOnek 

is used for the baseline subtraction, where n.o is the standard moni tor channel ,  

(3.23) 

and n,k is a monitor channel for an individual correlation channel 

(3.24) 

then the normalised autocorrelation function obtained from symmetric normalisation is 
given by 

l,ym)
(k) = G(k) - n.On'k (3 .25) 

n,on.k 

Where l,·\m ) (k) is the symmetrical ly normalised raw correlation function. 
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As the sample time increases, there is a proportional increase in the mean number of 
photons counted per sample time period. This reduces the photon noise contributions to 
the estimator (Schatzel ,  1 990) . At lag times well beyond the time scale of the fastest 
intensity fluctuations, the sample time is long enough to provide efficient averaging over 
these fluctuations, and so reduce the classical intensity noise. 

In conclusion, the use of increasing sample times together with the symmetric 
normalisation scheme can lead to greatly enhanced signal to noise ratio. 

3.4 M u ltiple Tau Techniques 

There are several operating principles required to implement a model of an 
autocorrelator in hardware. The model of a typical l inear time scale autocorrelator was 
given in section 3 .2 .4. 

A non-zero sampling time for sampl ing the direct and delayed input samples is used in 
the correlator, and the correlator design simply introduces lag times that are separated 
by one sampling time interval each. The lag time increases l inearly with the correlation 
channel number, as shown in Figure 3 .4 . 
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Figure 3.4 Linear time scale, step height is the lag time kl1T 
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In a multiple sample time correlator, the sampl ing time is no longer constant, but rather 
increases with the lag time . A multiple sample time scale correlator increases the 
temporal dynamic range of a correlator without increasing the number of correlation 
channels. This restricts the actual calculation of the sums of products to certain lag 
times only. 

A logarithmic time scale distribution is a natural distribution scheme for these lag times. 
The lag times follow 

Ie. tl  = !:IT 

t2 = k!:lT 

t3 = k2!:lT 

(3 .26) 

(3.27) 

where k is the delay factor and remains constant over the complete lag time range. 

The correlator samples with a constant sampling time !:IT at logarithmically increasing 
lag t imes ti, leaving logarithmic increasing gaps of lag times. Within such gaps the 
correlator does not calculate the correlation function and these gaps can be considered 
as delay times. 

From egn (3 .27), the number of correlation channels needed to cover a given lag time 
range is now a function of the delay factor and may easily be computed as 

'f log max 

N - 1  = !:IT 
logk 

(3.28) 

which leads to values of about 240 correlation channels for a temporal dynamic range of 
1 :  1 0 10  and a delay factor of 1 . 1 .  

The major feature of an logarithmic delay correlator is, that not al l possible products of 
direct and delayed samples are calculated. This is an advantage, since while the lag 
times and hence the number of such possible products increase logarithmical ly, the 
number of correlation channels and hence the number of calculated products increases 
only l inearly. 

However i t  would not be wise to double the sampl ing time for each individual 
correlation channel, because such a channel structure would become very coarse on the 
lag time grid (a temporal dynamic range of 1 0 1 0  is reached using just 33 correlation 
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channels) . Also such a correlator simply neglects more and more useful information as 
the lag time increases. The algorithm covers a vast temporal dynamic range but the 
temporal resolution is poor. 

An algorithm can be found using the Multiple Tau Correlation Technique (Schatzel, 
1 985) .  This technique is a combination of the l inear and logarithmic models. Many L 

channel l inear correlator are used in series and the lag times between the L channel 
linear correlators are arranged logarithmical ly. 

The major difference between this technique and the l inear or logarithmic delay 
correlator technique is that, instead of increasing the sample t ime for each channel, 
blocks of L = 8 autocorrelation channels with constant sampling time are calculated and 
the sampling time is doubled from one block to the next. This makes the technical 
real isation of varying lag and sample times much simpler. 

This scheme has been termed "multiple tau" .  The time scale of the ideal logarithmic and 
the multiple tau are compared in Figure 3 .5 .  
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Figure 3.5 Logarithmic time scale and multiple tau time scale 
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The Multiple Tau Correlation Techn ique with 8 li near channels per octave therefore 
reduces to a simple algorithm: 

(a) Calculate a number of 8 l inear correlation channels with sampling time IlT. 

(b) Increase the sampling time by a factor of two. 

(c) Repeat step (a) until the required temporal dynamic range is reached. 

The design of the hardware structure of the correlator is based on this algorithm. First, 
the channel structure can be designed as fol lows. The smallest sampling time chosen is 

3 .2  J.l.S and the sampling time increases over the complete lag time range for each block 
of 8 channels. The 1 28 correlator channels are divided into 1 6  blocks, each with 8 l inear 
time scale channels. This means all the channels belonging to a particular block have the 
same sample time. The samples of a later block are simply obtained by the addition of 
pairs of samples of the previous block, thereby producing a doubled sample time. 

Multiple sample time theory is an active research area, especially in basel ine estimation. 
The hardware monitor structure should be designed to be flexible so the correlator can 
take advantage of any subsequent developments. 
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The design of a real time autocorrelator based on the multiple tau technique is discussed 

in this chapter. Firstly techniques for implementating the autocorrelation function 
algorithm will be discussed, starting with a review of basic correlator techniques. This 

will give an overview of correlator hardware design .  After that the use of a multi -DSP 
(digital s ignal processor) system to implement the multiple tau autocorrelation function 
algorithm wi l l  be i l lustrated. Chapter 5 wil l  give the detai led c i rcuit and software 
designs and descriptions. 

4.0 Hardware Correlator Design Techniques Review 

4.0.0 Ideal correlator 

The model of an ideal photon correlator was given in Figure 3.3 .  It operates as fol lows: 

(i) A sample is obtained by counting pulses in a given sample period. Every pulse i s  
counted to ensure no information is lost. 

( i i) Each sample is stored in some form of memory. These stored samples represent the 
h istory of the measured i ntensity fluctuations obtained from a l ight scattering 
experiment. 

( i i i )  A real t ime autocorrelation function is generated by multiplying the most recent 
sample with each of the earl ier samples and adding the products to the sums of the 
previously obtained products for each of the different lag times. 

Calculation of the ideal correlation function involves a large number of multiplications 
and additions and represents a significant computational load. There are several possible 
hardware designs for a real time correlator. Various schemes have been designed in the 
past which take advantage of special ised circuits to simplify the hardware so that the 
speed requirement can be satisfied. 

4.0.1 Clipping correlator 

A correlator based on c l ipping techniques has been successful ly designed and 
constructed by R.C. O'Driscol l  in 1 970's in the Department of Physics ,  Massey 
University. This technique was developed in 70's and the correlator is sti l l  successfully 
used in DLS experiments (O'Driscoll , 1 982). This kind of correlator can work at very 
short sample times, 50ns, in real time. 
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There are two techniques used in this kind of correlator. The first involves the clipping 
of the delayed signal to single-bit accuracy before the correlation function is computed 
(Oliver, 1 974). The output of a cl ipper is 'a' if the number of counts detected in a given 
sample time flT is less than or equal to the clipping level, and ' I '  if the number of counts 
detected exceeds the c l ipping level .  

The second technique takes advantage of cl ipping to simplify multiplication. If nc is the 

direct signal (the number of count pulses into the system), and n' is the cl ipped delayed 
signal (' I '  or 'a'), then the required multiplications can be replaced by a series of 
additions : 

These additions are triggered by the input pulses n '. 

Sample time 
clock 

nc (t) 

Input 
pulses 

I 
Clipper 

n'(t) I 
I 

AND multipliers 

Counters 

n'(t-fl1) I n'(t-2fl1) I 
I I 
y y 

(4. 1 )  

I -bit shift registe 
delay line 

n'(t-3fl1) I n'(t-4fl1) I 
I I 
y y 

Figure 4.1 Single-clipping correlator 

r 

In this kind correlator (Figure 4. 1 ) , input pulses are passed through a clipping gate into a 
single-bit shift register operating under the control of sample t ime clock. All input 
pulses are passed in paral lel to a bank of AND gates, which is used to gate the contents 
of the shift register into a bank of counters. In this manner, because of the necessary 
restriction to single-bit signals in the delayed input only, each counter accumulates one 
channel of the I xN-bit correlation function. Additional counters are provided for the 
monitor channels (number of samples; number of input counts; number of c l ipped 
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counts). Further circuitry al lows for real-time readout for display and storage, selection 
of a sample time as a multiple of 50 ns, and auxil iary functions such as start and stop, 
and clearing of the store (bank of counters). The O'Driscoll correlator also included the 
'blinker' technique to min imise the effect of dust on the measured intensity correlation 
function. 

The data are counted and sent to the shift register delay l ine which stores the delayed 
data. Thus the delayed data can be generated as fast as the direct data for the correlation 
calculation. 

Figure 4.2 shows the data structure in the first 4 channels of the shift register delay l ine 
at times t, t+D.T, t+2D.T, t+3D.T. 

t 

t+�T 

t+2�T 

t+3D.T 

Channel 0 Channel l Channel 2 

nCt-2D.1) n(t-3D.1) 

nCt) n(t-2�1) 

n(t+D.1) net) 

n(t+2D.1) n(t+D.1) n(t) 

Figure 4.2 Data structure for c lipping correlator 
using a shift register 

4.0.2 NxM bit correlator 

Channel 3 

n(t-4�1) 

n(t-3D.1) 

nCt-2D.1) 

A second kind of correlator, which employs multi-bit processing, is an N x M-bit 
correlator. These devices still perform multipl ications by repeated additions triggered by 
the input pulses. An example is a 4 x N-bit correlator (Brookhaven Instruments). The 
structure is similar to that of the single-bit or 1 x N-bit machines. The cl ipping gate is 
replaced by a 4-bit counter, the shift register has a width of four bits, and the simple 
AND gates are replaced by 4-bit adders with internal accumulators, which feed their 
overflows into the channel counters. The more complex channel structure results in a 
decrease in the speed of operation. Microprocessors have been introduced to control 
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such instruments, organise the display and data storage, and al low for more 
sophisticated user interaction. 

4.0.3 Multiplying correlator 

A third kind of correlator is the mUltiplying correlator (Schatzel ,  1 985) (AL V Laser 
Vertriebsgesellschaft mbH). This correlator uses special multiplier laccumulators for the 
correlation calculation and works on the fixed M x M bit input data format on both the 
delayed and direct channels. 

4.0.4 Microprocessor based correlator 

A fourth kind of correlator is the microprocessor based correlator (Thomas, 1 983), 
(Noullez, 1 986), (Subrahmanyam, 1 987), and (Bruge, 1 989). A corre1ator can be bui l t  
by interfac ing the output of a photon counting detection system to an on-l ine 
microprocessor system. These correlators are slow and sample time is l imited to the 

mil lisecond regime. The software approach allows the computation of e ither the ful l  
correlation function or  the power spectrum over as many channels as  necessary, within 
the l imi tations of the processor memory and real time requirements. They may also be 
used at smaller sample t imes, if batch processing i s  used (thi s  technique wi l l  be 
discussed below in section 4.0.5). 

In the microprocessor type correlator, the shift register is replaced by a data storage 
buffer, normally a fast memory. Normal types of processor wil l  need several tens of 
machine cycles for the elementary operation of updating the correlation estimate for a 
single channel. This leads to performance estimates expressed as the time needed for 
one such elementary operation. The fastest possible sample t ime for true real-time 
operation is obtained by multiplication of the time required for one elementary operation 
by the desired number of channels. As an example, a processor which needs just 1 Jl.s for 
one elementary operation may compute a real-time correlation function with 1 00 
channels for sample times of 0. 1 ms or more. 

4.0.5 Batch processing correlator 

A fifth kind of correlator is the batch processing correlator (Noul lez, 1 986). This is used 
when the hardware design problems are overwhelming and real t ime processing is 
abandoned. In  this mode, data may be sampled continuously (as i n  real-time 
processing), but in rather short 'batches' only. Then the sampling stops and the data are 
processed. After completion of processing, the device samples the next batch, etc . This 
approach increases the total duration of the measurement by approximately a factor of 
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processing time divided by sampling time. The inverse of this factor is known as the 
duty cycle and gives a straightforward measure of performance reduction. 

This batch correlation function can then be computed as fol lows: If R is the ratio of the 
time interval between two accumulations to the sampling time 

R =  N!1T + 7;; 
!1T (4.2) 

where Tc is the computation time for one batch of data, N the total number of 

accumulations, and !1T is the sampling time, then 

N 
G(j) = "Ln(iR!1T)n(iR!1T - j!1T) 

;=1 (4.3) 

Thus the batch mode correlator has a signal utilisation efficiency of I IR and should be 
used only when short sampling times are required and under conditions of high stability 
of the sample, longer accumulation times are necessary in this mode. 

The major time consuming operation in the batch correlator is the N!1 T delay time 
before each accumulation. Of course most correlation data could be processed using a 
batch system. However there is a requirement for much faster responses to i nput data 
than is avai lable from batch systems, hence the need for real time systems. 

4.1 The Techniques Used to Design the Multiple Tau Correlator 

Each of the above wel l  established hardware techniques for photon correlation has their 
own advantages and disadvantages. This section wil l discuss the appropriate electronic 
techniques that can be used to build a multiple tau correlator to meet the design 
requirements, and the reasons for the choices made wil l  be given. 

Our purpose is to design a mUltiple tau correlator to be as near ideal as possible using 
available electronics techniques. The autocorrelator must operate in real t ime at all 
sampl ing and lag times. Large input data words should be processed with ful l  
multiplication procedures for M x M bit correlation. Built i n  symmetric normalisation 
procedures must be available with individual channel monitors and a block monitor for 
each sampl ing time block to ensure optimum statistical accuracy. 

The design described here is combination of the multiplier correlator technique and the 
software correlator technique using a paral lel processing multi-DSP system. There are 
several reasons for this. 
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( 1 )  Uti l isation of the c l ipping techn ique provides a very fast and efficient way to design 

a correlator. But a multiple tau correlator using cl ipping would require different clipping 
levels at each sample time, and the splicing together of different sample t ime 
measurements could become a formidable task. 

(2) A digital correlator works on input data with only finite accuracy, determined by the 
maximum input data width, and care must be taken to ensure that minimum quantisation 
noise occurs for the larger lag times (those lag times where even the M bit format 
overflows and preprocessing of the input data has to be introduced) . The design of a 
multiple tau system, using different accuracy in the direct and the delayed inputs (N x M 
bit) is very difficult, and no simple way exists of breaking the required operations into 
subsequent steps which could be triggered by single input pulses. 

(3) Microprocessor based correlators are unable to operate at suffic iently short sample 
times. General purpose microprocessors generally examine the data and make decisions 
on the type of operation required, using a host of conditional codes with alternatives and 
branches. However correlation algorithms and other digital signal processing algorithms 
are more directed, often with only one possible direction between i nput and output data 
flow. Hence much of the power of the general purpose microprocessor is not required. 
Also the lack of a fast multiplier/accumulator makes the correlation calculation too 
slow. In short ,  normal microprocessor based autocorrelators have been inappl icable or 
too expensive for real time appl ication in DLS because the very short sample times 
required are not achievable. 

(4) Multiplier correlators designed with special hardware architectures tend to be for 
special purposes only. Dedicated digital hardware circuitry may indeed meet the 
demands of high computational rates, but at a cost of hardware complexity and loss of 
flexibil ity. A system based on such devices could not easi ly be altered to implement 
improved correlation algorithms. A preferred system would be able to be easi ly 
reprogrammed. The current trend is to use more "off-the-shelf" programmable 
components, such as digital signal processors, to produce more generic architectures. 

(5) A DSP is a microprocessor dedicated to the rapid execution of complex algorithms 
in real time (Mosely, 1 990). DSPs typical ly feature high-speed multiply and accumulate 
hardware that faci l i tates i terative algorithmic processing by enabl ing the DSP to 
perform signal-instruction-cycle multipl ication and accumulation . DSPs use 1 6-, 24-, or 
32-bit words and are designed for either fixed-point or floating-point arithmetic. 
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The key differences between normal microprocessors and programmable digital signal 
processors result mainly from design decisions aimed at real-time computing. Many 
DSPs function as embedded real-time processors in special-purpose hardware. 

Since DSPs are just fast microprocessors with specialised instruction sets, they enjoy all 
the advantages of microprocessors, ie. they are easy to use, flexible, and economical. 
Also the use of DSPs has, for the most part, traded the orig inal hardware system 
problem for a programming problem within a fixed structure. 

The advantages of using DSPs are becoming more compell ing as they become faster 
and more cost effective. Modern DSPs can del iver up to 30 MIPS (mil l ion instructions 
per second) and 60 MFLOPS (mil l ion floating operation per second) of computing 
power. In addition to large address spaces, these chips feature multiple register files, 
general addressing modes, bit-manipulation instructions, and i ntegrated on-chip 
peripherals. 

Despi te this speed and processing power, a single DSP cannot provide the processing 
needs for a multiple tau correlator system. This problem can be solved by using a multi
DSP system. 

(6) Currently many real time system architectures consi st of multiprocessors, or 
networks of uniprocessors, or networks of both uniprocessors and multiprocessors 
(Bond, 1 987) ,  (Wilson, 1 989) ,  (Fukuda, 1 99 1 ) , and (Agnel lo ,  1 992) .  These 
multiprocessor architectures have been acknowledged as the cost effective alternative to 
custom implementations for handling the enormous amount of computation in digital 
signal processing. Also most modern DSPs are designed to be able to support this kind 
of multiprocessor or parallel application. So increasingly, these real time DSP systems 
can offer multiprocessor solutions to immensely enhance processing power. 

A correlator bui l t  wi th multiple DSPs is a multi -purpose i nstrument. Different 
normalisation methods and different working modes for the correlator can be 
implemented. Moreover the instrument can be made to operate as a spectrum analyser, 
or other digi tal signal processing unit just by changing the software. 

Also the 'ful l '  correlation function can be formed. DSPs are capable of 8-bit, 1 6-bit or 
even 24-bit resolution of the correlation function. Ful l  correlation wil l give a significant 
increase in signal to noise ratio. 

The above considerations governed the selection of the hardware system for the 
correlator. Hence the major topic of this thesis could be summarised as the use of real 
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time mUltiple DSP techniques to design and construct a multiple tau autocorrelator. The 
first step is the selection of a suitable DSP for the system. 

4.2 Selection of A Su itable Dig ital Signal Processor 

4.2.1 DSP families 

DSPs began to appear approximately 14 years ago, with the AT&T Bell Laboratories 
DSP 1 and the NEC IlPD7720 leading the way, followed by the Texas Instruments 
TMS320 l O in 1 982. 

DSP performance has improved dramatically since 1 982. Devices with clock "speeds" 
of over 60 MHz are now in production, and "speeds" are expected to increase to as 
much as 1 00 MHz over the next few years. Also while speeds were increasing fourfold, 
data paths and address space have moved from eight to 32 bits. 

The most interesting recent development is the emergence of DSP cores. These cores 
are programmable DSPs, surrounded by customer-specific circuitry. If customer design 
support can be delivered effectively, these devices will provide formidable competition 
for ASICs (application specific integrated circuits). 

Table 4. 1 is a review of some of DSPs currently avai lable. 
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Texas Instruments 

TMS320C40: 

40/50 MHz floating point 
DSP; extens i ve paral le l  
processing support through 
6 buffered byte-wide 20 
Mbls l inks and 6 channel 
DMA. 

TMS320CSO: 

Motorola 

DSP56001 : 

20127/33 MHz fixed point 
DSP. 24 bit data bus, 1 6  bit 
address  bus ,  5 6  b i t  
accumulators (2 ) ,  host 
interface port, serial ports 
(2) ,  general purpose 110 
pins. 5 I 2 words program 
RAM, 5 I 2 words data 
RAM on chip. 

DSP56000 : 

Enhanced TMS320C25 ; Mask programmed version 
low overhead looping; 1 0  of DSP5600 1 .  
Kwords SRAM on chip. 

DSP56002 : 

DSP5600 1 with On-Chip 
Emulation (OnCE) debug 
port and clock PLL. Also 
has a four cycle double 
prec is ion mul t ip ly and 
support for block floating 
point. Avai lable up to 40 
MHz. 

DSP96002 : 

Floating point DSP; 32 bit 
data and address bus, two 
complete external buses ; 
Des i gned for mu l t i 
process ing .  Has a bus 
oriented, tightly coupled 
architecture. It has five on
ch ip  buses and bus
arbi trati on logics ,  p lus 
instruction cache and data 
memories. 

Table 4.1 DSP famil ies 

4.2.2 Why the DSP56001 was chosen 

40 

Ana log Devices 

DSP21020 : 

20125/33 MHz floating
point DSP; Supports 32-
bit fi xed po in t ,  IEEE 
format 3 2-b i t  fl oat ing 
point, and 40-bi t  floating 
point; 40-bit registers plus 
two 80-bi t  fi xed-po in t  
multiply-accumulators; 32 
word i ns truct ion c ache 
allows two data accesses in 
a single cycle. 

ADSP21010: 

S l ower  and  c h e aper  
version of  '020 ( 1 6  MHz). 
Limited to 32-bit fixed and 
floating point. 

The choice of a DSP is an important step in system design. The design must be carried 
out with what is available and feasible at the time, especially in the rapidly developing 
field of processing electronics. There are two criteria affecting the choice of DSP. First, 
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of course, i s  the capabi l i ty of the OSP itself. This decision i s  based on the performance 
of the DSP and ease of appl ication of both hardware and software. The second is the 
avai labil i ty of a OSP application development system and application support from the 
manufacturer. The DSP must have a suitable software development environment. The 
lack of adequate development support for the programmer can render even the most 
sophisticated and powerful hardware useless. 

For this application a Motorola 24-bit OSP5600 1 was the ideal choice for the fol lowing 
reasons. First i t  provides 24 bits of intermediate storage for each correlator channel and 
this 24-bit capac i ty is sufficient to ensure that a reasonable input count rate can be 
accepted without causing the counters to overflow. Second this DSP has a very good 
support system development kit. Third this OSP's design structure makes it easy to use 
and program if the developer is famil iar with the Motorola 68000 microprocessor 
family. Fourth it was one of the fastest OSPs on the market at the time the project was 
started and i t  was the most cost effective OSP on the market at that t ime. Fifth the 

OSP5600 1 provides on-chip parallel interfaces interfacing with a host processor to 
support parallel processing using multiple OSPs. 

The latest version of the OSP5600 I (33MHz) was used. 

The correlator was developed using the Motorola ADS56000 development kit. The 
OSP56000 appl ication development system (ADS) is a three component system which 
acts as a development tool for designing real time signal processing systems. The basic 
philosophy of the ADS is to incorporate all complex user interaction into a low cost 
workstation environment with a wel l  supported operating system. This significantly 
decreases the overal l hardware complexity and cost yet increases the capabilities of the 
system. The three components consist of an appl ication development module (ADM) 
which contains a DSP5600 1 processor and control circuitry, a computer interface board, 
and a software program which interacts with the user and controls the ADM, as 
indicated in Figure 4.3 .  

Interface Ribbon 

Card Cable 

DSP5600 1 
�--+- DSP5600 1 

AID DSP56ADC 1 6  

D/A Evaluation Board 

Cable 

Figure 4.3 OSP5600 I application system 
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The DSP56000CLASX, design-in software package, is a recommended companion 
product for the ADS . This software package runs on a Macintosh II computer, and 
includes the DSP5600 I simulator program and the DSP5600 I macro cross assembler 
program. Al l  command entry occurs from a fixed command l ine on the computer 
screen . A fixed error l ine is used to flag any errors in the command l ine entry. 

Although "C" compilers are available for the DSP5600 I ,  they were not used because 
the effic iency of the compiled code is usual ly low due to the complexity of the 
architecture, especially in mUltiple tau correlation calculations. 

4.2.3 The DSP56001 Digital Signal Processor 

The basic features of the Motorola DSP5600 I digital signal processor wi l l  be 
introduced first. Then the software and hardware performance of the DSP wi l l  be 
explained. Most of the features introduced in this section will be used in later chapters 
concerning correlator circuit design. 

The DSP5600 1 i s  the first member of Motorola' s family of HCMOS, low-power, 
general purpose Digital S ignal Processors. The DSP5600 1 features 5 1 2  words of ful l 
speed, on-chip program RAM (PRAM) memory , two 256 word data RAMs, two 
preprogrammed data ROMs, and special on-chip bootstrap hardware to permit 
convenient loading of user programs into the program RAM. The core of the processor 
consists of three execution units operating in paral lel ,  the data arithmetic logic unit 
(ALV), the address generation unit, and the program controller. The DSP5600 1 has 
multiplier/accumulator (MCV) style on-chip peripherals, program and data memory, as 
well as a memory expansion port. 

The high throughput of the DSP5600 I makes it well-suited for communication, high
speed control , numeric processing, computer applications, and audio applications. The 
main features faci l i tating this throughput are the fol lowing: 
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Speed 

Precision 

Parallelism 

Integration 

Invisible Pipeline 

Instruction Set 

DSP56001 

memory 

Low Power 

At 1 6.6 mill ion instructions per second (MIPS) with a 33 .3MHz 
c lock, the DSP5600 I can execute a 1 024 point complex Fast 
Fourier Transform in 1 .96 mill iseconds. 

The data paths are 24 bits wide, providing 1 44 dB of dynamic 
range ; intermediate results held in the 56-bit. accumulators can 
range over 336 dB . 

Each on-chip execution unit, memory, and peripheral operates 
independently and in paral lel with the other uni ts through a 
sophisticated bus system. The data ALU (arithmetic logic unit), 
AGU (address generation unit), and program controller operate 
in paral lel so that an instruction prefetch, a 24-bit x 24-bit 
multipl ication, a 56-bit addition, two data moves, and two 
address-pointer updates using one of three types of arithmetic 
( l inear, module, or reverse-carry) can be executed in a single 
instruction cycle. This paral lelism allows a four-coeffic ient IIR 
fi l ter section to be executed in only four cycles, the theoretical 
minimum for single-multipl ier architecture . At the same time, 
the two serial controllers can send and receive ful l-duplex data, 
and the host port can send or receive simplex data. 

In addi tion to the three independent execut ion uni ts, the 
DSP5600 1 has six on-chip memories, three on-chip MCU-style 
peripherals (serial communication interface (SCI), synchronous 
serial interface (SSI), and host interface), a clock generator, and 
seven buses (three address and four data), making the overall 
system low cost, low power, and compact. 

The three-stage instruction pipeline is essential ly invisible to the 
programmer, allowing straightforward program development in 
either assembly language or a high-level language such as a ful l  
C.  

The 62 instruction mnemonics are MCU-l ike ,  making the 
transition from programming microprocessors to programming 
the DSP5600 1 as easy as possible. The orthogonal syntax 
supports the paral lel execution units .  The hardware DO loop 
instruction and the repeat (REP) i nstruction make writing 
straightl ine code obsolete. 

The DSP5600 1 has following features: 
5 1 2-wordx24-bi t, on-chip program RAM instead of 3.75K 

program ROM 
32-wordx24-bit bootstrap ROM for loading the program RAM 

from either a byte wide, memory-mapped ROM or via the host 
interface -On-chip X and Y data ROMs preprogrammed as 
positive Mu-Iaw and A-law to l inear expansion tables and a 
ful l ,  four-quadrant sine-wave table, respectively 

As a CMOS component, the DSP5600 1 has inherently very low 
power consumption. 

Table 4.2 DSP5600 I main features (Motorola, 1 99 1  a) 
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Figure 4.4 shows how the multiplier/accumulator, memories, and program controller are 
configured in the DSP5600 I .  Three independent memories and memory buses are used 
to move two operands to the multiplier/accumulator while concurrently fetching a 
program instruction. The address generation unit (AGU) is divided into two arithmetic 
units used to independently control the X and Y memories and feed operands to the 
multipl ier/accumulator. 
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9 
---+- PARALLEL 110 .... 1 � 
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PROGRAM CONTROLLER 

ITXTAL 
f MODB/IRQB 

MODNIRQA 

EXTAL 
--
RESET 

Figure 4.4 DSP5600 1 Block diagram (Motorola, 1 99 1  a) 

An additional block labe lled VO is also shown in Figure 4.4.  Many DSPs need 
additional parts to interface with their input and output circuits (such as AID converters, 
D/A converters, or host processors). The DSP5600 1 provides on-chip serial and parallel 
interfaces to simpl ify this connection problem. Figure 4.4 also shows the blocks with 
their interconnecting buses. The DSP56000 Family of processors has a dual Harvard 
architecture optimised for multiply/accumulate operations. 
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Its input and output signals are organ ised into several functional groups, as shown in 
Figure 4.5 . They are: 

1 .  Port A Address and Data Buses 
2. Port A Bus Control 
3. Interrupt and Mode Control 
4. Power and Clock 
5. Host Interface or Port BIO 
6. Serial Communications Interface or Port C I/O 
7. Synchronous Serial Interface or Port C I/O 

Address Bus 16 

AO-A l S  PBO-PB7 Host Data B us 
1 Data B us 24 HO-H7 or Port B liD +-DO-D23 PB8 

PS* PB9 

Port A DS* PB I O  

PB I I  

PB I 2  

PB 1 3  
0 PB I 4  0 \0 V) PCO t:l.. tI) PC I 

MODAlIRQA* 
a PC2 

Interrupt and { 
MODBIIRQB* 

Mode Control 
RESET* PC3 

3 PC4 

PCS 

PC6 

PC7 

PC8 

4 

Vee Ground 

+-
+-
+-
+-
� 
+-

HAO 

HA l \ 
HA2 

HRIW' J Host Control 

HEN * 
or Port B liD 

HREQ* 

HACK* 

TXD SCI Serial 6 
RXD } 
SCLK 

or Port C liD 

SCO 
SC I 

SC2 SSI Serial 
7 SCK or Port C liD 

SRD 

STD 

Figure 4.5 DSP5600 1 functional groups 

Table 4.3 shows the brief signal descriptions of DSP5600 1 .  

5 
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Port A Address and Data Bus 

Address Bus (AO-A 1 5) 

46 

These three-state output pins specify the address for external program and 
data memory accesses. To minimise power dissipation, AO-A 1 5  do not 
change state when external memory spaces are not being accessed. 

Data Bus (DO-D23) 
These pins provide the bidirectional data bus for external program and data 
memory accesses. DO-D23 are in the high-impedance state when the bus 
grant is asserted. 

Port A Bus Control 

Program Memory Select (PS*) .  
This three-state output is asserted only when external program memory is 
referenced. 

Data Memory Select (DS*)  
Th is  three-state output is asserted on ly  when external data memory i s  
referenced. 

X/Y Select (X/Y*) 
This three-state output selects which external data memory space (X or Y) is 
referenced by data memory select (DS*) . 

Read Enable (RD*) 
Write Enable (WR *) 
Bus Request (BR*IWT*) 
Bus Grant (BG*IBS*)  

Interrupt and Mode Control 

Mode Select AlExternal Interrupt Request A (MODAlIRQA *)  
Mode Select BlExternal Interrupt Request B (MODBIIRQB*)  
Reset (RESET*) 

Power and Clock 

Power (Vcc), Ground (GND) 
Crystal Output (XT AL) 

Host Interface 

Host Data Bus (HO-H7) 
Host Address (HAO-HA2) 
Host Enable (HEN*) 
Host Request (HREQ*) 
Host Acknowledge (HACK*) 

Serial Communications Interface (SCI) 

Receive Data (RXO) 
Transmit Data (TXD) 
SCI Serial Clock (SCLK) 

Synchronous Serial Interface (SSI) 

Serial Control Zero (SCO) 
Serial Control One (SC 1 )  
Serial Control Two (SC2) 
SSI Serial Clock (SCK) 
SSI Receive Data (SRD) 
SSI Transmit Data (STD) 

Table 4.3 DSP5600 1 pins function (Motorola, 1 99 1  a) 
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The DSP5600 1 instruction set has been designed to be as orthogonal as possible to 
allow flexible, independent, concurrent control of the data ALU, address generation 
unit, and program control execution units during each instruction cycle. this maximizes 

throughput and minimizes program storage requirements. The instruction set execution 
time is minimized by the hardware looping capabil ities, use of an instruction pipeline, 

and paral lel moves. The instruction set can be divided into the following groups: 

1, Move 
2, Arithmetic 
3, Logical 
4, Bit manipulation 
5, Loop 
6, Program control 

Detailed information on each instruction is given in the reference Motorola, 1 99 1 .  

The complete range of instruction capabil i ties combined with the flexible addressing 
modes used in thi s  processor provide a very powerfu l  assembly language for 
implementing digital signal processing algorithms. 

4.2.4 Correlation and the DSP56001 

The multiply/accumulate is the basic operation used in the computation of a correlation 
function. The internal structure of a DSP5600 1 al lows it to perform two moves, a 
multiply and an accumulate, in  a single operation. For correlation calculations, a 
DSP5600 I can capture the present data and delayed data, and perform a 
multiply/accumulate operation in a single instruction cycle. 

To calculate a correlation function in real time, the most recent data and delayed data for 
different channels must be stored before the most recent data is up-dated. A circular 
buffer is used to store the data. The address pointers of the DSP5600 1 are used to select 
the data. During each sample time, the oldest data are replaced by present sample. Thus 
the circular l ist always contains fresh information, and a new calculation can start at the 
next clock pulse after the end of the current calculation .  The data structure for a 
correlator using a circular l ist is shown in Figure 4.6. 
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Based on this structure, the correlation calculation can be very efficient and fast, and the 
implementation of the correlation algorithm with the DSP is strictly a matter of 
software. 
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4.3 M u lti  - DSP Correlator System 

In considering the type of multiprocessor system best suited to a multiple tau time scale 
autocorrelator task, the two basic considerations are the time schedule requirements for 

the system and the advantages and disadvantages of the different  architectural 
configurations. The discussion of these systems wi l l  focus on the interconnection 
networks and the programming of the multiple tau autocorrelation algorithms. Also 
careful attention needs to be paid to the va system in a real time environment. 

In this section, the basic concepts of multiprocessors and of parallel processing will be 

introduced and the hardware and software structures which are popularly used i n  
multiprocessor systems will be discussed. The correlator design methodology and task 
schedul ing wi l l  be presented. A generic multi-DSP system architecture wi l l  be 
presented and the key resource parameters associated with the multiprocessor system 
design wil l  be discussed. Then the performance parameters influencing the design will 
be presented. Finally, a detailed implementation will be derived for the autocorrelator 
system in order to i l lustrate the use of the technology described. Implementation 
considerations in  hardware and software will be discussed. 

4.3.1 Multi-DSP correlator system design considerations 

Figure 4.7 shows a general DSP system for performing digital correlation computation 
using a single or multiple DSPs. 
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Figure 4.7 General DSP system. 
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The following specification must be met by the design of the multi-DSP correlator. 

( 1 )  The system must have h igh speed VO including the capabi l i ty of handling 
simultaneous multiple inputs from a multiple sample time counter system. 

(2) The system should be versatile, to al low implementation of different normalisation 
procedures as desired (see section 3.3 .2) .  Also the development of the system should 
allow the same system to function in a wide range of different applications to make i t  a 
multi-function instrument. The architecture of the multi-DSP system should have a 
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flexible bus structure. The optimised interconnection structure for one algorithm may 
not be appropriate for another algorithm. 

(3)  The behaviour of the real time correlator system must be predictable. That is, i t  
shou ld be possible to show at the design stage that all the t iming constraints of the 
application wi l l  be met. Since the need for predicabil i ty has significant impact on the 
design of real-time systems, it should be carefully studied at the design stage. 

(4) The correlator architecture should be easily expanded to al low for an increase in  the 
number of processing units within the computing resource as additional funds become 
avai lable. 

(5) The system should be able to be control led by a personal computer such as a 
Macintosh I I  or an IBM 486. The system should have a task al location mechanism to 
allow the computer to easi ly distribute the program code to the processors in  the 
system. 

The execution time of a multi-DSP system is dependent on the system hardware, the 
software compiler, and the programming algorithm. There are many hardware features 
that speed up the execution time. For example, wide bandwidth data communication 
buses, paral lel processing, and fast RAMs wi l l  lead to highly effic ient hardware 
behaviour. S imilarly, compiler optimisations can contribute to efficient code execution 
times. Additional good behaviour wil l  depend on the solutions to the complicated 
problems in the system interfaces due to interrupt handling, and shared data references. 
The discussion about how system architectures affect the digital correlator execution 
time and how the multiple tau digital correlation function algorithm is implemented wil l  
be presented in  the following sections. 

4.3.2 Scheduling 

One of the primary requirements of a multi-DSP system is that it must have a task 
allocation analysis to allocate data and tasks among the DSPs (Fukuda, 1 99 1 ) , (Liao, 
1 994), and (Malloy, 1 994). Given the number of processing resources in the system, the 
task assignment and scheduling must be done to determine where and when each task 
wi l l  be executed so that the multiple tau autocorrelation function can be calculated in 
real t ime. This also means the tasks and data are scheduled onto the DSPs in such a 
manner that the timing behaviour of the system in  understandable, predictable and 
maintainable . 

Consider the design of a real-time mUltiple tau autocorrelator with 1 28 channels, with 
the channel structure and timing constraints as shown in  Table 4.4. 
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Channel l ... 128, Format: 24 x 24 bit 

Channel structure : Lag times: 

8 ch. @ 3 .2 JlS 8 lags 3 .2 . . .  25 .6 JlS 
8 ch. @ 6.4 � 8 lags 32.0 . . .  83 .2 JlS 
8 ch. @ 12 .8  JlS 8 lags 96.0 . . .  1 98.4 JlS 
8 ch. @ 25 .6 JlS 8 lags 224.0 . . .  384.0 JlS 
8 ch. @ 5 1 .2 JlS 8 lags 435.2 . . .  793 .6 � 

8 ch. @ 1 02.4 JlS 8 lags 896.0 . . .  1 . 6 1 3  ms 

8 ch. @ 204.8 JlS 8 lags 1 .8 1 8  . . .  3 .25 1 ms 

8 ch. @ 409.6 JlS 8 lags 3 .661 . . .  6 .528 ms 

8 ch.  @ 8 19.2 JlS 8 lags 7 .347 . . .  1 3 .08 ms 

8 ch. @ 1 .638 ms 8 1ags 14.72 . . . 26. 1 9  ms 

8 ch. @ 3 .277 ms 8 lags 29.46 . . .  52.40 ms 

8 ch. @ 6.554 ms 8 lags 58.96 . . .  1 04.8 ms 

8 ch. @ 1 3 . 1 1  ms 8 laRs 1 17.9 . . .  209.7 ms 

8 ch. @ 26.2 1 ms 8 lags 235.9 . . .  4 1 9.4 ms 

8 ch. @ 52 .43 ms 8 lags 47 1 .8 . . .  838 .8  ms 

8 ch. @ 1 04.9 ms 8 lags 934.7 . . . 1 678 ms 

Table 4.4 Multiple tau correlator channel structure and lag times 

The total number of tasks required to real ise the above channel structure and lag times 
at al 1 times, as wel1 as the computation and resource requirements of all these tasks 
must be known. It is unlikely that all this information is available at the design stage, 
and it is not possible to predict which task wil1 meet al1 i ts constraints, so worst case 
values are assumed to predicate the processing abil ity to meet the proposed multi tau 
correlator channel structure. 

N ow consider the proposed 1 28 channel real -time multiple tau autocorrelator with 
channel structure, lag times and the shortest practical sample time !:iTo, as shown in 
Table 4.4. To achieve real time processing, the multipl ication/accumulation calculation 
for the new input data in al1 the multiple tau channels must be completed within the 
shortest sample time !:iTo. If the calculation time for 8 l inear channels is T, then the time 
taken to calculate the 128 channels is l 6T in a single processor unit system in which the 
processing device takes time T to calcu late 8 l inear channels . Hence the shortest 
possible sample t ime !:iTo must be greater than 16 T. 
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But for a large sample time channel, say l OD.To, processing wil l not take more than a 
single D.To cycle out of the 10D.To available. This means that most of the internal clock 
intervals do not receive an input pulse and no computations are actually performed in 

these larger sample time intervals. The fast and expensive hardware is idle for more 
than 90% of the total measurement time. 

However, a more complex calculation layout al lows a full M x M bit operation to be 
completed for all 1 28 multiple tau channels within a time 2T. Thus much higher input 
count rates can be accommodated if the system schedule is designed so that a particular 
cycle can be chosen for processing. Using known idle intervals is then possible to 

calculate "more channels", ie. more correlator data at larger lag times. 

The above idea can be further extended by assigning processing tasks to four processors 
with the same processing speed. The number of parallel processors required depends on 
the amount of data that is to be processed in a unit of time. The assignment of tasks to 
four DSPs with this given channel timing structure is dependent on the number of DSPs 
used, the type of message-passing used by the system and on the interconnection 
network of the system. 

The schedule problem can be simplified by using a paral lel block processi ng scheme. 
This scheme ach ieves the paral lel ism needed for multiprocessing by dividing the 
channels into blocks, and assigning a block of channels to each processor. The inputs of 
the DSPs are connected to the counter array in paral lel .  The parallel connection equally 
distributes the different sample time data to the corresponding DSPs, and thereby 
reduces the 110 overhead in each DSP. A DSP in the system performs all the operations 
needed for the processing of the given block, and the intermediate results normally do 
not flow from one DSP to another DSP. Only the completed correlation information is 
sent to the master or host DSP. 

The resul t  of this distributed scheme is that the processor working on the first 8 

channels determines the shortest sample time that can be used. 

Table 4.5  shows a possible schedule for this system with four processors. The 
correlation calculations are assigned in parallel to four DSPs. This schedule satisfies the 
precedence and timing constraints of all tasks. 
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Autocorrelator Channel Structure: 

DSPI counter sam�e time = 3 .2 �s 

Channel Sample time --- Block 1 ,  8 channels ( 1  to 8) 
@3.2 Jls, 8 Linear Time Lags 

DSP2 counter sample time = 6.4 �s 

Channel Sample time --- Block 2 - 3, 1 6  channels (9 to 24) 
@6.4 - @ 1 2.8 Jls, 1 6  Multi-Time Lags 

DSP3 counter sample time = 25.6J.1s 

Channel Sample time --- Block 4 - 8, 40 channels (25 to 64) 
@25.6 - @409.6 Jls, 40 Multi-Time Lags 

DSPH counter sam�le time = 8 1 9.2 �s 

Channel Sample time --- Block 9 - 1 6, 64 channels (65 to 1 28) 
@8 1 9.2 Jls - @ 104.9 ms, 64 Multi-Time Lags 

Table 4.5 Data distributing scheme 
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In this scheme, 1 28 channels of the correlator are divided into 1 6  blocks, each with 8 
l inear t ime scale channels. This means all the channels belonging to a particular block 
have the same sample time. The samples of a later block are simply obtained by the 
addition of pairs of samples of the previous block, thereby producing a doubled sample 
time, for example two 3 .2Jls samples make one 6.4Jls sample, two 6.4JlS samples make 
one 1 2.8Jls sample etc, as shown in Figure 4.8. 
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The first DSP (DSP I )  works in block 1 (channel I to 8) .  The counter for this group 
samples at 3 .2 �s. The second DSP (DSP2) works in blocks 2 and 3 (channel 9 to 24). 
The counter for block 2 samples at 6.4 �. The third DSP (DSP3) works in blocks 4 to 8 
(channel 25 to 64), the counter of block 4 samples at 25.6 �s. The forth DSP (DSPH) 
works in blocks 9 to 1 6  (channel 64 to 1 28), the counter for block 9 samples at 8 1 9.2 
�s. 

Apart from the first DSP, each of the DSPs requires only part of the avai lable time to 
calculate al l the channels of the shortest sample time block assigned to it. The 
remaining computation time is used to process data corresponding to larger sample 
times. 

The execution time of the system schedule is optimised as shown in Figure 4.9. Where 
T I ,  T2 etc . are the processing time sequences. 

Tl 

128 Channels / 8 = 16 blocks, 1 block = 8 Channels 
DSPI DSP2 DSP3 DSP4 

!1T = 3.2 �s !1T = 6.4 �s !1T = 25.6 �s 

(block I )  (block 2) + 
(block 4) + (block 5)/2 + 
(block 6)/4 + (block 7)/8 + 

(block 3)/2 (block 8)1 16  

!1T = 8 1 9.2 �s 

(block 9) + (block 1 0)/2 + 
(block 1 1 )/4 + (block 1 2)/8 + 
(block 1 3)1 1 6+ . • .  

12 (block 1 )  (block 2) + 
(block 4) + (block 5)/2 + (block 9) + (block 1 0)/2 + 
(block 6)/4 + (block 7)/8 + (block 1 1 )/4 + (block 1 2)/8 + 

(block 3)/2 (block 8)1 16  (block 1 3)1 1 6+ ... 

Figure 4.9 Timing scheme 

Each processor in the system has i ts own copy of the correlation core code and the 
execution time is varied as shown in Figure 4.9. During time Tl , DSP I  processes the 
channels of block 1 ,  DSP2 processes the channels of block2 and the first half number of 
channels  of block3 , DSP3 processes the channels of block4, first half number of 
channels of block 5 ,  . . .  , the remaining channels of those blocks are processed in the next 
sample time, and so on. During time T2, DSP I processes the channels of block 1 ,  DSP2 
processes the channels of block2 and the second half number of channels of block3 , 
DSP3 processes the channels of block4, second half number of channels of block 5 ,  . . . . 
The above analysis indicates that four DSP5600 1 can meet the processing requirements. 

Careful inspection of this multiple tau algorithm leads to the conclusion, that the 
required total processing time for each DSP to process the channels assigned to him has 
an upper bound of exactly twice the processing time needed to compute the first 8 
channels . This leads for the required processing time F n to 



Chapter 4 Correlator Design II Correlator System Structure 55 

F = 8 1 + - + - + - + - . . . I:lT = 1 61:lT 
( 1 I I 1 ) 

n 2 4 8 1 6  n n 

(4.4) 

where Fn is the required processing time for DSPn (n = I ,  2, 3, 4), and I:l Tn is the 

sample time for the first block channels assigned to DSPn. 

4.3.3 Multiprocessing architectures 

A multiprocessor system can be defined as one containing two or more processors of 
approximately similar capabil ities. The idea behind mUltiprocessor systems is to exploit 
paral lel activity, and so achieve the concurrent execution of two or more processes 
(Bond, 1 987),  (Wilson, 1 989), (Lenoski, 1 992), and (Agnello, 1 992).  Most real time 
systems now are designed using this concept of parallel act ivi ty .  Also the use of 
efficient software can further enhance the performance of the system. In any 
multiprocessor system the available speed of a processor depends on how many 
operations can proceed in parallel on that processor, thi s  paral lelism is achieved by 
having several different on-chip execution units working in paral lel. 

4.3.3.1 Multiprocessing architectures review 

There are many kinds of mUltiprocessor architecture (Andrews, 1 992), and they must be 
analysed and their various merits considered within the context of real correlator 
appl ications. Analysing the factors which influence the performance of a multi
processor system is a very complex task since many factors jointly determine system 
performance and the modification of some factors affects many others. 

The normal hardware multiprocessor structures, known as SISD, S IMD, and MIMD, 
will be described in this section. 

1 )  SISD (Single-Instruction-S ingle-Data) computing is the traditional single-processor 
model. The S ISD architecture is i l lustrated in Figure 4. 1 0. 

Instruction 

yen) 
� x(n) ----��� Processor 

Figure 4.10 SISD structure 

In a SISD system, an appl ication is run on a single processor under the control of a 
single instruction stream (one instruction is taken from the program at a time), and each 
instruction operates on a single datum at a time . SISD machines are often given the 



Chapter 4 Correlator Design II Correlator System Structure 56 

appearance of paral le l ism through operating system features for supporting 
multitasking. When equipped with time-multiplexing of tasks, a fast SISD machine can 

support a form of concurrence, but true paral lelism is not supportable. Therefore, SISD 
hardware is incapable of paral lel computing. 

2) SIMD (Single-Instruction-Multi pie-Data) seems restrictive at first, but is perhaps the 
most useful  paradigm for massively paral lel scientific computing. The S IMD 
architecture is i l lustrated in Figure 4. 1 1 . 

In a SIMD computer, a single instruction stream is acted upon by many processing 
elements, in sequence. That is, one instruction counter is used to sequence through a 
single copy of the program. The data that are processed by each processing e lement 
differs from processor to processor. Therefore, a single program and a single control 
unit simultaneously act on many different col lections of data. Many scientific and 
engineering applications naturally fal l  into the SIMD paradigm. S IMD is an example of 
synchronous data parallel computing. Any general correlation function may be 
implemented using this single primitive. However, SIMD structures require substantial 
data transfer and storage capacity for digital signal processing appl ications, especially 
for logarithmic correlation appl ications. In addition, secondary memory access is 
normally required because it is not practical to store an entire large i nput data set in 
primary memory. 

3) MIMD (Multiple-Instruction-Multiple-Data) is the most general model of 
paral lelism. The structure is shown in Figure 4. 1 2 . MIMD is useful when the problem 
requires multiple different tasks to be performed at the same time. Synchronisation is 
ach ieved expl ic i t ly and local ly rather than through a global synchronisation 
mechanism. This makes the system flexible. Because of the flexibil i ty of MIMD, a 
variety of programming paradigms may be used. 
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The members of the MIMD group are commonly referred to as multiprocessors. One of 
the major architectural differences among the various types of parallel processing 
system is the interconnection technology used. In recent years, various interconnection 
networks have been studied for paral lel machines designed for communication intensive 
appl ications. Normally the interconnection network for this kind of system could be 
either shared bus, or special switcher, or multistage network. The input and output 
signal data can be transferred through multiplexer and demultiplexer c ircuits and 
various types of structure can be used to interconnect the processors and memories. 

There are two common forms of MIMD interconnection structure. These are the 'tightly 
coupled' and the ' loosely coupled' multiple architecture. A tightly coupled architecture 
uses shared memory as a communication medium, as shown in Figure 4. 1 3 . 

Memory Memory Memory 

Processor Processor Processor 

Shared 
Memory 

Figure 4.13 Tightly coupled shared bus system 

A loosely coupled multi-DSP system contains a number of processors with local 
memory, interconnected via point-to-point communication l inks .  The individual 
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processing uni ts tend to be autonomous, working on their own tasks with l i ttle 
interprocessor communication, as il lustrated in Figure 4. 1 4. 

In terprocessor 
connections 

CPU 

Distributed memory system 

Figure 4.14 Loosely coupled distributed memory system 

4.3.3.2 Parallel architecture performance analysis 

There are several ways to measure the performance of this parallel architecture. Most 
obviously, we can count the total time taken T and the number of processors used P. It 
is also interesting to compare the speed attained by the parallel algorithm with that of 
the best sequential algorithm.  The speed enhancement S of a paralle l  algorithm is 
defined to be the ratio of the running time L of the fastest sequential algorithm to the 
running time T of the paral lel algorithm, ie., 

S =  
L 
T 

(4.5) 

To obtain meaningful results, accurate estimations are needed for the computation 
times, memory requirements, and the time cost due of interprocessor communication. 
The execution time for implementing a multiple tau correlation function algorithm with 
DSPs can be divided into three parts: autocorrelation arithmetic, counter data reading, 
and interprocessor communication operations. We denote the unit time cost of each 
operation as Ca, Co, and Ce, respectively. If the number of arithmetic, counter reading, 
and communication operations per sample of output is denoted as N a, N io , N c ,  

respectively, then the execution time per sample can be represented as fol lows: 

(4.6) 
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One of the objectives of the algorithm design is the minimisation of the execution time. 

The execution time of the single DSP and multi-DSP algorithms can be represented as 
in eqn (4.7 and 4.8),  where the subscript s denotes the single processor and the subscript 
m indicates the multiprocessors . In many cases, a paral lel algorithm needs more 
arithmetic operations compared with its sequential counterpart, and as a result, Na.m can 
be larger than Na.s. 

t = C N  + C N J a a,s  UJ 1O • .'i (4.7) 

(4.8) 

Three performance measures: ( 1 )  throughput, (2) speed enhancement, and (3) efficiency 
are used for evaluating multi-DSP implementations. 

( 1 )  The throughput 

The throughput can be obtained by dividing the number of processors by the execution 
time per sample t ime of the system. The throughput using four processors, R(4), is 
represented by the following equation 

(4.9) 

(2) The speed enhancement 

The speed enhancement is the ratio of the throughput in the multi-DSP system to that in 
a reference single processor system. 

(4. 1 0) 

(3) The overal l efficiency 

The overall efficiency is defined as the ratio of the speed enhancement and the number 
of DSPs: 

(4. 1 1 ) 

The above equations clearly indicate that the reduction of the communication cost is 
vital for increasing the efficiency or speed enhancement ratio. 
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4.3.3.3 Selecting a loosely coupled MIMD architecture 

A loosely coupled MIMD architecture was chosen to implement the multiple tau 
correlation algorithm for the fol lowing reasons. 

( I )  Multiple tau correlation computing requires several independent activities to occur 
at the same time. MIMD machines are typically composed of SISD devices, and each 
device operates independently and asynchronously. Several devices can cooperate to 
solve a complex problem and can also operate independently to solve different 
problems. So different DSPs can work in different sample t ime blocks and hence 
dramatically improve the response time of the system. Such a processing system makes 

a very cost-effective transaction processing system for a multiple tau autocorrelator. 

(2) A loosely coupled MIMD structure allows the system to be designed using a simple 
communication, scheduling and synchronisation mechanism. The most serious problem 
with a shared memory system is the possibil i ty that data transfer between the processing 
boards wil l  cause a bottleneck in the system's performance. In order to access the shared 
memory, tightly coupled systems require a complex arbi tration scheme to ensure mutual 
exclusion of the common data bus. This arbitration mechanism can be a hindrance to 
system expansion. Loosely coupled systems with point-to-point communication 
structures do not require any shared arbitration logic. 

(3) Loosely  coupled MIMD structures can be readily extended. In shared-memory 
machines, adding processors to a system can degrade performance by bus saturation. 
With distributed-memory MIMD, the computing power increases almost l inearly with 
the number of processing units. Also the correlator minimum lag time can be reduced 
and number of channels extended by adding much more powerful processing units in 
the future. 

In summary a loosely coupled MIMD structure requires minimal interprocessor 
communication and I/O operations and can use the same multiprocessor architecture to 
implement alternative digital signal processing algorithms. 

4.3.4 Design of Parallel Algorithms 

In a multi-processor system, the real challenge is in developing the corresponding 
parallel appl ication software (Chaudhary, 1 993) and (S ingh, 1 993). The requirement for 
a parallel algorithm is to dynamical ly control the task allocation and execution within a 
multi-DSP system. This adds complexity to the design and unless care is taken, the 
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software overheads incurred by the parallel algorithm can degrade the performance of 
the system. 

In order to minimise the complexity of the task allocation system it is best to perform 
the al location of code to the DSPs prior to run time. Fortunately, using a loosely 
coupled multi-DSP architecture, the scheduling of tasks to DSPs can be determined 

without the requirement for extensive development tools. The application can be written 
as a series of tasks and assigned to the appropriate DSPs with the communications 
mechanisms between the tasks defined. This enables code to be quickly developed and 
tested on a single DSP prior to network scheduling. 

The method adopted here uses different DSPs to calculate different blocks of channels 
at the same time. The algorithm simply divides the total computational work required 
into equal parts and subtasks each part to a different DSP. The aim is to keep the 
algorithm as simple as possible while minimising data transfer between processors. 

There has been no single dramatic breakthrough in paral lel programming to match the 
hardware advances in the last few years (Curtis, 1 994) . Programming a parallel multi
processor system is sti l l  more difficult than sequential programming, although the 
choice of a distributed MIMD multi-DSP system has el iminated a great deal of the 
heartbreak from the programming. 

Challenging problems in the future will rely on the development of algorithms 
appropriate for parallelism for this system. It should be no surprise that much of what is 
known about multiple tau t ime scale autocorrelation algorithms will have to be 
revisited in the context of paral lel ism in the future. 

4.4 Correlator Architectures 

The architecture of the correlator depends on the system hardware and the software 
architecture, including the data communication between the processors. In the correlator 
system, successive input samples must be processed to produce an output channel data 
stream within a relatively short time delay. The correlator must execute the algorithm 
fast enough to avoid any loss of input data. 

The structure of the correlator designed using a loosely coupled MIMD multi-DSP 
system is shown in Figure 4. 1 5 . The correlator is designed using separate sampling and 
processing sections which are connected through a fast 24-bit counter system. The 
counter system offers a multiple sample-time mode, where !:IT and the lag-times are 
both doubled every 8 channels. 
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Figure 4.15 Correlator system based on MIMD structure 
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Macintosh II 
Computer 

This section wi l l  describe the hardware architecture of the correlator. The design is 
based on the above analysis (sections 4. 1 - 4 .3) .  The system works as fol lows. The 
multi-DSP system receives signals from the fast counter system, the sampling rate is 
changed, the autocorrelation calculations are performed. The completed unnormalised 
correlation and monitor data are transfered to the computer to display and perform any 
additional required analysis. Each processor performs i ts tasks with different priori ties. 
These are (from h ighest to lowest): counter sampling, accumulation, data transfer and 
graphic display. 

4.4.1 The counter array system 

The need to provide a large counter storage capac ity (24-bit) for each correlation 
channel increases the cost of the device and requires a complex logic network to enable 
the counter contents to be read and displayed in real time. The counter system provides 
the input digital data streams to the signal processors. Multiple sample time clocks are 
used to control the counter array at different sample times, as scheduled i n  section 
4.3.2. The system is shown in Figure 4. 1 6. 

Input Data 

STC I STC2 STC3 STC4 

DSP 1 DSP 3 DSP 4 

Figure 4.16 Counter array system 
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The pulses from the photomultiplier are shaped to standard TTL form by a preamplifier 
and discriminator circuit. These output pulses can be accepted by the counters, and then 
accumulated over the sample times. The sample time clock system should be able to 
generate four sample time clocks STC 1 ,  STC2, STC3, and STC4. The time relationship 
between STC 1 ,  2, 3, and 4 shou ld be changeable, so different time structures can also 
be implemented. 

As mentioned in section 3 . 1 ,  photon counting systems could exhibit a counting dead 
time interval , during which time incoming pulses are not counted. A derandomiser and 

a synchroniser can be used to make a zero dead time counter system to ensure that all 
pulses from the photomultipl ier are counted (O'Driscol l ,  1 982). 

The counted data are passed directly to a DSP via the auxil iary input port to the DSP 
data memory for instant real time processing. This method makes full use of the DSP's 
computing power to make the system work in real t ime. In this method, an interrupt 
routine causes the counted data to be loaded into the DSP memory . This interrupt 
service routine is a piece of software that is designed to react to an interrupt generated 
by the sample time clock. The DSP system uses one storage area of fast RAM to store 
the delayed and immediate data. The correlation calculation routine which processes the 
incoming data is interruptable, so that new values continue to be read while the 
accumulation calculation is taking place. The data interrupt routine has the highest 
interrupt priority. 

The data are stored in a circular list, so that new data replace records which have been 
processed and are no longer needed. Computations are started from the last channel. 
This contains the oldest data and is therefore the next one to be overwritten. Clearly the 
sample time !J.T should not be less than the sum of the calculation time tc and the 
interrupt routine execution time ti, ie. 

(4. 1 2) 

4.4.2 The signal processor system 

The MIMD correlator architecture involves issues at the node and system levels. Each 
node is a processor unit comprising a DSP5600 1 with a memory segment and 110 
interfaces. The memory subsystem also has to be carefully designed to provide fast and 
rel iable communication within the node so that each node becomes a self-contained 
computer. The nodes must provide speed and predictabi l i ty in executing real-time 
tasks, in handling interrupts, and in interacting with the counter and control computer. 
These signal processing nodes perform the primary multiple tau autocorrelat ion 
functions required by the DLS application . 
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The nodes cannot access each other's pri vate memory space, and hence a 
communication network is required to transfer data between nodes. As mentioned in 
section 4.3, the performance of the system is as much affected by the speed of this 
communication network as i t is by the speed of the processing elements. Thus the 
balance between communication-time and computation-time in this message-passing 
machine is an important design issue. 

Data communication bet:"een DSPs could cause synchronisation problems unless a care 
is taken at the design stage. Also as mentioned in section 4.3, the major obstacle to the 
prevalent use of the multiprocessor systems has been the absence of efficient tools to 
automatically schedule programs onto the multiprocessor structure. This is especial ly 

true for inter-DSP communication . The only way to keep these problems firmly under 
control is to plan very carefully, and solve the problems at the design stage. It is much 
more difficult and expensive to try to solve these problems at the code stage. The design 
of an architecture which needs less interprocessor communication and fewer 110 
operations is an important requirement. 

There are four different kinds of data access requirement in the system. The first kind is 
DSP access to i ts own data. This can go through the DSP's own 24-bit data bus which is 
connected to fast RAM . 

The second kind is access to the counted data. Each DSP also accesses the counter 
system through the DSP5600 1 24-bit data bus for high speed processing. 

The third kind of data access requirement is data exchange between DSPs and the 
control computer. To make the system more of a general purpose signal processing 
station, the placement of the 110 controllers needs to be done in such a way that all 
nodes are able to communicate with the control-computer. In the correlator scheme, all 
nodes are connected to the interface manager which is used to down load the 
processing program from the control computer to the nodes. The control computer 
accesses each DSP node through a computer-DSP interface bus. 

The fourth kind of data access requirement is data exchange between different DSPs. 
This can be achieved by using the DSP5600 1 host ports as the interface for a separate 
8-bit data bus. 

The DSP views its host interface port (HI) as a memory-mapped peripheral occupying 
three 24-bit words in the data memory space . Separate transmit and receive data 
registers are double buffered to allow efficient data transfer at high speed. Memory 
mapping allows the DSP CPU to communicate with its HI registers using standard 
instructions and addressing modes. In addition, the MOVEP instruction allows HI-to-
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memory and memory-to-HI data transfers without going through an intermediate 
register. 

Figure 4 . 1 7  is a block diagram showing the registers in the HI. The registers can be 
divided vertically down the middle into registers visible to the host processor on the 
left and registers visible to the DSP on the right. They can also be divided horizontally 
into control at the top, DSP-to-host data transfer in the middle (HTX (host transmit 
register) and RX (receive register)), and host-to-DSP data transfer at the bottom (TX 
(transmit register) and HRX (host receive register)). 

Cor trol 
reg ster 

Host 24 bit Data Bus 

� Port � � � l. RX HTX � 7 "II1II , ,.. 8 bit Host 
Bus 

TX HRX 

Figure 4.17 Host port data transfer structure 

Multiple buses have been used to separate very high speed processor to memory 
functions from slower va peripherals (Andrews, 1 989) and (Marsan, 1 982). Use of the 
host bus allows high processor util isation and efficient data communications, because it 
preserves the DSP 24-bit data bus for counter reading and memory access only. 

When the multiple tau correlation processing is completed, the channel information 
located in the slave DSPs are passed to the host DSP through the host 8-bit data bus. 
There may be more than one DSP with data to transfer. The host DSP is the bus master 
and it gains control of the bus to transfer a block of data between processors. 

Based on the above, the resulting correlator system scheme is i l lustrated in Figure 4. 1 8 . 
The multi-sample time counters are clustered together and each counter is assigned to a 
DSP. 
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The main function of the host DSP is to execute operations necessary to del iver the 
calculated channel data to the on-line control computer and to control the processing of 
the other DSPs. When the control computer needs correlation data for further analysis 
and display, i t  communicates with the host DSP to ensure that the operation of other 
DSPs is not interrupted. These other DSPs may be performing calculations on the small 
sample time channels. The host DSP is also responsible for functions in the network 
and the data l inks of the system. The host DSP must establish connections between the 
source and destination DSPs. 

There is a control computer (Macintosh IIvx) available to work with the correlator. The 
control computer performs the overall management of the correlator. This includes 
processing option selections, mode selections, mode parameter changes, input/output 
channel selections, counter system contro l ,  display system control ,  and faul t  
monitoring. An interface program provides the correlator-to-computer interface. The 
display program residing in the control computer provides the required data processing 
and formatt ing necessary for display purposes. Many forms of postprocessing 
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algorithms can be used, including noise analysis and signal to nOIse enhancing 
techniques. 

4.4.3 The entire structure 

The boards inter relationships in the correlator system is shown in Figure 4. 1 9 . 
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Processor Board 3 

Input Pulse 

Figure 4.19 Boards inter relationships in the correlator system 

Each DSP performs all the operations needed for the processing of the given block of 
channels , and the intermediate results do not normally flow from one processor to 
another. Each DSP board contains a resident monitor program for performing the 
fol lowing functions; ( 1 )  initialisation, (2) control and communication. 

On power-up the resident monitor program is automatically loaded and executed by the 
DSP board. The DSP board then enters an idle state waiting for commands from the 
control computer. Then the DSP board loads in the processing program from the 
control computer, different processing program can be loaded in .  The correlator system 
currently has four processing boards but is expandable to more processing units if 
desired. 
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The entire correlator system consists of three parts, the correlator station i tself, the 
control computer, and the correlator to computer interface system which is the 
instrumentation "front end" for the data interface board, see Figure 4.20. Also included 
in the diagram is a spectrometer. 

Computer 
Correlator 

Interface 

Spectrometer 

Figure 4.20 Correlator system structure 
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5 CORRELATOR DESIGN III - CIRCUITS AND SOFTWARE 

DESCRI P TION 

The circuit design and software operation of the multi-DSP autocorrelator are described in 
this chapter. The emphasis will be on the electronics used in the correlator hardware, and 
on detailed descriptions of the hardware circuits and software programs. 

5 . 0  Overa l l  Correl ator System 

Figure 5 . 1 shows the overall block diagram of the correlator system. The system is 

designed with an open structure to make it extendable and flexible. The entire correlator 
can be considered to be composed of 4 functional blocks: the input and clock (one clock 
board), the counter (four counter boards) , the processor (four DSP boards) and the 
computer interface block (interface circuit and interface card). 

Sample 
input 

Manual 
Reset 

STC I 

STC2 

STC3 IRQA* 

STC4 

Sample IRQA* 
Clock B 

Counter B 

IRQA* 

Figure 5.1 Overall block diagram of correlator system 
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5 . 1  I n put and Clock Board 

There are three parts to the input and clock system, as shown in Figure 5.2. They are the 

input system, the programmable sample time clock system, and the reset system. This 

block is made on a single printed circuit board and two 64 pin Euro DIN connectors are 
used to connect this board to the rest of the correlator. 

Presettable 
Sample Time 

Clock 

... ( 24-Bit Latch 

1\ 
DSP Data Bus 

Software 
RESET_IN * Reset 

Connector 2 

Figure 5.2 Input and clock system block diagram 

5 . 1 . 1  Input amplifier 

The input amplifier circuit is based on that used in the cl ipping mode correlator in our 
laboratory (O'Driscol l ,  1982) . Adopting this input circuit makes the new correlator 

compatible with the existing DLS system. The circuit is redrawn here (Figure 5.3) .  
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The input amplifier i s  designed to have a 50n input resistance and to operate with 1 V 
pulses of positi ve input polarities. An emitter-fol lower input buffer ensures that a constant 
50n resistance appears at the input for input voltages in the range -5V to +5V. The 
second stage is a discrete component diode transistor logic inverter. The voltage on the 
base of Q2 is zero if the input voltage is also zero. This assumes equal voltage drop 
across the base-emitter junction of QI and diode DI . A 1 V input turns on Q2 causing the 
collector voltage to change from logic ' 1 '  to logic '0'. The positive going edge of the 
input voltage causes a ' 1 '  to '0' transition at the output of Q2. Capaci tor C is included to 
reduce the transition time of the Q2 output waveform. 

5.1 .2 Programmable sample time clock 

As mentioned in chapter 4, four counters are used in the correlator system. Because they 
simultaneously sample at different sampling times, multiple sample t ime clocks are 
needed for the counter system. 

The 74F series FAST TTL Logic family was selected for this system. 74F TTL products 
are made by combining advanced oxide-isolated fabrication techniques with standard TTL 
functions. The high operating speed of the 74F family enables a system to operate at 
speeds previously only possible with 1 0K ECL, but with simple TTL design rules and 
single 5V power supplies. Low input loading allows the user to mix the LS TTL, ALS 
TTL, and HCMOS logic famil ies in the same system without the need for translators and 
restrictive fanout limitations. 
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There are four main parts in the clock system. They are: the 20 MHz master reference 
clock; the multistage clock divider system; the magnitude comparator system; and the data 
latch system controlled by a DSP. 

The 20 MHz master reference clock is based on a 40 MHz crystal oscil lator clock module 
as shown in Figure 5.4. The clock must attain specified rise and fal l  times. The crystal 
oscillator output is divided by two to guarantee approximately 50-50% high-and-low duty 
cycle, and the output of the system is buffered so that the clock is not loaded by other 
logic circuits, thus ensuring that its rise and fall time requirements are met (5ns). 

40 MHz 

R 

74F04 74F04 

J Q 

CP 

74F 1 1 2  

Figure 5.4 20 MHz master clock 

20 MHz 

74F04 

Figure 5.5 shows the sample time clock block diagram. The multistage sample time clock 
dividing system is made using five 4-B it B inary Counters to form a synchronous 
multistage counter, which counts clock pulses from the 20 MHz master clock. The 
comparator system is made using five 4-Bit Magnitude Comparators. It compares the 
output of the counter with the data stored in a 24-bit latch. Sample time clock pulses 
STC 1 ,  STC2, STC3, and STC4 are generated when the numbers in the counter equal the 
numbers stored in the latch. STC 1 - STC4 are the outputs gating by bits 0 - 3 of the 24-
bit latch. 

The clock system can work in a very flexible way with four different sample time clocks 
controlled by a DSP. This enables the whole experiment to be performed under software 
control. 
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The circuit diagram of the sample time clock is shown in Figure 5 .6 .  The counters can 
count and reset synchronously. A low level at the Reset (SR *) input sets all four outputs 
of a counter (QO - Q3) to low levels after the next positive-going transition on the Clock 
(CP) input. The carry look ahead simplifies synchronous cascading of the counters. 

One 4-bit binary counter (74F 163) and one magnitude comparator (74F85) comprise one 
group. If the data A input and data B input of a magnitude comparator are the same, the 
A=B output is high. The high output is used to reset the counter via an Inverter (74F04) 
and generates a carry pulse to the next counter group by enabling that group to count the 
next master clock pulse. 
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Three Octal D Flip-Flops (74F374) are used to form a latch with 24 tri-state outputs, only 
20 of which are used by the comparator. The other four control four 2-Input OR Gates 
(74F32) which function as switches to allow each of the four sample time clocks to be 
turned on or off. The DSP can simply write different data into the input of the Octal D 
Flip-Flop to obtain a different sample time. 

5 . 1 .3 The reset system 

The reset system (Figure 5 .7) is based on a 555 timer and provides a 1 50 mil l isecond 
reset time for both power up and manual reset operations. The 1 N9 14  Diode (D 1 )  is used 
to detect any power glitches. When power is momentarily interrupted, this diode quickly 
discharges the timing capacitor which triggers the timer, causing a reset operation. 
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Figure 5.7 The reset circuit 
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The reset state can be generated either manually or by the computer. This causes the timer 
to generate a RESET_IN* signal. The RESET_IN* signal is used to reset the DSP boards 
and to setup the initial operating mode of the DSPs. 
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5.2 The C o u nter Board 

5.2.1  Counter overview 

76 

The counter accumulates the number of photoelectron pulses occurring during each 
sample time. The 24-bit output of this counter is transferred into the DSP and the counter 
is reset at the end of each sample period. 

The counter board layout is shown in Figure 5 .8 .  The whole system consists of five 
functional blocks: 1 ,  Derandomiser. 2, Synchroniser. 3 ,  Clear signal generator. 4, 
Counter circuit. 5 ,  Buffer. 
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Figure 5.8 Counter board block diagram 

5.2.2 Derandomiser and Synchroniser 

I---

The design of the correlator can be simplified if input pulses occur only at certain times. 
This is achieved by using a derandomiser and a synchroniser (Oliver, 1 974), (O'Driscoll, 
1 982). The derandomiser defines time intervals equal to 50 ns, and shifts the input pulses 
within these intervals to be synchronised with the 20 MHz master clock. This time shift 
does not effect the correlator operation since for a given sample period it is necessary to 
know only the number of pulses occurring and not the actual time of occurrence within 

the sample period. Knowing the time of arrival of the input pulses enables the counter to 
be reset between pulses, which ensures that there is zero dead time and all input pulses 
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are counted. The synchroniser is used to match the input pulses and the sample time clock 
(STC) pulses with the master clock pulses. All pulses have a duration of 25 ns. The input 
and STC pulses (when they occur) start at the same time as the master clock pulse. 

The derandomiser and synchroniser circuits used were taken from an earl ier cl ipping 
autocorrelator (O'Driscol l , 1 982). 
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Figure 5.9 Circuit diagram of the derandomiser 

The derandomiser circuit has two identical signal paths to ensure that all input pulses are 
processed. If a single path were used a pulse would be lost if i t  arrived while the 
preceding pulse was being delayed for synchronisation with the master clock. Input 
pulses are directed by F 1  alternately into paths X and Y. The occurrence of a pulse in 
path X is recorded by the output of F2 going ' I ' . This logic ' I '  applied to the D-input of 
F3 causes the Q* output of F3 to go '0' on the positive edge of the master clock pulse, 
c learing F2 and setting the derandomiser output ' I ' . The negative edge of the master 
c lock pulse clears F3 and returns the derandomiser output to '0', Thus the pulse from the 
derandomiser is locked to the master clock and delayed with respect to it by the device 
propagation delays. The process is repeated in path Y for the next pulse. 
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Operation without loss of input pulses requires that paths X and Y be as nearly identical 
as possible. If one path is sl ightly slower than the other it is possible for a pair of closely 
spaced input pulses to appear at the outputs of paths X and Y at the same time. Such 
pulses would overlap and thus one of them would be lost. Mismatching is minimised by 
using dual fl ip flops so that F2 and F4 are on the same integrated circuit chip, as are F3 
and F5 . 

The synchroniser matches the pulses from the derandomiser and the two clocks by means 
of latches L I ,  L2 and L3 which are loaded on the negative edge of the 20 MHz master 
clock and cleared on the following positive edge, as shown in Figure 5. 1 0. 
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Figure 5.10 Circuit diagram of the synchroniser 
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Clocking latch L2 from the derandomiser output ensures that all pulses from the 
derandomiser are counted. The negative edge of the derandomiser output pulse is delayed 
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with respect to the 20 MHz master clock by four gates in series since the 'clear' input and 
Q* output of F3 (and F5) are linked internal ly by a single gate. An equivalent four gate 
delay (gates 5-8) ensures that the clocking of L 1 and L3 coincides with that of L2. 
Typical pulse sequences for the synchroniser are shown in Figure 5 . 1 1 .  
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Figure 5.1 1  Pulse sequences for the derandomiser 
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5.2.3 Synchronous cascade counter 
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Six 4-Bit B inary Counters (74F 1 63) are used to fonn a synchronous multistage counter 
system as shown in Figure 5 . 1 2 . The scheme allows the fonnation of a cascaded counter 
system. The active rising edge of the pulses synchronously operates the counting. Three 
Octal D Fl ip-Flops (74F374) are used to form the latch system. The two sections of the 
device are control led independently by the Clock (CP) and the Output Enable (OE*) 
control pins. 
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Typical pulse sequences of the counter system are shown in Figure 5 . 1 3 .  

1 .  When the Low-to-High transition of the STC' occurs, the state of each D input of 
the Octal D Flip-Flop (74F374), (previous counting data), is transferred to the flip
flop's Q output. They are held there unti l the next Low-to-High edge of the STC' 
occurs. 

2. Then the counter gives the signal IRQA *, a negative edge interrupt request signal to 
the DSP which causes the DSP to jump into a fast interrupt service routine. 

3. After the SR* signal is sent to the Synchronous Reset Input (SR*) of the Binary 
Counter (74F I 63), the next positive edge of the CP will reset the counters. 

4. An equivalent six-gate delay ensures that the input sample A' wil l  appear at the 
counter after the counters are reset. 

5 .  Finally the DSP interrupt service transfers the data held in the Q output of the Octal 
D Flip-Flop (74F374) to the DSP's data memory. Data are read by the DSP once 
each STC' cycle. 
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________ 1� �I ______________________ __ 

2 I 
20MHz ,'--__ --' 

A' 

SR* u 
A" L 4 I I I 

I 5 )�  COUNT_RD* 
'--____ � 

Counter Sample 
reset pu I ses 

Figure 5.13 Typical pulse sequences of the counter system 
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5.3  S i n g le D S P  B oard 

The DSP board inc ludes a 33MHz 24-bit General Purpose Digital Signal Processor 
(DSP5600 I RC33), an 8K x 24-bit fast static RAM (MCM56824) with 30ns access time 
and a 4K x 8 bit EPROM (NMC2764) with 1 50ns access time, as shown in Figure 5. 1 4. 
The buffer system is used for data transfer between the counters and the DSP5600 1 .  Also 
on the board is the computer to DSP interface. This will be described in section 5.5 .  The 
host bus which is used for DSP to DSP communication wil l be described in section 5.4. 
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Decoder .�,,","'\: 
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I Control 
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r;:::: = DSP 
MCM56824 

SRAM MAC II 
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to H [ DSP 
H Interface 

[ 24-bitDSP Data Bus 

---.... Buffer � NMC2764 
EPROM 

Host Bus (8-bit data Computer 

�� & 7-bit control) Interface Bus 

L----I I--
Connector 1 Connector 2 

Figure 5.14 DSP board block diagram 

5.3.1  DSP56001 data bus and access timing 

The DSP board data bus (Figure 5 . 1 5) is built around the DSP5600 1 Port A, which is 
divided into three functional groups: a 24-bit wide data bus, a separate 1 6-bit address bus 
and a control bus. The 24-bit bidirectional data bus is used for external memory and VO 
access. 
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Three address buses (XAB, YAB, and PAB) and four data buses (XDB, YDB, PDB , 
and GDB) are available for internal memory accesses during one i nstruction cycle, but 
only one address bus and one data bus are available for external memory accesses. If all 
memory sources are internal to the DSP, one or more of the three memory sources may 
be accessed in one i nstruction cycle. However, when one or more of the memories are 
external to the DSP5600 1 ,  memory references may require additional instruction cycles. 
So during the programming period, care must be taken to use internal memory for critical 
data and programs. For accessing slow I/O and memory, an internal wait state generator 
can be programmed to insert up to 1 5  wait states (Motorola, 1 990) . 

The DSP5600 1 external bus timing is defined by the operation of the address bus, data 
bus, and bus control pins. The transfer of data over the external data bus is synchronous 
with the clock. Timing is relative to the edges of an external clock, as i l lustrated in 
Figure 5 . 1 6 . This t iming is essential for the design of the single DSP board and 
synchronous mUltiprocessor systems. One instruction cycle takes two clock cycles or 
four c lock phases. The clock phases, which are numbered TO-T3, are used for timing on 
the DSP5600 1 .  
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Figure 5.16 PORT A bus operation (from DSP5600 1 data sheet) 

5.3.2 Mixed speed system 

The DSP board is a mixed speed system. Figure 5 . 1 7  shows the system used for 
combining different memory speeds and memory-map peripherals in different address 
spaces. The internal memory and the external MCM56824 SRAM require no wait states. 
The NMC2764 EPROM memory uses six wait states, and the counter uses 1 wait state. 
Ten wait states are used in the computer interface system. 
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The following procedure is required to enable the DSP to access the external SRAM, 
EPROM and memory mapped I/O (counter, sample time clock, and computer interface). 

The external memory address is defined by the address bus (AO-A 1 5) and the memory 
reference selects (PS * ,  DS *, and XIY*). These signals change in the first phase (TO) of 
the bus cycle. S ince the memory reference select signals have the same timing as the 

address bus, they are used as additional address lines in the correlator circuits to generate 
chip-select signals for the appropriate devices. These chip-select s ignals change the 
memory chips from low-power standby mode to active mode and begin the read access 
time. 

When the address and memory reference signals are stable, data transfer is enabled by 
read enable (RD*) or write enable (WR *) .  RD* or WR * is asserted to "quali y" the 
address and memory reference signals as stable and to perform the read or write data 
transfer. RD* and WR * are asserted in the second phase of the bus cycle (if there are no 
wait states). Read enable is typically connected to the output enable of the memory chips 
and simply controls the output buffers of the chip-selected memory. Write enable is 
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connected to the write enable (WE) or write strobe (WS) of the memory chips and is the 
pulse that strobes data into the selected memory. 

For a read operation, RD* is asserted and WR * remains deasserted. S ince write enable 

remains negated, a memory read operation is performed. The DSP data bus becomes an 
input, and the memory data bus becomes an output. For a write operation, WR * is 
asserted and RD* remains deasserted. Since the read enable remains deasserted, the 
memory chip OUTPUT remains in the high-impedance state. This state assures that the 
DSP and the chip-selected memory chips are not enabled onto the bus at the same time. 
The DSP data bus becomes an output, and the memory data bus becomes an input. 

When RD* or WR * are deasserted at the start of T3 in a bus cycle, the data are latched in 
the destination device-ie. , when RD* is deasserted, the DSP latches the data internally; 
when WR * is deasserted, the external memory latches the data on the positive-going 
edge. The address signals remain stable until the first phase of the next external bus 
cycle. The memory reference signals (PS* ,  DS*, and XIY*)  are deasserted (held h igh) 
during periods of no bus activity. 

During the slow EPROM and I/O access period, a few wait states are added to the 
PORT A access time by using the DSP bus control register (BCR). The write signal is 
also delayed from the T I to the T2 state when one or more wait states are added to ease 
interfacing to the port. 

5.3.3 DSP board memory system 

The DSP5600 1 design provides a low parts-count configuration with fast or slow 
memory, and memory mapped devices. Figure 5. 1 8  shows the memory map of the DSP 
system. 

The memory of the DSP can be partitioned in several ways to provide high-speed parallel 
operation and additional off-chip memory expansion. Program and data memory are 
separate, and the data memory is, in tum, divided into two separate memory spaces, X 
and Y. Both the program and data memories can be expanded off-chip. There are also 
two on-chip data read-only memories (ROMs) that can overlay a portion of the X and Y 
data memories and a bootstrap ROM that can overlay part of the program random-access 
memory (RAM). 

The three independent memory spaces of the DSP (X data, Y data, and program spaces) 
are configured by control bits in the operating mode register (OMR). The operating mode 
control bits (MA and MB) in the OMR control the program memory map and select the 
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reset vector address. The data internal ROM enable (DE) bit in the OMR controls the X 
and Y data memory maps and enables/disables the internal X and Y data ROMs. 
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Figure 5.18 DSP5600 1 memory map (from DSP5600 1 data book) 

The on-chip X data RAM is a 24-bit-wide, internal, static memory occupying the lowest 
256 locations (0-255) in the X memory space. The on-chip X data ROM occupies 
locations 256-5 1 1  in the X data memory space and is control led by the DE bit in the 
OMR. The on-chip peripheral registers occupy the top 64 locations of the X data memory 
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($FFCO-$FFFF). The 1 6-bit addresses are received from the X address bus, and 24-bit 
data transfers to the data arithmic logic unit (ALU) register occur on the X data bus. 

The DSP board is controlled by a monitor program and the user processing program. The 
monitor program is stored permanently in a 64K by 8-bit EPROM and the user 
processing program is loaded into the external SRAM from the Macintosh ITvx computer. 
When the DSP is reset, it first goes into the bootstrap state and loads the monitor program 

into its internal RAM from the EPROM. It then passes control to the monitor program. 
Under monitor control the user processing program is loaded from the computer through 
the DSP-computer interface to the external SRAM. 

The monitor program continuously polls i ts computer port address until it receives a 
request from the computer. The monitor program performs the basic tasks necessary to 
transfer memory and register data to and from the computer, it also loads the processing 
program from the computer, and passes control to user programs. 

The NMC27C64 EPROM incorporates a transparent quartz window allowing the user to 
erase the programmed bit pattern by exposing the device to ultraviolet l ight. A new 
program can then be written into the device. It has 1 5  address inputs, 8 tri-state data 
outputs, a chip select input (CS*), and an output enable input (OE*). 

The chip select (CS*) is the primary control signal that enables a read or write access, the 
output enable (OE*) signal controls the enabling of data output buffers. The EPROM 
OE* is permanently connected to digital ground in this design, since the EPROM memory 
is only valid for a read operation. This simplifies the design significantly. Both the chip 
enable CE* and output enable OE* control signals of EPROM memory interface must be 
asserted to obtain valid data at the outputs. The CE* controls the device selection, and 
when it is negated, puts the EPROM in standby mode. The ROM_RD* signal is derived 
from the address decoder and is connected to CE* on the EPROM. 

Special provisions have been made to al low the DSP to load a program from the EPROM 
into internal program memory during a powerup reset. On powerup, the wait-state 
generator adds 1 5  wait states to all external memory accesses so that slow memory can be 
used. Bit 23 of external memory is set to logic one, so the DSP will load the contents of 
external EPROM into internal program memory (if bit 23 is a logic zero, it wil l load from 
the host port) .  The bootstrap program uses the bytes in three consecutive memory 
locations in the external EPROM to build a single word in the internal program memory. 
Figure 5 . 1 9  shows the system that enables internal program memory to be loaded from 
an external EPROM during powerup. The base address of the EPROM is $COOO. 
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The MCM56824 is a CMOS static random access memory which integrates an 8K x 24-
bit core with multiple chip enable inputs, output enable, and an externally controlled 
single address pin multiplexer. These functions al low for simple connection to the 
DSP5600 1 .  

Figure 5.20 shows the external SRAM system. The PS* signal is used to select the A l l 

and V/S* inputs (vector/scalar address multiplexer control) to enable the program 
memory at the appropriate time. The X1Y* input is used to select two data memories X 
and Y. The three external memory spaces (program, X data, and Y data) reside in the 
same physical device. 
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Figure 5 . 2 1  shows the MCM56824 SRAM timing when connected to a DSP5600 1 .  
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The circuit diagram of the external EPROM and RAM connected to PORT A of the DSP 
is shown in Figure 5 .22. 
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Because floating inputs cause erroneous operation and draw excessive power, all unused 
input pins are pulled up or down by a resistor. Without pullup resistors, the DS* and 
other chip select signals may become active, causing two or more memory chips to try to 
simultaneously drive the external data bus, which can damage the memory chips. A 
pullup resistor in the 50m range is sufficient. 
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5.3.4 Decoder system 

The purpose of the address decoder is to enable the device that is to be accessed. The first 
step in designing an address decoder is to define the memory map. As shown in Figure 
5 .23,  an organised memory map has separate areas of address space assigned to memory 
type devices and peripheral 110 controllers. 

$COOO I� COUNTER 
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110 CLOCK 
DSP I 

$AOOO 8800 1\00 
MAC port DSP2 

$8400 

$8� RAM HOST 
$8000 DSP3 

$8000 

$4000 

o 

Figure 5.23 DSP board memory map 

The read/write controls of the DSP5600 1 are self-descriptive. They can be used as 
decoded read and write controls, the write signal (WR *) can be used as the read/write 
control, and the read signal (RD*)  can be used as an output enable (or data enable) 
control for the memory. Decoding in this fashion simplifies connection to the high-speed 
SRAM. The program memory select (PS*), data memory select (DS*), and XIY select 
(XfY*)  can be considered additional address signals. The Xfy* output signal has the 
same timing as the address lines. 

S ince external logic delay is large relative to the timing margins of devices, timing 
becomes more difficult when different speed devices are introduced. The separate read 
and write strobes used by the DSP5600 1 are mutual ly exclusive, with a guard time 
between them to avoid two data buffers being enabled simultaneously. 

The decoding circuit is shown in Figure 5.24. Four l -of-4 Decoders (74F I 39) are used 
for device selection. 
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Figure 5.24 Decoding circuit 

ROM_SEL * is used to select the EPROM at address P:$COOO, OE* is used to select VO 
buffer at address X :$8000, COUNTER_SEL * is used to select the counter board at 
address Y:$BOoo, CLOCK_SEL * is used to select the sample time clock board at address 
Y:$AOoo, RAM* is used to select MCMS6824 SRAM at address $3000, DSP I *, DSP2*,  
and DSP3*  are used to select DSP board 1 ,  DSP board 2, and DSP board 3 respectively, 
at addresses Y:$8000, Y:$8400, and Y:$8800. 

5.3.5 Clock signal 

The DSPS600 1 requires a TTL compatible clock input. The clock input must meet the 
specified rise and fal l  times, as well as the l imits on low and high width times. The rise 
and fall time of this external clock should be S ns maximum. Since the rise and fal l  times 
are small ,  the clock interface circuit should be located close to the DSPS600 I in order to 
eliminate the possibi l ity of any reflections or ringing of the clock signal. 

In the system, an external 33 MHz clock module is used. The external ly suppl ied square 
wave is connected to the EXT AL pin of the DSP, as shown in Figure S .2S. 
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DSP5600 1 

33MHz t----i EXT AL 

XTAL 

Figure 5.25 External clock 

5.3.6 Reset operation, external interrupt and mode select circuit 
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When the RESET* signal l ine is asserted by external logic, the DSP and its peripherals 
are reset. This operation is necessary at power up time. After powerup, RESET* has to 
be asserted for a minimum of 100 milliseconds. 

The MODA and MODB inputs are read and internally latched in the DSP when the 
processor exits the RESET state. Therefore these two pins should be forced into the 
proper state during reset. After leaving the RESET state, the MODA and MODB pins 
automatically change to external interrupt requests IRQA* and IRQB* .  Table 5 . 1 shows 
the mode assignments . The special bootstrap mode (Mode I )  is chosen as the i nitial 
working mode for the correlator system, 

Operating MODB MODA Description Mode 

0 0 0 Single Chip Mode 

I 0 I Special Bootstrap Mode 

2 I 0 Normal Expanded Mode 

3 I I Development Mode 

Table 5.1 Initial DSP5600 I operating mode 
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The mode select circuit is shown in Figure 5.26. 

4.7 

4.7K 

RESET* 

Figure 5.26 Mode select circuit 

The circuit ensures that, fol lowing a reset, MODA will be set to logic " 1 "  and MODB to 
logic "0". 

5.3.7 DC electrical characteristics and signal buffering 

An important DC electrical parameter of the DSP5600 1 is the maximum current that its 
output drivers can sink. We have to choose the appropriate logic family and decide which 
output signals require buffers, based on the fanout and circuit speed. 

The data and signal buffers are shown in Figure 5 .27. Octal Transceivers (74F245) were 
chosen as buffers .  The tri-state outputs are capable of sinking 60 rnA and sourcing 1 5  
rnA, producing very good capacitive drive characteristics. Address and control signals are 
buffered by a Two-Input OR Gate (74F32), which has a 20 rnA low level output current. 
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Figure 5.27 Data and signal buffers 



Chapter 5 Correlator Design III - Circuits and Software Description 97 

5 . 4  The Corre l ator-Com p uter Interface 

5.4.0 Introduction 

The control computer requires an interface to communicate with the correlator. In 
selecting the appropriate interface, two factors need to be considered. The first factor is 
speed. The real time requirement of the correlator system demands rapid data transfer 
between the correlator and computer. This can be achieved using a parallel interface to 
connect the correlator directly to the Macintosh NuBus. The second factor is generality. 
Generality is an important requirement in modern electronic instrument design. The 
Macintosh IIvx has been chosen as the controlling computer. However one may also wish 
the correlator to function with a different computer, and so a standard parallel interface 
was chosen to build the interface system. 

The control computer sends commands and the processing program to the correlator and 
requests data from the correlator. The correlator is connected to the computer interface 
card by a 50-pin ribbon cable. 

The interface system consists of a interface card, an interface cable, two interface 
programs (the computer interface program which resides in the personal computer and the 

correlator monitor program which is executed by the DSP), and the correlator c ircuits 
associated with the computer interface card, as shown in Figure 5 .28. 

1 [f Computer Interface Card Correlator 
Interface Correlator Monitor � .... 

Macintosh NuBusl Circuit Program 

Computer 
Interface 
Program 

Macintosh IIvx Correlator 

Figure 5.28 Correlator-Computer Interface System 

5.4.1 The computer Interface Card 

5.4. 1 . 1  Macintosh NuB us 

The correlator is directly connected to the NuBus 96-pin Euro-DIN connector through a 
data VO board. The intent of NuBus is to implement a 32-bit h igh speed interface that 
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uses a very simple and direct design methodology. It runs at a transfer rate of 10 MHz 
and is a synchronous bus. All signal l ines on the NuBus are active low signals. 

The NuBus l ines are as fol lows: 

A DO/through AD311 These 32 tri-state, active low address and data l ines carry both 
address and data information . They are multiplexed to minimise the number of l ines. 
Address information is first broadcast. The responding slave then may place 8, 1 6, or 32 
bits of data on these l ines, depending on the type of transfer being performed. 

TMO/ and TMlI These two tri-state, active low transfer mode l ines are used to indicate 
the type of transfer being performed. The master initiating the transfer indicates the type 
of transfer to be performed and the responding slave indicates the success of the transfer 
over these l ines. 

A C K/ The acknowledge signal is an active low, tristate l ine used to indicate the 
completion of the data bus operation. ACK/ and ST ART/, when used together, can signal 
that attention cycles have occurred on the bus. 

START/ This active low, tristate signal is driven low to indicate the beginning of an 
operation. ACK/ and START/, when used together, can signal an occurrence attention 
cycles on the bus. 

NMRQI The active low non master request l ine is used by boards not capable of 
becoming bus masters but which are in need of service. 

5.4.1 .2 The digital I/O card 

The digital I/O card (NB-DIO-24) is a National Instruments 24-bit paral lel digital I/O 
interface for Macintosh NuBus computers. All signals are connected to an I/O connector 
on the end of the board which makes cabl ing uncluttered and easy to instal l .  An Parallel 
Peripheral Interface (PPI) (AMD8255A) controls the 24-bi t  digital I/O. The PPI can 
operate in either a unidirectional or bidirectional mode, can generate interrupt requests, 
and can be programmed for 8-bit or 1 6-bit operation. 

The key functional components of the hardware are i llustrated in the block diagram of 
Figure 5 .29. The digital I/O port on the NB-DIO-24 board contains three ports of eight 
digital l ines each . These ports are label led PA, PB , and Pc. The eight digital l ines 
making up Port PA are labelled P A 7 to PAO. These digital I/O are control led by the 
Paral lel Peripheral Interface chip. Port A and Port B can be used for both latched 
(handshaking) and non latched (non-handshaking) modes. Port C can be used for non 
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latched mode only. The digital l ines making up Port C are used as handshaking lines for 
both Ports A and B whenever either is programmed for latched mode. 

...t. 

rn 
;l 

� 
;l Z 

0;; 

::.. 

AD* 
- --

AD* ... -

START* -� 

_AClS* 

TMl* ...... ..... 
TMO* - ... - ... 
NMR* ..... -

...t. ::.. 

Rdata 
Bus - Configuration -

Transceivers � - ROM 
'-
0 ..... u Q) 

Data PA 8 Bi t  c 
c 

Address Raddr ... - ... 0 ... - .. 8 B' U PB Decoder 8255A �t PPI Select ... - 0 and PPI - .. 8 B' PC -... �t -
Latch ... -- .. --

, I- PC I NuBus -
Control INT Interrupt , u  PC4 
Circuitry - Control -- r.c ..... - --\.:I ..., PC6 Circuitry o� 

Jumper 

Figure 5.29 NB-DIO-24 Block Diagram 

The digital 110 card comes with a software C package (NB-DAQ) for the control 
computer. This  package has a library of functions that can be called from an application 
program written in C to control the VO card. National Instruments maintains a consistent 
hardware structure and software interface among different versions of VO card and 
software, so one can switch between platform computers with minimal modifications to 
the system. The NB-DIO-24 digital VO card can also be used with LabVIEW, a software 
system that features interactive graphics, and a powerful graphical programming 
language. 

5.4.1 .3 Signal specification of the 1/0 card 

The VO card was programmed for Mode 0 operation. Mode 0 provides the following 
features. Two 8-bit ports (A and B)  and two 4-bit ports (upper and lower part of Port C). 
Any port can be input or output, outputs are latched, inputs are not latched. 

All digital VO is transmitted through a standard 50-pin connector. All even pins on this 
connector are connected to logic ground, and pin 49 is connected to +5 VDC, which is 
often required to operate VO module mounting racks. 
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5.4.2 Correlator interface logic and circuits 

The correlator interface circuits are bui l t on the DSP board, and are used to generate 
handshake signals. The I/O board signal l ines comprise four parts: address, control, byte 
data and handshake. 

There are three output control bits in the handshake. These bits are DSP56B_INT, 
DSP56B_REQ, and DSP56B_ACK. DSP56B_REQ and DSP56B_ACK act as 
handshake l ines for reading and writing data. DSP56B_INT acts as a flag to indicate 

whether a DSP board is requesting computer service. These three control bits are enabled 
when the computer selects the DSP board. 

There are three input control b i ts in the handshake. These bits are MAC_ACK, 
MAC_REQ, and INT _ACK. MAC_ACK and MAC_REQ are handshake inputs from the 
computer for reading and writing data. INT _ACK informs the monitor that the computer 
has received i ts service request and is ready to communicate. Figure 5 .30 shows the 
handshake signals between the computer and the correlator for data transfer to the 
correlator. 

Computer interface 
(JlO board) signals 

PB7 
PB6 
PB5 
PB4 
PB3 
PB2 
PB I 
PBO 
PC7 
PC6 
PC5 
PC4 
PC3 
PC2 
PC I 
PCO 

Correlator interface signals 

INT ACK 
DSP56B GROUP 
DSP56B_ALL 
DSP56B RESET 

DEP56B SEL2 
DSP56B SEL l 
DSP56B SELO 

DSP56B ACK 
MAC ACK 
DSP56B REQ 
MAC REQ 
DSP56B !NT 

Figure 5.30 Handshake signals 

Two handshake signals originate at the computer I/O card and are used to pass data to and 
from a DSP board. MAC_REQ initiates a data byte transfer to a DSP board while 
MAC_ACK acknowledges receipt of a data byte from a DSP board. The data signal l ines 
between computer I/O card and the DSP board form an eight-bit bi-directional data bus. 
Since the DSP5600 1 has a 24-bit data bus, al l  data are passed to the high order byte first 
(bits 23- 1 6) ,  the middle order byte second (bits 1 5-8), and the low order byte third (bits 
7-0) . Figure 5 .3 1 shows the circuit diagram of the correlator interface. 
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Figure 5.31 Correlator-computer interface circuit 
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Two Octal Transparent Latchs (74F373) are used for data transfer from computer to 
correlator, two Octal D Fl ip-Flops (74F374) are used for data transfer from correlator to 
computer, and data transfer is controlled by MAC_ WR * and MAC_RD* .  The open 
col lector output of the transister (2N3904) generates the MAC_BRK* signal to interrupt 
the computer if it is needed. DSP56BSEL I and DSP56BSEL2 (generated from address 
select circuit) are used to enable the interface circuit. 

5.4.3 Communication protocol 

All data transfers to and from the Macintosh IIvx use a fixed protocol format. A 
description of the handshake timing assoc iated with command and data transfers is 
presented in this section, together with the various types of command. 

5.4.3 .1  Command packet description 

There are two types of commands recognised by the DSP board monitor program. Each 
command type has a different packet length. Observing or modifying memory or register 
values requires a memory command packet while program control transfer from the 
monitor to a user program requires a function command packet. 

A memory command packet consists of five bytes. The five bytes received are i n  the 
following order: command, 1 6-bit start-address high byte, 1 6-bit start-address low byte, 
1 6-bit count-value high byte, and 1 6-bit count-value low byte. 

Byte 

Command 

High byte Low byte 

Start address 

Memory Command Types 

PMEM READ = $ 1 4  
PMEM WRITE = $ 1 5  
XMEM READ = $ 1 6  
XMEM WRITE = $ 1 7  
YMEM READ = $ 1 8  
YMEM WRITE = $ 1 9  

High byte Low byt� 

Count value 

A memory command may be either read or write. Register values pertinent to a user's 
program also reside in memory. References to registers are references to a particular 
location in the development mode RAM map of the monitor. 
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A function command packet may be one or two bytes long. 

High byte Low byte 

Command Trigger 

Function Command Types 

GO_IMMEDIATE = $ 1 0  
GO_DELAYED = $ 1 1 + trigger 

1 03 

If a single DSP board is addressed, the function command is one byte (GO_IMMED). If 
a group of DSP boards are to be addressed simultaneously the function command is two 
bytes (GO_DELAYED). The second byte of the function command is a trigger byte ($55) 
which informs all the DSP board monitors in the group to transfer program control to 
their respective user program simultaneously. This trigger byte does not appear until all 
DSP boards in the group have been armed with the GO_DELAYED command. 

5.4.3.2 Data packet description 

All data transfers occur when a memory command is received by a DSP board. The DSP 
24-bit data word value is divided into three 8 bytes which are received and transmitted in 
the given order: high-order byte (bits 23- 1 6) ,  middle-order byte (bits 1 5-8), and low
order byte (bits 7-0). 

5.4.3.3 Hand shake description 

The computer program and the DSP board monitor program use handshake l ines to 
initiate and acknowledge transfer of each data byte. 

Figure 5.32 il lustrates the timing sequence for a data write from the computer and a data 
read by a DSP board. The DSP board pol ls the MAC-Port address for a change in the 
MAC_REQ line. The MAC-PORT address resides at program memory address $4000 of 
the DSP memory map. This address requires ten wait states whenever it is accessed. The 
DSP Y data address $4000 (MAC-Port) is arranged such that bits 0-7 are used for 8-bit 
data transfers, bits 8- 1 5  are used for data transfer control and bit 1 6  is used for Macintosh 
IIvx service requests. 

Following is a brief summary of the timing events: 
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PDO-PD7 
I and 2 
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Figure 5.32 The time sequence for a data transfer from computer to correlator 

1 .  Macintosh IIvx places data byte on data bus latch. 
2. Macintosh IIvx places DSP board address on control latch. 

1 04 

3 .  Macintosh IIvx asserts MAC_REQ l ine and begins timeout for response from DSP 
board. 

4. DSP board detects a logic one on MAC-Port Address bit 9 and asserts MAC-Port 

Address bit 1 0  (DSP56B_ACK). The Macintosh IIvx Data Bus wi l l  become valid at 
thi s  t ime. Mac in tosh I Ivx de-asserts MAC_REQ and begins timeout for 
DSP56B_ACK deassert. 

5 .  DSP board reads data byte. DSP board de-asserts DSP56B_ACK. Macintosh IIvx 
recognises DSP56B_ACK de-assert and ends cycle. 

The following control s ignals remain deactivated during this handshake sequence: 
DSP56B_INT, DSP56B_REQ,  MAC_ACK, MAC_B RK, DSP56B_BRK, 
DSP56B_RESET. 

Figure 5 .33 i l lustrates a data write from an DSP board and a data read by the Macintosh 
IIvx program. The Macintosh IIvx must have the DSP board address selected and be 
pol l ing the DSP board DSP56B_REQ l ine for a change in state. Fol lowing is a brief 
summary of the timing events: 

PDO-PD7 
I 

------�.-ll--------------�----
DSP56B_REo/e\ � \� �� .... e_=-7--
MAC_ACK Ie \�! __ _ 

Figure 5.33 Time sequence of a data write from correlator to computer 
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I .  DSP board places data byte on MAC-Port low-order byte and asserts DSPS6B_REQ 
signal . 

2 .  Macintosh IIvx detects a DSPS6B_REQ, asserts MAC_ACK and starts timeout for 
DSPS6B_REQ deassert. Macintosh IIvx Data Bus transparent latch is enabled. 

3 .  Macintosh IIvx reads data byte. 

4. DSP board de-asserts DSPS6B_REQ and waits for MAC_ACK deassert. 
S .  Macintosh IIvx deasserts MAC_ACK signal. DSP board recognises MAC_ACK 

deassert and ends cycle. 

The fol lowing control signals remain deactivated during this handshake sequence: 
DSPS6B_INT, DSPS6B_BRK, DSPS6B_RESET, DSPS6B_ACK, MAC_REQ, 
MAC_BRK. 

5.4.4 Computer interface program 

5.4.4.1  Lab VIEW program 

The acquisition program was created using National Instruments LabVIEW® 2 software. 
LabVIEW is an acronym for Laboratory Virtual Instruments Engineering Workbench. It 
is a data flow language, as distinct from control flow languages l ike FORTRAN or 
PASCAL. Creating an application in the Lab VIEW environment is similar to designing a 
real electronic device. Computer programs or subprograms are constructed l ike 
instruments by building front panels on the screen with knobs, buttons, digital displays, 
and other controls and by making block diagrams. These virtual instruments (VI) are 
themselves building blocks for higher program structures. While dedicated for automated 
measurements, Lab VIEW is a also general purpose language. 

Lab VIEW programs have three main parts: the front panel ,  the block diagram and the icon 
and connector. The block diagram is program source code. The front panel is interfaced to 
the program, and provides the means through which one interacts with it. The icon and 
connector together represent the program in a manner analogous to a subroutine call 
statement when the program is used as a sub-program in another Lab VIEW program 
block diagram. 

LabVIEW graphical programming rel ieves the user of writing debugging codes in 
conventional programming languages and replaces this with the simple and intuitive task 
of interconnecting functional blocks and control structures. The iconic presentation of 
blocks and structures and the famil iar block diagram lay-out make the appl ication almost 
self-explanatory with l ittle need for additional documentation. The hierarchical nature of 
the virtual instruments concept allows complex systems to be divided into a set of more 
manageable sub-systems in a structured fashion. 
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The norm in Lab VIEW is data flow control, where functions may be executed as soon as 
their data inputs become avai lable. Therefore, function blocks with no data dependency 
are not guaranteed to execute in a given order. In situations where execution should 
follow a certain order in time, sequence structures should be used. Since a group of such 
structures are stacked to occupy the same area of the block diagram space, they are useful 
in the development of large applications. They help structure an appl ication into a 
sequence of stages and allow stages to be easily added, removed, or relocated within the 
sequence. 

Figure (5 .34-35) contains some LabVIEW symbols and functions used later in this 
thesis. 

N 

c�'.",� __ ."� •.. _'.m" ''''.M'M·1 
Case Structure 

Figure 5.34 Lab VIEW structure symbols 

A Sequence S tructure has multiple frames that execute in order starting from frame 
number O. Each frame contains some program code. The sequence structure specifies the 
order of execution when there is no data dependency between parts of the program but the 
order of execution is important. A Case Structure has two or more cases that execute 

depending upon the value of the selection variable II. A For Loop executes i ts 

subdiagram 181 times (the value contained in the count terminal Idh, the i teration 

terminal II contains the current number of completed iterations. A While Loop executes 

computer code until a boolean value of a conditional terminal 111 is false. The iteration 

terminal II behaves exactly as it does in the For Loop. 

Concatenati��
-
of

' 
stringsl 

Figure 5.35 Lab VIEW functions 
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5.4.4.2 Using the LabVIEW program in the correlator system 

1 07 

The autocorrelator computer interface software was developed on a Macintosh IIvx 

computer with 5 MB of memory running an operating system version 7. The software 

consists of a main virtual instruments control and a set of sub-virtual instruments for 

commwricating with the autocorrelator, implementing the autocorrelator command 

language, and emulating autocorrelator functions for data acquisition, display, listing, 

storage and retrieval. 

The entire computer control program is integrated m the single software front panel 

shown in Figure 5.36. 

Fig ure 5.36 Computer monitor front control panel 
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The front panel serves as an interactive interface for supplying inputs to and observing 
outputs from the instrumentation system. A variety of controls can be conveniently 
located in palette menus. When all virtual instruments are complete, the correlator system 
can be controlled by the front panel which also provides real time feedback from the 
system. 

All functions of the computer control and interface software are performed using a single 
top level Lab VIEW virtual instrument. The instrument calls other sub-virtual instruments 
for communication with the autocorrelator, performing the various functions for data 
col lection and display, and management of the resulting spectra. 

After setting the front-panel controls to perform the desired acquisition, the Start switch 
is initiated, and the program performs the acquisition. The top level virtual instrument 

continuously reads the designated window of the data memory segment by call ing a sub 
virtual instrument. Once data acquisition has started, the plots are repeatedly updated until 
the STOP switch is turned to off. 

The top level virtual instruments of correlator consists of three main sequence structures 
with the first two used to set up the interface board and initialise the autocorrelator. The 
third structure contains the main infinite WHILE loop which continuously monitors front 
panel controls for user commands and input changes and updates the correlation function 
display. Eight sequence structures are used within the WHILE loop to perform these 
functions. Functional blocks were selected from palette menus and connected with wires 
to pass data from one block to the next. 

LabVIEW has a group of digital 110 virtual instruments (VIs) which can be used in the 
LabVIEW environment to operate the digital 110 card (NB-DIO-24). 

D I G  _Ptr _ C onfig Configures the specified port for direction (input or output) and 
handshake mode. 

DIG_In_Port Reads digital data from the specified digital 110 port. 

DIG_OuCPort Writes digital data to the specified digital 110 port. 

DIG_In_Line Returns the digital logic state of the specified digital input line in 
the specified port. 

DIG_OuCLine Sets or clears the specified digital output l ine in the specified port. 

DIG _Ptr _S ta tus Returns the handshake state of the specified port. 
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Some example Lab VIEW programs wil l now be described. In the fol lowing example 

LabVIEW diagrams, virtual instruments with a graphic icons are standard LabVIEW 
virtual instruments used mainly for communications. 

Example 1. Sending a command to the correlator. 

The steps required to send a command to the correlator are as follows, 

I/O board configuration (Figure 5.37) 

The port 0 and port 1 of digital I/O board are configured for the command transfer to 
the autocorrelator. The port configure virtual instrument (PRT_CONFIG) can be used 
to configure the port working mode (ie. handshake mode or non handshake mode, 
input or output mode). Board number 5 represents that the I/O board is plugged into 
NuBus expansion slot No.5 in the Macintosh IIvx (available slot numbers are 4 
through 6). 

��"""'w"'"'""""_". __ """"''''�·m'''HHo'''''_·"","·_'''''''''''''�W'''''M'''''''''''''W.W,''''''W"",,,,,,,,,,,,,,,,,,,,,,,,_,·N�."""' ... _""""_w.��.·"""",,,,,.,..w"""""""""""""'�""_""""'_ 

I Configu res the portO and port1 ready for the command 
t ransfer to the autocorrelator 

i==:::;----' I�;::::::========::jlomlo���. 140 • PortO is used to transfer 

Port 

�_-lPRT 
CONFIG : the data to the DSP 

_---:-___________ -(f0IO�IO 
r-----iPRT 

CONFIG 
, Port1 is used to select the 
DSP to load the program 

Figure 5.37 The Lab VIEW program for the I/O card port configuration 
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2 Sending command (Figure 5.38) 

The command is send to the correlator by the OUT PORT virtual instrument. 

Board 
number 

,
'
Po rt 1 1 
E:J�'-��------� 

Figure 5.38 Lab VIEW program: Send command to correlator 

1 1 0 
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First, OUT PORT puts the command data to port 0 of 110 card, then the OUT LINE 
virtual instrument sets the MAC_REQ pin to logic " 1 " .  Fol lowing that, the IN LINE 

virtual instrument returns the digital logical state of DSP56B_ACK pin, and tests. Finally 
the OUT PORT resets MAC_REQ pin to logic "0" to complete the command transfer. 

Example 2. VI example, Opening a program file. 

Figure 5 .39 is a LabVIEW screen showing the front panel of the Opening a program file 

virtual instrument which opens a program file for transferring to the autocorrelator. 

Figure 5.39 The front panel of the Open program file VI 

The RVolume window is used to i nput the file name of the program to be transferred to 
the correlator. Numeric arrays A and B represent the format of the data file for transfer (A 
is input format and B output format) .  Mode select allows different files to be opened, so 
different programs can be transferred for operation in the correlator mode or spectrum 
analyser mode. The virtual instrument runs automatically when loaded and remains active 
until aborted manually by the user. Figure 5 .40 is a LabVIEW print out of the program 
diagram of the virtual instrument used. 

Example 3. Reading data from the correIa tor and displaying them. 

Figure 5 .4 1  is part of the print out of LabVIEW program for reading data from the 
correlator and displaying them. 
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Figure 5.40 Lab VIEW print out of  the diagram of the VI 

I nstrument :Output 

Figure 5.41 LabVIEW program for reading data from 
correlator and display them 
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Two For Loops are used in the program. The first For Loop repeats 3 times to obtain 3 
bytes from the I/O card to form 24-bit data. The second For Loop repeats 1 28 times to 



Chapter 5 Correlator Design III - Circuits and Software Description 1 1 3 

obtain data for 1 28 autocorrelation channels. The data are stored in a file under the name 

'Output' in the folder 'Instrument', and then displayed on the computer monitor screen. 

5.4.5 Correlator resident monitor program 

The monitor EPROM address resides in the fixed external program address space of the 
DSP board at $COOO as illustrated in Figure 5 .42. 

P x y 
($FFFF) ($FFFF) ($FFFF) 

ROM ($COOO) 

_____ �Q�.'!'J!�9_Q9). 
____ �!:Q�J5J!�QQ9)._ 

- - - - - - - - - - - - - - - - - - - - - - - - - - -

HOST ($8000) 

MAC ($4000) 

External RAM External RAM ------ -($-30605 -- -- --- --- -------(�3()06)----------

($200) 
- - - - - - - - - - - - - - - - - - - - - - - - - - - ($ 1 00) ________ {$_l��) ___________ 
Internal RAM ($0) Internal RAM ($0) Internal RAM ($0) 

Figure 5.42 Default DSP board memory map 

The moni tor program performs the basic tasks necessary to transfer memory and register 
data to and from the Macintosh llvx. It continuously polls its MAC-PORT address until it 
receives a request from the Macintosh IIvx program. The task is completed when the 
appropriate command is received from the Macintosh llvx program. 

The hardware reset exception is used to pass control to the DSP bootstrap program which 
loads the DSP monitor program into the DSP board from external PRAM immediately 
upon powerup or when a hardware reset occurs. 

5.4.5.1  DSP56001 bootstrap mode 

The bootstrap feature of the DSP5600 I consists of three special on-chip modules: the 32 
words of bootstrap ROM, the bootstrap control logic, and the bootstrap firmware 



Chapter 5 Correlator Design III - Circuits and Software Description 1 1 4 

program which loads data from a byte-wide memory starting at location P:$COOO. The 
external bus version of the bootstrap program is selected when the location P:$COOO, bit 
23 is read as a one. A byte wide EPROM is connected to the DSP5600 I Address and 

Data Bus. The data contents of the EPROM are organised as shown below. 

Address of External 
Byte Wide P Memory 

P:$COOO 
P:$COO I 
P:$C002 

Contents Loaded 
to internal PRAM 

P:$OOOO low byte 
P:$OOOO mid byte 
P:$OOOO high byte 

The reset returns control from a user program to the monitor program whenever a reset 
occurs. Figure 5 .43 shows the bootstrap program flowchart. 

I nitialize address registers 
RO = 0 
R1 = $COOO 
R2 = $FFE9 

Get P:$COOO bit 23 
and put it in the 

carry flag 

Host interface 

Set L flag = 1 
(Boot from external 

memory was selected) 

Repeat until 
5 12  program words 
have been loaded 

Jump to P:$O 

N 

Get 8 bit data 
from memory 

put in A2 

Shift 8 bit 
from A2 to 
accumulator 

Repeat until 

y 24 bit data is in A1 

Move A1 into 
next internal P 

memory location 

Set operating 
mode to Mode 2 

Figure 5.43 Bootstrap program flowchart 
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5.4.5.2 DSP board monitor program 

Figure 5 .44 shows the flowchart of the monitor program. 

Start user 
processing progra 

Memory type 

Mac port and save at P 
Read data from 

Mac port and save at X 
Read data from 

Mac port and save at Y 

Figure 5.44 Monitor program flowchart 

Write to Mac port 

Write P data 
to Mac ort 
Write X data 
to Mac ort 
Write Y data 

1 1 5 
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Figure 5 .45 shows the flowchart of the program to either write data to the MAC-Port or 
read data from the MAC-Port. 

= 0 

Change 
back data 
bus speed 

Write data to 
Mac ort 

Set 
DSP56B_REQ 

= 1 

Yes 

Figure 5.45 Flow chart of program for reading data from the 
MAC-Port or writing data to the MAC-Port 

Change 
back data 
bus speed 
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This section contains a discussion of the Multiple instruction and multiple data (MIMD) 
structure, the data input of the multiple DSP system, data transfer between multiple DSP 
boards and the computer, and data transfer between the host DSP board and other DSP 
boards. 

5.5.1 Multiple instruction and multiple data structure 

This multiple DSP system is an MIMD paral lel system, as described in chapter 4. Four 
DSPs are synchronised with their own sample time clocks derived from a master clock. 
The same input data are sampled simultaneously by the counter units of each DSP. Each 
DSP processes i ts own data, and the combined results from all DSPs produce the multiple 
tau autocorrelation function. This structure is shown in Figure 5 .46. 

Counter 1 DSP 1 G(O) - G(1 S) Data (T) .J 1 .J 1 ... 
(2T) 1 1 "I 1 " 

Counter 2 DSP 2 G(1 Data (4T) .. I 1 . .! 1 ... 
6) - G(31 ) 

input data (8T) "I 1 "I 1 " 

... Counter 3 DSP 3 G(3 Data ( 1 6T) 10...1 1 10...1 1 ... 
2) - G(SS) 

(etc) "I 1 1 1 " 

Counter 4 DSP H G(S Data (1 28T) 10...1 1 10...1 1 ... 
6) - G( 127) 

(etc) "I J 'I 1 
Figure 5.46 The MIMD system 

One DSP board (DSP H) is specially designed to be the host DSP board. The other three 
DSP boards function as slave processing units. Data can be transferred to the host DSP 
board through a special bus (using the DSP5600 I Host port). The combined processing 
results are sent to the control computer by the host DSP board. In addition, each DSP 
board can communicate directly with the control computer through its own interface 
circuit. All DSP boards are controlled by the control computer. 

5.5.2 Data communication between multiple DSPs and the computer 

Figure 5 .47 shows the DSP boards and their interfaces with the computer. The 
processing program is loaded from the control computer into each of the DSPs via an 
interface circuit which also transfers the results back to the computer. 
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Macintosh I Ivx computer 
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NB-D10-24 
digital VO board 

Figure 5.47 The computer and DSP boards 
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Interface bus 

The DSP boards are unable to communicate with each other via the paral lel interface bus, 
even through they are all connected to the same computer interface card. Communication 
among them must go through the separate 8-bit Host bus built on the mother board. 

The address selector circuit is shown in Figure 5 .48. Each DSP board has a unique 
address 0, 2, 4 or 6. Address programming is done via jumpers JOI, J02, and J03. The 
DSP boards may be addressed individual ly, in group or all together. 

DSP56BSEL2 

DSP56BSEL1 

3 0 
S o Q 

GROUP 

DSP56B_GROUP CP 

RESET R Q* 
0 

MAC_ACK LS08 

Figure 5.48 Address selector circuit 
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When the computer needs to communicate with a particular DSP board (to send a 
program or to get data), that board's address must be placed on the output control lines of 
the VO board. This address is held on the control bus until communication has ended. 

The GROUP input al lows groups of DSP boards to be selected. Computer first selects a 
group member and then asserts and deasserts the DSP56B_GROUP line, this action 
latches the DSP board address on until unlatched by the computer program. Once all DSP 
boards within a group are armed, a trigger byte is put on the data bus so that each DSP 
board passes control to the user defined program simultaneously. 

The computer may also select all DSP boards simultaneously with the DSP56B_ALL 
control signal . This signal is used to unlatch group members addresses or reset all DSP 
boards simultaneously. 

There are two ways to transfer the data from the correlator to the computer. The first is 
transfer of data from the host DSP. In the second method each DSP board transfers data 
directly to the computer via the interface bus. Communication is established by the 
computer in response to all ID message sent by a DSP board. 

5.5.3 Data communication between DSPs 

Data communication between different DSP boards is through the separate 8-bit host data 
bus as shown in figure 5 .49. The address decoder in the host DSP board generates three 
chip select signal S 1 * ,  S2*,  and S3*, which are used to select one of three slave DSP 
boards . 
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OSPS6001 

023 A I S  
022 

AO 
0 1  HOO � 8-bit � 
00 � host bus 

§." .... " " "  .... , ........ � 
H07 � 00 - 07 
HAO HAO-HA2 

PS* H A l  
OS* HA2 
RO* HRW* 
WR* HEN* 
X!Y* HREQ* 

HACK* 
AO-A2 

OSPS6001 OSPS6001 

023 A I S  023 A I S  A I O-AI S  
022 

74F24S 08 A I O  
AO � 00-07 07 

0 1  HOO � 8-bit 8 A A3 
00 � host bus 00 § ..................... , ..... , .... " " TIR - A2 � 

H07 � DE* A I  I--
HAO -.-- AO HAO-HA2 

PS* H A l  ps* 
S3 

OS* HA2 OS* 
RO* HRW* RO* 

Oecoder -

WR* HEN* WR* 
X!Y* HREQ* 

HACK* X!Y* 

OSPS6001 

023 A I S  
S2 

022 � 
AO 

01  HOO � 8-bit 74F32 

00 � host bus 
§.', ................ , ................... � 

H07 � 
HAO HAO-HA2 

PS* HA l 
OS* HA2 S I  

RO* HRW· 
WR* HEN* 
X!Y* HREQ* 

HACK* 

Figure 5.49 Communication between different DSP boards 
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5.5.3.1 Host interface bus 

The host interface port of a DSP5600 I is a byte-wide, full-duplex, double-buffered, 

parallel port which is connected directly to the data bus of the host DSP5600 1 .  The key 
features of the host interface are summarised in Table 5.2. 

Signals ( 1 5  Pins) 

HO-H7 Host data bus 
HAO-HA2 Host address select 
HRIW* Host ReadlWrite Control 
HEN* Host Transfer Enable 
HREQ* Host Request 
HACK Host Acknowledge 

Interface - DSP CPU Side 

Mapping: Three X Memory Locations 
Data Word: 24 Bits 
Transfer Modes: DSP to Host 

Host to DSP 
Host Command 
Software Polled 
Interrupt Driven (Fast or Long) 
Direct Memory Access 

Interface - Host Side 

Mapping: 
Eight Consecutive Memory Locations 
Memory-Mapped Peripheral for Microprocessors. 

Data Word: 
Eight Bits 

Transfer Modes: 
DSP to Host 
Host to DSP 
Host Command 
Mixed 8-, 1 6-, and 24-Bit Data Transfers 

Handshaking Protocols: 
Software Polled 
Interrupt Driven 

Dedicated Interrupts : 
Separate Interrupt Vectors for Each Interrupt Source. Special host 
commands force DSP CPU interrupts under host processor control . 

Table 5.2 DSP5600 1 Host Interface Port 
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The host interface is asynchronous and consists of two banks of registers - one bank 
accessible to the host processor and a second bank accessible to the DSP CPU as shown 
in Figure 5 .50. 

Host MPI 
data bus 

HO - H7 

Host Control Register X:$FFE8 

Interrupt control 
register 

Command vector 
register 

Interrupt status 
register 

Receive byte 
register 

Receive Byte Register 

$5 
....... ----1 RXH 11----..., 

$6 

� 
Host Status Register X:$FFE9 

a-------. 

Host Transmit Data Register 
X:$FFEB 

...... ----1 RXM II-----+----.,��--I HTX 11-----1 

$7 
....... ----1 RXL It-----' 

Transmit Byte Register 

$5 
I----�

TXH t----..., 

X:$FFEB 

$6 1-------1" t-----+----.,'------+I HRX t----fI 

$7 
I----� 

TXL ..------1 

Host Receive Data Register 

Figure 5.50 Host interface block diagram 

5.5.3.2 Host interface communication 

DSP CPU 
global data bus 

Three slave DSP host interface ports are connected to the host DSP 24-bit data bus. The 
slave DSP CPU views its own host interface as a memory-mapped peripheral occupying 

three 24-bit words in data memory space. The DSP uses the host interface as a normal 
memory-mapped peripheral , using either standard polled or interrupt programming 

techniques. Separate transmit and receive data registers are double buffered to allow 
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efficient data transfer at high speed. Memory mapping allows DSP CPU communication 
with the host registers to be accomplished using standard instructions and addressing 
modes . In addition the MOVEP instruction allows host interface-to-memory and 
memory-to-host interface data transfers without going through an intermediate register. 

Initialisation the host interface communication system takes two steps. The first step is to 
initial ise the slave DSP side of the host interface, which requires that the interrupt options 

are selected and then the host interface is selected. The second step is for the host DSP to 

clear the Host Command (HC) bit of Command Vector Register (CVR) and select the data 
transfer method. 

1 Host DSP to slave DSP Data Transfer. 

Care is required when reading multibit registers that are written to by another systems. 
Handshake flags are required for both interrupt driven and polled data transfers to indicate 
when the transmit byte registers are empty. This guarantees that the slave DSP will read 
stable data. 

The slave DSP can poll the host interface port states to see when data has arrived, or it can 
use interrupts to read data when the host interface interrupt is enabled and data are ready at 
the host interface port. The host DSP can cause three types of interrupts in the slave DSP. 
These are: receive data ful l  interrupt, transmit data ful l  interrupt, and command interrupt. 
The host command interrupt can be used to control the DSP by forcing it to execute any of 
thirteen subroutines that can be used to transfer data and process data. Also the host 
command interrupt can cause any of the other 1 9  interrupt routines in the slave DSP to be 
executed. 

The program initialises the host port and then enters a wait loop and allows interrupts to 
transfer data from the host DSP to a slave DSP. The first step is to enable the host 
interface and configure the interrupts. The slave DSP enables HRIE (Host Receive 
Interrupt Enable) in the Host Control Register (HCR), which allows the interrupt routine 
to receive data from the host processor. 

The slave DSP polls the Host Receive Data Ful l (HRDF) of Host Status Register (HSR). 
Data transfer occurs when HRDF = O. 

Figure 5 .5 1 shows the program steps for data transfer from the host DSP to a slave DSP. 
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interrupt 

Start interrupt Routine 
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Slave DSP side 

Poll mode 

Turn on HI port 

Figure 5.51 Program steps for data transfer from 
the host DSP to a slave DSP 
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The receive data interrupt routine is implemented as a long interrupt, (the instruction at the 
interrupt vector location is a JSR). The MOVEP instruction moves data from the DSP host 
interface to a buffer area in memory and increments the buffer pointer so that the next 
word received wil l  be put in the next sequential location. 

2 Slave DSP to host DSP Data Transfer. 

The slave DSP host interface appears to the host DSP as eight words of byte wide static 
memory. The host DSP can access the slave DSP host interface asynchronously by using 
pol l ing techniques or interrupt based techniques to indicate when data is available. This 
guarantees that the data in the receive byte registers wil l be stable. Separate transmit and 
receive data registers are double buffered to al low the slave DSP and host DSP to transfer 
data efficiently at high speed. 

Data is transferred from the slave DSP to the host DSP in a similar manner as from the 
host DSP to the slave DSP. The slave DSP CPU polls the Host Transmit Data Empty 
(HTDE) bit in i ts own Host Status Register (HSR) to see when it can send data to the host 
DSP. 
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The interrupt mode can also be used in data transfer. The host interface port of the slave 
DSP can be interrupt enabled by the Host Transmit Interrupt Enable (HTIE) in the Host 
Control Register (HCR). 

Figure 5 .52 shows the program steps for data transfer from a slave DSP to the host DSP. 

Interrupt mode 

Turn on H I  
interrupt 

Start interrupt Routine 
Send data to the host DSP 

Jump to 
main progra 

Slave DSP side 

Poll mode 

Figure 5.52 Program steps for data transfer from a 
slave DSP to the host DSP 



Chapter 5 Correlator Design III - Circuits and Software Description 1 26 

5 . 6  Prog ra m m i n g  the M u lt ip le  DS P56001 System 

The programming of the multiple DSP correlator will be discussed in this section. The 
correlator program development consists of: analysis of task requirements, software 
design, coding and documentation, followed by debugging and testing. 

Software developed for the correlator consists of three different parts. The first part, the 
DSP monitor program, is written in DSP5600 1 assembly language and was developed to 
initialise the correlator and to permit communication between the correlator and the host 

computer. This part was presented in section 5 .4 as part of interface system. The second 
part, written in Lab VIEW, enables the user to control the correlator and the real time 
display of the correlation function. This part was also presented in section 5 .4. The third 
part, written in assembly language to optimise real time performance, is the correlator
dedicated software to process the mUltiple tau correlation function. The characteristic 
features of this software will now be described. 

5.6.0 Program development with the DSP56001 

The DSP5600 1 assembly language is a symbolic language defined by Motorola to code 

DSP5600 1 source programs and is used to avoid coding directly into object code. The 
assembler, a program itself, translates a program expressed in assembly language into 
object code which consists of executable binary machine code. 

The complete programming model for the DSP5600 I central processor is shown in Figure 
5 .53 .  The programmer's model of DSP5600 1 registers is divided i nto three parts: the 
control unit, the data arithmetic unit, and the address register. 

X I :XO, Y I :  YO are 24 bit general purpose arithmetic logic unit input registers. They serve as 
input pipel ine registers between the X data bus and Y data bus and the multiply and 
accumulator unit .  The s ix data Arithmetic Logic Unit (ALU) accumulator registers 
A2:A I  :AO, B2 :B 1 :BO form two general purpose 56 bit accumulators, these are shown in 
Figure 5 .54 .  
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PROGRAM CONTROL UNIT 
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Figure 5.53 DSP5600 1 central processor programming model 1 - 1  
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Figure 5.54 DSP5600 1 central processor programming model 1 -2 
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The address, offset and modifier registers are shown in Figure 5 .55 .  The eight pointer 
registers, RO-R7, are 1 6  bits wide and may contain addresses or general purpose data. 

When supporting parallel X and Y data memory moves, the pointer registers must be 
viewed as two separate fi les, RO-R3 and R4-R7, one fi le for each bus. The eight offset 
registers, NO-N7, are 1 6  bits wide and may contain offset values used to increment and 
decrement address registers in indexed address register update calculations. The content of 

modifier registers Mn defines the type of address arithmetic to be performed for addressing 
mode calculations. These address arithmic modifiers allow the DSP address generation unit 
to support l inear, reverse-carry, and modulo address ari thmetic for all address register 
indirect modes. These special address arithmetic types allow the creation of data structures 
in memory for FIFOs (queues), delay l ines, circular buffers, stacks, and bit reversed FFT 
buffers. Data are manipulated by updating pointer registers rather than moving large blocks 
of data. 

23 1 6  1 5  

* 

* 

* 

* 

* 

* 

* 

* 

R7 

R6 

R5 

R4 

R3 

R2 

R l  

RO 

ADDRESS 
REGISTERS 

o 23 1 6  1 5  

* 

* 

* 

* 

* 

* 

* 

* 

N7 

N6 

N5 

N4 

N3 

N2 

Nl  

NO 

OFFSET 
REGISTERS 

o 23 16 1 5  

* 

* 

* 

* 

* 

* 

* 

* 

M7 

M6 

M5 

M4 

M3 

M2 

M l  

MO 

MODIFIER 
REGISTERS 

Figure 5.55 DSP5600 1 central processor programming model 1 - 3 

5.6.1 Correlator programming 

o 

• 

1 -

, 

The assembly program for the correlator algorithm is structured as several main routines: 
an interrupt routine to read in counter data (INTERRUPT), calculation routine 
(PROCESS) ,  and a data transfer rout ine (DrSPLA Y), plus one subroutine for 
initial isation. After the initialisation routine, the correlation routine is executed, and then 
the transfer routine. The code then alternates between the calculation and the transfer 
routines indefinitely. This code is simply repeated N times incrementing the correlator 
channel address and the RAM destination addresses each time. 

The 24-bit channel storage capacity of the device means that the input count rate can be 
kept reasonably large before the channels overflow between read cycles. If the carry flag 

is not set, the correlator stops the correlation processing schedule when it reaches the run 
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number limit set by the control computer. The 1 28 correlation channel data and monitor 
channel data are then sent to the computer. 

A flow diagram of the program is shown in Figure 5.56. This shows the order in which 
the various portions of the algorithm are executed. 

correlation 
processing 

transfer data 
to computer 

Figure 5.56 A flow diagram of the correlator program 

The program continually loops through the data transfer routines collecting and displaying 
data unti l it is halted through the keypad. After halting the correlator, the user may either 
invoke a user function to alter the correlator operation by entering another digital signal 
processing algorithm or resume data col lection. Figure 5 .57 is a flow chart of the 
correlator software operation. 
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Figure 5.57 Flow chart of the correlator software operation 
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Figure 5 .58  i l lustrates the arrangement of the data blocks in RAM. Eight blocks 
(DATA_BUFI - DATA_BUF8) have been assigned to hold the data for different sample 
time processing. The COE_BUF area is used for coefficients. IN_BUF holds the current 
data from the counter for correlation function processing. CH_BUF holds the calculated 
autocorrelation channel data for the DISPLAY routine. The tasks are to add the fresh data 
stored in IN_BUF to different sample time data stored in different DATA_BUF ( 1  - 8) 
and then update the CH_BUF accordingly. 
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The most important task of these programs is to ensure that after a DSP i s  interrupted, i t  
reads in the counter data, stores the data in IN_B UF. After that the data are coverted into 
different sample time data and are stored in DA TA_BUF( 1 - 8) .  Then the data are 
processed to autocorrelation coefficients. Finally the data are transferred to the Macintosh 
II vx computer and the display is refreshed. 

5.6.2 I nitialisation 

The ini tial isation subroutine accompl ishes three main tasks: in i tia l is ing the DSP, 
initialising program variables, and initialising data buffer pointers and modulo registers. 
At the beginning of the program the address pointers are initialised. The channel buffers 
(to store the accumulating correlation data) are cleared for each experiment. This includes 
initial ising all data and coefficient buffers, initialising all important pointers and registers, 
initialising sample time clock and initialising the computer port. 

The DSP initial isation consists of enabling the bootstrap routine and setting the DSP Bus 
Control Register (BCR) for zero wait state external program memory access. The zero 
wait states for external program memory are needed so the algorithm can run in real time. 
After that the interrupts are enabled, and the program jumps into the main program loop. 
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5.6.3 Correlator interrupt routine 

The effective use of real-time systems requires an efficient interrupt handler capable of 
receiving events from the real world with a minimum of delay .  An interrupt handler 
simply causes counter data to be read and stored. This handler has the highest priority in 
the whole system. 

By reserving enough registers for the interrupt and correlation processing, the code can be 
made very efficient and the processing speed can be enhanced. Address registers are 
assigned for IN_BUF accumulation, for DATA_BUF ( 1  - 8), and for correlation function 
processmg. 

The handler essential ly creates a high-priority buffer in which to store interrupt events. 
The code for this interrupt handler is listed as fol lowing, 

P: $0008 

P: INTERRUPT 

JSR INTERRUPT 

move Y:$BFFF,YO 
move YO,y : (r l )+ 
rti 

;jump to interrupt routine 

;read in data from counter 
;save data into input buffer 
;return from FIFO interrupt 

The interrupt involves the use of a well organised input FIFO (first-in, first-out) buffer 
IN_BUP. The i nput can pass i ts data to the buffer as quickly as possible and thus be 
available to input external events for as much of the time as possible so no data is lost. 

Using this FIFO buffer, sufficiently large data can be sampled and processed. Such a 
buffer provides storage for incoming signals from the input handler while passing the 
earliest signal to the computing process . 

The FIFO buffer is organised as using three pointers, head, tai l ,  and stop, keep track of 
the position of the data within the buffer. Head points to the next element of the buffer to 
receive an input, tail points to the next element of the buffer to do an output, and stop 
points to the element in the buffer directly behind tai l .  The buffer i tself can be thought of 
as a circular buffer in which tail is always chasing head. When data are read from the 
input process, head advances; when data are passed to the computing process, tai l 
advances. 

As shown in Figure 5 .59, data element five is the most recent input, while data element 
zero is the next to be emitted. The SIZE is defined to be of size buffer, and MAX is one 
less than buffer size. If an input does take place, the head pointer is incremented. Because 
FIFO is a circular buffer, the increment operation is done modulo of the buffer size. Any 
input is received on counter interrupt request. 
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Figure 5.59 FIFO pointers 
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When the computations for the correlation are completed, the input buffer (IN_BUF) is 
copied into DATA_BUFI and a new set of computations begin. During all time, IN_BUF 
continues to get new data samples. 

The output value is assigned to the data element that tai l points to, which is the next data 
element to be passed to the computing process. Before each copying process, tail is 
initialised to one element before head value to ensure that the oldest sample is copied 
before the next input sample overwrites it. The stop points to the element just behind tail ,  
the last element in which new data can be stored before data already in the buffer wi l l  be 
overwritten. All other samples wil l  have adequate time to be copied before head point 
equal stop point. Then the data copying process starts, tail is updated, fol lowed by stop. 
The counter sampling time ensure that head is always behind stop. 

Another method is for the interrupt routine to include a correlation processing routine to 
make a long interrupt. This means that every input data are processed at once. Under this 
method, the shortest sample time is dependent on the time to complete the interrupt 
routine. Test results comparing the performance of these interrupt handlers show clearly 
that for short sample times requiring a relatively short processing time, a simple three
process interrupt handler can provide very good performance if it includes a simple FIFO 
buffer. For longer sample times which require a relatively long processing time, handlers 
with a long interrupt provide much better performance. 
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5.6.4 Correlation routine 

Figure 5 .60 shows a block diagram of the code algorithm for the multiple tau 
autocorrelator, where T' = 2T (double sample time), G( ) represents a correlation channel, 
and M( ) represents a monitor channel .  

M( l 6) 
G( l 6) 

� 
� 1 

M( l 7) 
G( 1 7) 

-T 

� 1 M( 1 9) 1 G( l 9) 
M( 1 8) 

Figure 5.60 Autocorrelator coder 

n(9T' ) 

As i l lustrated in the diagram, the autocorrelator coder must meet several requirements. 
The first is to provide correlation channel data. The second is to provide the monitor 
channel data. The third is to provide sample data for doubled sample time processing. 

It continually loops through the sum-and-store (for double sample time data) and 
correlation channel calculations. The host computer, having started this program, is not 
busy with this task and can run any other program during the measurement process. 

The correlation routine has been written in in-l ine code for the whole block of channels 
belonging to each DSP5600 1 .  The assembly code to read, multiple and accumulate, and 
store one correlation channel is: 

lua (r6)-n6,r2 
move x : (r6)+,xO 

;r l new data, n 1 = 4 



Chapter 5 Correlator Design III - Circuits and Software Description 1 35 

move x : (r3),A l 
elr B x:(r2)-,Y I 
add Y I ,A 
mpy xO,Y I ,B A I ,x: (r3 )+ 
asr B x: (r5),AO 
add A,B 
move BO,x: (r5)+ 

5.6.5 Display routine 

The display process is repeated for the subsequent 1 28 channels. The assembly routine 

which sends the correlation data to the computer for display is also written in in-line code 
and is listed as follow. 

move #>DSP56B_REQ,x I ;set DSP56B_REQ bit 
move a l ,bO 
or x I ,a 
move #>$ffff,x l  
and x 1 ,a 
move a l ,y:MACPORT ;write byte and DSP56B_REQ to 

MACPORT 
move #>MAC_ACK,x I 
jsr p_test ;wait for MAC_ACK to go high 
move bO,a l  
move #>MAC_ACK,x 1 ;check if MAC_ACK = 0 
move a l ,y:MACPORT ;wait for MAC_ACK to go low 

p_test move y :MACPORT,a i ;read flags 
and x 1 ,a 
Jeq p_test 

5.6.6 I mplementation on the DSP56001 

The algorithm described above has been implemented on the multiple DSP system. The 
assembly source code has been written and optimised by the Motorola DSP56000CLASB 
development system. The system contains the simulator, l inker, librarian and assembler 
software package. The source code is set up to run the algorithm in real time on the four 
DSP5600 1 s, each running at 33 MHz. The code can also be easily modified for much 
more complicated configurations. 

The correlator executes DSP56000 object code which is generated using the DSP5600 1 
Macro Assembler program (ASM56000). The reformatted object code is loaded into the 
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correlator through LabVIEW and the Macintosh IIvx-Correlator interface system. The I/O 

routines allow programs running on the DSP boards to access data in ASCII fi les on the 
host computer. These routines provide a convenient method for accessing the correlator 
source code which is distributed in ASCII format. Any source code containing ASCII 
characters may be used as input fi les to the correlator system. 

The implementation of the correlator code on the DSP5600 1 uses several optimisation 
techniques to obtain real time performance. The goal of these techniques is to obtain the 
minimum execution speed for the entire algorithm. 

The code is simulated by Motorola SIM56000 simulation program. The DSP56000 
simulator program (SIM56000) is a software tool for developing programs and 
algorithms for the DSP. This program exactly dupl icates all of the functions of a 
DSP5600 1 ,  including all on-chip peripheral operations, all memory and register updates 
associated with program code execution, and exception processing activity. The highly 
pipel ined bus activity of the devices is exactly simulated. This enables the simulator to 
provide an accurate measurement of code execution time which is critical in a real time 
correlator appl ication. 

The correlation channels and monitor channels are stored in internal data memory, and 
some of cri tical variables are stored below address $40 so that the short immediate 
addressing mode can be used when accessing them. 

If possible, subroutines are avoided. The overhead of passing parameters and calling 
subroutines requires a significant portion of the total execution time, enough to prohibit 
real time performance. El iminating subroutines also al lows the parallel ism of the 
DSP5600 1 to be exploited as much as possible since less data movement is required. The 
disadvantage is that more program memory is required. 

Memory can be sacrificed to gain execution speed because of the multiplexed external bus 
of the DSP5600 1 .  The external bus wil l allow one external access per instruction cycle 
with no penalty in execution speed. Some data and variables are stored separately and 
these allow the paral lel bus structure of the DSP5600 1 to be taken advantage of. 

REP and DO instructions take extra cycles to set up the loop registers, so if possible, the 
REP and DO are replaced by repeating the code many times. For the whole algorithm, 
these savings add up to allow several cycles of execution time to be saved for each 
sample. 

Hardware DO loops execute without overhead once the loop is started. After a three cycle 
ini tial isation of the DO loop, the body of the loop executes as if it were straight l ine code. 
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Since the DO loop does not require any overhead cycles for each pass, the need for 
straight line code is eliminated. 

Parallel moves are taken advantage of whenever possible. This makes the assembly code 
more difficult to understand and modify since values may be fetched from memory long 
before they are actually used. Dual parallel moves on the DSP5600 1 usual ly require the 
use of an addressing register for accessing memory. 

The order of execution of the routines and the worst-case processing time in instruction 
cycles for each routine is simulated by SIM56000 program. An instruction cycle (!cycle) 
is defined as two clock cycles on the DSP5600 1 .  For a 33 MHz DSP5600 1 an !cycle is 
60 ns. Sampling at a rate of 3.2 �s translates into 53 Icycles. The worst case calculations 
indicate the total of instruction cycles for doing both counter read and channels 
calculation. These worst-case times calculations were based on worst-case branches and 
delays in each routine. Taking into account al l these conditions we have a minimum 
sample time of about 3 .2�s. 
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The production of the plug-in printed circuit boards and the assembly and construction of 
the entire instrument are just as important as the circuit and system design for the 
completion of a properly functioning multiple tau autocorrelator. This chapter describes 
the production of the printed circuit boards, the construction of the entire instrument and 
the correlator testing. 

6 . 1  Construction C o n s i de rati ons 

To successful ly construct an electronic instrument, the instrument's appearance, 
rel iabil ity, ease of construction and ease of testing, al l need to be considered. Based on 
these considerations, the correlator is constructed as fol lows: 

( 1 )  The instrument has a standard Eurocard structure. 

(2) The circuits are constructed on printed circuit boards. 

(3) The circuit boards are connected using Euro DIN connectors and flat ribbon
cable connectors. 

(4) A special ly designed printed circuit motherboard is used for in ter-card 
connection. 

(5) The i ndividual c i rcuit cards are housed in a card "cage" ,  plugged into the 
motherboard. 

The fol lowing sections describe the step by step construction of the instrument. These 
are; the printed circuit board construction , treatment of interconnections, controls, and 
enclosures. 

6.2 PC B o a rd Fabrication 

The best method of constructing an electronic circuit is to use printed circuit (PC) boards. 
They offer the most reliable fabrication technique. 

The first step in the design of a printed circuit board is to convert the schematic circuit 
diagram into a corresponding pattern of desired copper foi l  traces. The main task is to 
figure out how to make all the interconnections the circuit demands by running l ines 
around a board. 
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Working from the circuit schematics designed in chapter 5 ,  MacCad software was used 
to design the set of interconnection paths and produce a set of precision machine-drawn 
plots. Beginning with the circuit diagram, the trial sketches of component layouts and 
interconnections were established, and eventually these were worked together into a final 
layout drawing. Then pads (terminal areas for component connections) and patterns 
(used for IC and transistor pads and for ribbon and edge connectors) were then put in 
place. After this the plots were printed to make a negative film image of the board design. 

A single sided board provided all the required connections (aided by a few wire jumpers) 
for the mother board. Other circuit boards are double-sided with plated through holes. 
Lines of 0.02 1 5  or 0.020 inch width are used for signal paths. Power supply l ines are 
0.05 inch wide and the wider ground paths are 0.2 inch wide. 

Figure 6. 1 shows a completed actual-size top layer of a DSP printed circuit board on 
which the opaque pattern delineates the desired circuit traces and pads. Figure 6.2 shows 
the bottom layer of the same board. 
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Figure 6.1 The top layer of DSP board 
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Figure 6.2 The bottom layer of DSP board 
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Al l  the boards used were produced in the E l ectronic  Workshop of the Physics  

Department, Massey University. The board material (usually 1 1 1 6 inch of  so-cal led FR-4 

board, a fire-resistant epoxy-bonded fibreglns s )  comes c lad on both s ides w i th copper. 

The boards are exposed with photo-resist  fi lm through a fu ll -size negat i ve and the 

unexposed part is chemical ly removed. 

After dri l l ing holes using an automated dri l l ing machine keyed to the ful l -size board, the 

IC sockets ,  capac i tors and res is tors were soldere d  onto the board. Many bypass 

capaci tors were put around the ICs, the memory and the DSPs.  All connections to the 

boards were brought out through Euro DIN connectors. Figure 6.3 shows a completed 

DSP board. 

Figure 6.3 DSP printed c ircuit  board 

6.3  I nstru ment Construction 

After production of the PC boards, the completed prin ted c ircuits boards were mounted 

in an enclosure and connected to power supplies ,  panel controls and connectors, and 

other necessary c ircuitry. The aim was to assemble the instrument  so that the c ircu its 

were neatly mounted and accessible for testing and repair. 
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This correlator system has ten printed circuit boards, so the best way to arrange things is 
to use a card cage. This is a flexible assembly with guides for individual cards to sl ide 
into and aligned holes along the rear so that Euro DIN connectors can be mounted to mate 

with the cards. This method spreads the circuit over a number of plug-in circuit boards 
and so achieves a modularity which permits ease of repair and yet is flexible for any 
further development. This power supply is also mounted in the card cage. 

The correlator is constructed using the Eurocard sub-rack modular system (6Ux84E). The 
sub-rack provides a comprehensive range for all commonly used sizes of equipment. All 
sub-racks feature ruggedly designed aluminium extrusions for maximum strength and all 
joints are pre-tapped for ease of assembly and rel iabi l ity . The sub-racks are designed to 
accommodate printed circuit boards (233.3mm wide x 1 60mm high). 

Two-part 64-pin Euro DIN connectors are used with one mating portion soldered to the 
circui t  board as a component. Also multiple groups of Euro DIN connectors are put on a 
single mother board card. Cards are spaced 0.5 inch apart to allow plenty of room, if  
necessary more cards could be add later. 

The printed circuit cards are mounted vertical ly . The front panel can be removed and 
plug-in extension cards used to make the circuit cards accessible. 

Computer and corre lator connections are brought out by using flat ribbon cable 
terminated in DIP plugs. Such cables plug into IC sockets on the mother board of the 
correlator. The cable is about 0 .5 meter long. This ribbon cable also connects to the 
computer VO board via Euro DIN connectors which are polarised to prevent wrong 
connection . 

6 . 3 . 2  Groun d i n g  

The correlator system uses 33 MHz clock, so  a low-inductance grounding system must 
be provided to the set of boards by way of the connectors at the ends of the boards. 
Several methods are used on the circuit boards. Firstly, the critical circuitry of the DSP 
system is placed in one limited well grounded area. Throughout that area, wide surface 
l ines are used to make ground connections between separated portions of the circuit. 
Secondly, the boards are interconnected with a PC motherboard which is provided with 
wide ground traces to achieve better ground distribution. Finally, we use as many 
redundant ground connections as possible - (multiple connections to the ground, doubled 
connector pins and wires, etc.) - to reduce the inductance through which ground currents 
may flow. 
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A motherboard back p l an e  connection (a PC board designed just to hold the card 

connection sockets) is used to make all the signal bus and power-supply connections. 

Connections are made with both Euro D IN c onnector sockets and flat cable terminated 

w ith a connector to mate with a p lug on the board . With Euro DIN and ribbon 

connectors, the connections will support the connector adequately ,  so no extra connector 

supports are required. 

Care must  be taken in the design and l ayout of the c ircuit  to ensure the stab i li ty of the 

signal during h igh speed signal transfer. The correlator system is designed w i th large 

ground l ines to minimise any i nduced spikes, and all critical c ircui ts are kept together on 

one card to keep wiring capacitance to a minimum. It is  i mportant to ensure that all signals 

are c l ean and free from noise, so unused pins of the Fast logic are tied either to ground or 

to the power supply,  as appropriate. 

Transmission l i n e  effects due to the length, i nductance and capacitance of the sign al l ine 

must be cons idere d  when the sub c i rcuits are connected together by a data bus.  The 

propagation delay differences in  different paths of combinatorial c ircuits may c ause the 

generation of an unwanted pulse or a logic spike. The chip enable s ignal is asserted after 

the other i nputs,  al l o w i n g  suffic ient  time to avoid any momentary transients i n  the 

outputs . Particular attention is given to the qual i ty of the HOST Enable (HEN*) signal . 

Each Vcc pin  on the DSP5600 1 i s  provided with a l o w  impedance path to +5 volts. Each 

GND p i n  is also provided with a low i mpedance p ath to groun d .  A n d  the Vcc power 

supp l y  is bypassed to ground using 0.2 JlF c apac itors located u n dern eath the chip.  

Durin g  the l ayout, the prin ted c i rcuit  trace i nterconnection lengths were minimized to 

m i nimise u ndershoot and reflections caused by fast  output switching times.  This i s  

especial ly important for the address and data buses a s  w e l l  a s  the RD* ,  W R  * ,  IRQA * ,  

IRQB * ,  and HEN* pins.  

6 . 3 . 5  Coolin g  

The i nstrument i s  cooled adequately b y  simple convection cooling through perforated top 

and bottom covers. Circuit boards are better ventilated when mounted vertical ly ,  although 

heat d issipation on the c i rcuit  c ards is negl igible.  The system has a large c ard spacing 

permitting rel atively unobstructed airflow, between the cards,  from the bottom to the top 

of the i n strument. 

The completed multiple tau autocorrelator is  shown in Figure 6.4. 
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Figure 6.4 Multiple tau autocorrelator 

Figure 6.5 shows the front control panel of the multiple tau correlator system. 
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6.4 Autocorrelator Tests 

This section describes the correlator tests and demonstrates the correct operation of the 
correlator. The test procedures were carried out on separate units and also on the whole 

correlator. These tests were carried out both during construction and after completion of 
the instrument. 

The correlator system was tested step by step during the construction. Each circuit board 

was tested to ensure that it worked properly individually. Then the whole system was put 
together and tested with the control computer. In this section some of the test results are 
reviewed. 

6.4.1 Sample time clock test 

The four output sample time clock pulses were recorded to see if they were correctly 
controlled by the host DSP. The host DSP sent a control byte to the sample time clock 
control register. The output sample times are shown in Figure 6.6 as predicated. For the 
test, number $4448FO was sent to the control register. Correct sample time sequences 
were generated. 

0, 1 , 2 , 3, 4, 5, 6 , 7, 8 , 9, A, B, C, D, E, F, 1 0  

o� �ns I I 
x 800 ns 1 2  Il s 1 2.8 Il S 

Figure 6.6 Sample time clock time sequence controlled by the 
first byte of control register 

6.4.2 Counter test 

Counter boards were first tested using the DSP5600 1 development system. A counter 
board was connected to the ADS5600 1 board by a 96 pin edge connector. The sample 
time clock time pulses were generated by the sample time clock board. Constant 50 ns 
width TTL pulses were generated by a PM 57 1 5  PHILIPS pulse generator, and the 
results were obtained using the DSP5600 1 development system software. The data 
obtained from the counter board by the ADS5600 1 board showed that the counter was 
functioning correctly. 

S ine wave inputs were also used to test the counter board. The 50 ns width TTL input 
pulses were ach ieved by using two 33 1 1  A Hewlett-Packard function generators and a 

PM 57 1 5  PHILIPS pulse generator as shown in Figure 6.7 . ,One HP function generator 
acted as the waveform generator, and the other acted as a voltage control led oscil lator 
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producing TTL level pulses. These pulses were connected to the pulse generator 
TRIGG/GAT IN input to trigger the corresponding TTL 50 ns width pulses. A correct 
sine waveform was obtained from the counter board. 

output Voltage controlled .. 
Function generator r oscillator 

(HP 33 1 1 A) Function generator 
(HP 33 1 1A) 

pulse 
output 

''''P'' 
TRIGGJGA TE IN Multiple Tau 

pulse output 
Autocorrelator 

Pulse generator 
(PM 57 1 6) � Input 

TIL pulses 

Figure 6.7 Experimental arrangement for correlator test 

This experimental arrangement was also used for the correlator test system. 

6.4.3 DSP board test 

The DSP boards were tested using specially designed software resident in the EPROM. 
The program produced special pulses at test points in the circuit, and each test point was 
monitored with a 1 00 MHz oscilloscope. A separate reset pulse generator was connected 
to the DSP board to reset the DSP board. After the reset stage, the DSP would load the 
test program resident in the EPROM into internal RAM and run the program. Correct 
pulse sequences were monitored at the test points. Proper functioning of the DSP5600 1 
and the EPROM was thereby established. 

Subsequently a more complicated program was used to test the RAM system, the decoder 
system and the I/O system. Test results show that the DSP board worked as designed. 

6.4.4 Interface test 

The interface system was tested with the Macintosh IIvx, interface I/O card (NB-DIO-
24), the LabVIEW program, and the DSP board. Special communication programs were 
designed using both Lab VIEW language (resident in the Macintosh IIvx) and DSP5600 1 
assembly language (resident in the DSP board EPROM). The communication flag was 
monitored using an oscilloscope. Correct communications were established. 

After these tests, the desired monitor program was loaded into the EPROM, and a test 
processing program was loaded from the Macintosh IIvx into the DSP board RAM . Then 
the procedure for sending data to the computer was tested. The correct program was 
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transfered into the DSP board RAM, and correct data were received by the Macintosh 
IIvx computer. 

6.4.5 Multi-DSP test 

Communication between the host DSP and the slave DSPs was tested by specially 
designed software. The data sent by three slave DSPs were combined by the host DSP 
and sent to the Macintosh IIvx for viewing. Communications were establ ished as 
designed. 

6.4.6 CorreIa tor system test 

The experimental arrangement used in the counter test was also used in the correlator test. 
When the START button is pressed, LabVIEW sends a 'Load' command to the correlator 
monitor program, the monitor program acknowledges LabVIEW and loads the 
processing program into PRAM and starts the processing program. Then the results are 
transferred to LabVIEW by the Macintosh IIvx - Correlator interface. 

A constant input was used for checking operation of the counter. A special Lab VIEW 
program was built to interogate the input buffer memory of each DSP. The signal was 
generated by a PM 57 1 6  pulse generator set to a frequency between 2.50 1 - 2.502 MHz 
(period 399.8 ns - 400.2 ns) . The smallest sample time clock was programmed at 3 .2Jls 
and also at 9 .6Jls. The data read out from the first DSP are shown in Figure 6.8 and 
Figure 6.9 and are as expected. 

Counter Number (DSP ! ,  STC = 3.2 Jl s) 
1 0�------------------------------------------------� 

9 

8 • • ••• • ••• • ••• • ••• • ••• • ••• • ••• • ••• • ••• • ••• • ••• • ••• 

7 

6 

5 

4 4-��--���--���� ____ ��-r�--r-�-r-, �-r�� 
o 5 1 0  1 5 2 0  2 5  3 0  3 5  4 0  4 5  5 0  

Number 

Figure 6.8 Counting data loaded by DSP (3 .2Jls sample time) 
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Counter Number (DSP 1 ,  STC = 9.6 Jl s) 
25�----------------------------------------------, 

24 • ••• ••• ••• •••••• ••• ••• ••• •• ••• ••• ••• ••• ••• ••• ••• • 

23 

22 

o 5 1 0 1 5 2 0  2 5  3 0  3 5  4 0  4 5  5 0  

Number 

Figure 6.9 Counting data loaded by DSP (9.6Jls sample time) 
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A 2.0 Hz sine wave input was analysed by the correlator. The smal lest sample time was 

chosen as 9.6 Jls. The normalised correlation function has the expected form 

(6. 1 ) 

where f is the signal frequency. The result of measuring the correlation function of a 2.0 
Hz sine wave is shown in Figure 6. 1 0. 

.. . .  

theory 

• experiment 

. 0 1  t (s) . 1  

Figure 6.10 Correlation function, 2.0 Hz sine wave 
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The correlation function obtained had the expected cosine form, demonstrating that the 
correlator works as designed. Figure 6. 1 1  shows the test data obtained from an 8.0 Hz 
sine input. 

Autocorrelation function (8Hz sine wave input) 
1 . 1��--------------------------------�------------, 
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Figure 6 .11  Correlation function , 8.0 Hz sine wave 
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7 IN VESTIGATIONS OF TERNARY POLYMER SOLUTION 

USIN G THE MULTIP LE TAU CORRELATOR 

The intensity autocorrelation function of laser l ight scattered from semidilute ternary 
solutions of random coil polymers can exhibit a range of decay processes. Hence such 
solutions can provide data that are ideal for demonstrating the effectiveness of the 
multiple tau correlator. 

In this chapter two dynamic l ight scattering experiments on ternary polymer solutions will 

be described and discussed. The correlator output data are analysed using the CONTIN 
program developed by Provencher (Provencher, 1 984). 

The performances of the multiple tau and a l inear correlator are compared when both 
correlators receive the same photomultiplier pulse train simultaneously. It is shown that 
under some circumstances the interpretation of the l inear correlator output can introduce 
artefacts. 

7.1  Expe r i m e ntal  System 

The understanding of the properties of l inear flexible chain polymer solutions has 
increased greatly in recent years through the application of scattering techniques, which 
probe small scale spatial correlations of concentration fluctuations. The length scale 
probed is expressed in chapter 2 as 

(7. 1 )  

where A is the wavelength of the incident l ight in a vacuum, n is the refractive index of 
the medium and the measurement is performed at the angle 8, see Figure 2. 1 .  

The technique of photon correlation spectroscopy of scattered laser l ight is well 
establ ished and enjoys widespread appl ication, particularly in the study of the solution 
properties of macromolecules and other particles in the s ize range 1 0- 1 000 nm. 
Figure 7 . 1 is a schematic diagram of the laser l ight scattering system used in this work. 

This is a typical DLS experimental arrangement. The l ight source is a Spectra-Physics 
1 65-08 Ar+ ion laser operating well above threshold. The exit aperture of the laser is 
reduced to ensure operation in the TEM mode. The 488 nm line is selected and a variable 
neutral density filter is used to reduce the intensity of the laser l ight, output powers of up 
to two hundred mill iwatts at 488 nm are typically used. The laser beam is focused into the 
cylindrical scattering cell by a 1 0  cm focal length lens, and the l ight scattered through an 
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angle e is imaged onto an ITT FW 1 30 photomultipl ier tube. The photomultipl ier pulses 
are converted to TTL level by an amplifier/discriminator, as discussed in chapter 3 .  

Multitau Autocorrelator 

Sample NMR tube 

SPECTRA-PHYSICS 1 65 laser 

Rotating arm 

Table 

Figure 7.1 DLS experiment apparatus 

A closed circuit cooling system containing distil led water in thermal contact with a heat 
exchanger was used to cool the laser. The cylindrical scattering cell is positioned at the 
centre of a Malvern Instruments RR I 02 spectrometer, consisting of a refractive index 
matching and temperature control bath, a spectrometer rotation unit and a photomultiplier 
assembly i nc luding collection optics, photomultipl ier tube and photoelectron pulse 
amplifier/discriminator. A Malvern Instruments RR56 temperature controller was used to 
control the temperature. The standardised photomultipl ier output pulses are processed by 
the multiple tau correlator to generate the photon count autocorrelation function (intensity 
autocorrelation function of the scattered light). The correlator is interfaced to a Macintosh 
IIvx computer which performs al l the necessary data processing tasks. 

7.2 Data Analysis 

Rapid advances in experimental aspects of the DLS technique, particularly autocorrelator 
design and construction, have paralleled developments in data analysis. This combination 
of developments has permitted a fresh approach to several problem areas such as those in 
which several relaxation modes feature in the time correlation function . Such problems 



Chapter 7 Investigations of Ternary Polymer Solutions 
Using the Multiple Tau Correlator 1 53 

stretch to the l imit the capacity of the technique both as regards the time window that is 
accessible and the achievable resolution. 

The ful l  autocorrelation function, d2)(q, r ) '  of the scattered intensity was obtained using 
the multiple tau autocorrelator. The intermediate scattering function g(l )(q, t) is related to 

the measured intensity autocorrelation function through the Siegert relation 

I ( d2)�q, t) - 1)' = fo-A(�)e-(�)d� = g(l ) (q, t) (7.2) 

The analysis of the autocorrelation function was made on-line with the Macintosh IIvx 
computer. 

For the analysis of the measured autocorrelation curve, an inverse Laplace transformation 
is performed using the constrained regularisation method CONTIN to obtain the 
distribution ACt) of relaxation times, or A (r) the distribution of relaxation times. The 
experimental autocorrelation function generated by the autocorrelator is formatted into a 
special input data set for CONTIN. More than 40 Control Variables are defined in the 
CONTIN program to make the analysis as flexible as possible. The Control Variable 
NLINF is of particular interest for this variable determines whether or not a base line is 
fitted to the data. If NLINF is set to zero the theoretical base l ine is used, if NLINF is set 
to unity an experimental base l ine is calculated. CONTIN is usually run in a default mode 
which calculates the ACt) distribution twice, once with NLINF set to zero and once with 
it set to unity . The A('t) distributions should then be compared by the operator. However, 
there is no substitute for good experimental technique and the experimenter should take 
every care to ensure that the solutions are free of dust or other h igh molar mass 
contaminants. Also it is important for the autocorrelation function to be measured at lag 
times so long that the autocorrelation function has decayed well into the noise. 

The output of CONTIN includes a statistical parameter, P, "probability to reject" which is 
calculated for each A('t) distribution computed. The operator is advised to choose that A('t) distribution with P closest to 0.5 .  

7 . 3  Theory o f  DLS from Ternary Polymer Solut ions 

7.3. 1 Ternary polymer solutions far from phase separation 

In the last decade, the scattering properties of ternary polymer solutions have been the 
subject of intensive studies, and there has been wide-spread interest i n  diffusion in 
ternary polymer systems, the dynamic behaviour of ternary solutions of random coil 
polymers has been investigated by various researchers. 



Chapter 7 Investigations of Ternary Polymer Solutions 
Using the Multiple Tau Correlator 

1 .  D c  and D J  

1 54 

Dynamic light scattering from ternary random coil polymer solutions can be described by 
the Borsal i-Benmouna mean field theory, provided the several assumptions made in the 
development of the theory are val id (Benmouna, Benoit , 1 987) .  One of these 
assumptions is that the solvent is "equal ly good" for the two polymers, ie, the solvent is 
of equal and good quality for both polymers. Another assumption is that the compatibility 
of the polymers can be represented by a single parameter X , the polymer-polymer 
interaction parameter. 

This theory introduces two polymer diffusion coefficients, the fast cooperative diffusion 
coeffic ient (Dc) describing the relaxation of concentration fluctuations, and the slow 
interpenetration diffusion coefficient (D I) describing the relaxation of composition 

fluctuations. 

The total intennediate scattering function is assumed to be given by 

(7 .3)  

where q is the scattering vector and t is time. Dc and DI are given by 

(7.4) 

where 

A = O s[ �: + 1 + V¢N2 ] (7 .5 )  

(7 .6) 

(7 .7) 

(7 .8)  

In the above f/J is the polymer volume fraction, x the relative abundance of polymer 2, N) 
and N2 are the degrees of polymerisation of polymers 1 and 2, DS2 is the self diffusion 

coefficient of polymer 2, P(q) is the particle form factor, and '\) and X are the polymer 
excluded volume and polymer-polymer interaction parameters respectively. 
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The mode amplitudes A+ and A_ are also compl icated functions of NI, N2, <1>, x, u and X, 
and moreover they also depend on the refraction indices of the polymers and the solvent. 
In the special case, that polymer 1 is isorefractive with the solvent and polymer 2 is 
present as a trace only, A +, the amplitude of the fast mode vanishes and the field 
autocorrelation function of the scattered l ight reduces to a single exponential with decay 
rate governed by the interpenetration diffusion coefficient D/. 

When NI = N2, equation 7.4 can be simplified to 

rc = r,(q)[ 1 + V<l>NP(q)] (7.9) 

and 

(7 . 1 0) 

( ) - 2 ( kT J 1 _ 2 Ds where rs q - q N'S P(q) - q P(q) (7. 1 1  ) 

k is the Boltzmann constant, T the absolute temperature, and 'S is the friction coefficient 
of a monomer unit. Xc is the critical value of the polymer-polymer interaction parameter, 
Xc = 1/[2¢Nx(l - x)] . 

This Borsal i-Benmouna mean fie ld theory has been tested in many experimental 

investigations (Daivis & Pinder, 1 993), (Giebel, 1 993), (Brown, 1 993) etc . ,  and found 
to give an adequate description of DLS from ternary polymer solutions formed with 
equally good solvents far removed from phase separation. 

7.3.2 Ternary polymer solutions close to phase separations 

The simple Borsali-Benmouna theory of DLS from ternary polymer solutions ignores the 

so-cal led "memory effects " ,  it also adopts a simple treatment of the effects of 
hydrodynamic interactions. The theory is able to provide an adequate account of the 
behaviour of ternary polymer solutions that are far from phase separation where the 
effects of hydrodynamic interactions are negligible. 

But ternary polymer solutions close to phase separation are characterised by the 
correlation length � diverging so long range hydrodynamic effects are significant in the 
critical region where � varies with reduced temperature as 

(7 . 1 2) 
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where £ is the reduced temperature given by (T - Tc )/T ,  and T and Tc are the temperature 

and critical temperature of the solution. The mean field theo'ry, three dimension Ising, and 
Fisher renormal isation values for this critical exponent n are 0.5, 0.63 and 0.7 1 
respectively. [Note this exponent is usually represented by v ,  but in this work v is used 
to represent the polymer excluded volume parameter so the symbol n is used here 
instead.] 

Benmouna et al ( 1 993) have extended the simple Borsal i-Benmouna theory to include 
hydrodynamic interactions for the symmetric case in which the polymers have equal 
degrees of polymerisation, equal friction coefficients, equal and opposite refractive index 
increments and equal concentrations. They found that only the interpenetration mode was 
visible and its decay constant r/ was given by 

r/ = q2DS2 (_I _ _  LJ + lk; fdk ' f("]{ I - ){ P(q)} (7 . 1 3) P(q) Xc (2n) 7J q l - Yxr P{k') 

The interpenetration diffusion coefficient can be defined in the usual way as D/ = r/ / q2 

The first term represents the Rouse contributions as predicted by the simple Borsali
Benmouna theory and is not new, the second term represents the long range 
hydrodynamic back flow effects which may be important in the critical region. Benmouna 
et al approximated 1/ P(q) with 1 + q2 Rg 2/2 in the second term and obtained 

(7 . 1 5 ) 

Where F(x) is the Kawaski function which I S  very nearly 3/4+x for x � 2, and 
approaches the value 0.75 as x approaches zero. 

The unusual approximation for P(q) was used to cast the integral into an analytical form. 
This approximation fits the higher qRg range better than the low qRg range. 

This theory has not yet been extended to the general case of arbitrary polymer molar 
mass , refractive index increments and composition. However, one can reasonably 
assume that the essential features of the theory will remain the same. In particular one can 
assume that there will be two contributions to D/, a Rouse term given by the simple 

Borsali-Benmouna theory and an hydrodynamic interaction term which will be similar to 
the second term in equation 7. 1 5 . 
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It should be appreciated that th is extension of the Borsal i-Benmouna theory includes 
hydrodynamic interactions but there are other dynamic processes occurring in ternary 
polymer solutions, some of which are susceptible to observation in a DLS experiment. 
Such process may be other fluid flow mechanisms (Brown, 1 992), (Wang, 1 98 1 )  or 
polymer aggregation (Konac, 1 99 1 )  these processes are not included in the extended 
theory of Benmouna et al ( 1 993). 

Eqn (7 . 1 5) describes the variation of the interpenetration decay constant with q. It is 
convenient to d iscuss the two spec ial cases which approximately describe the 

experimental investigations to be presented below. 

Case A type solutions. 

The solution conditions are: 

(a) Both polymers sufficiently small for P(q) to be taken as unity . 

(b) Polymers have equal degrees of polymerisation, N2 = N\ . 

(c) Polymer 1 isorefraction with the solvent. 

(d) Polymer 2 present as a trace only. 

Under these conditions eqn (7. 1 5) can be rewritten as: 

(i) If q� � 0.5 then F(q,�) z 3/4, and 

D = D [I -Ll + �� I 52 
Xc 4 67rT1� 

which is independent of q. 

(7 . 1 6) 

(7 . 1 7) 

As the temperature is lowered towards phase separation X approaches Xc and � diverges, 
so both terms approach zero and D/ is expected to display a "critical slowing down" as 

phase separation is approached. 

Also D/ can be used to define a dynamic correlation length li 

(7. 1 8) 
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�d is expected to diverge as T approaches Te. 

( i i) If q� > 2 then F(q,�) "" q�. 

and / 2 [ X ] kT r[ q = D[ = DS2 1 - - + q --Xc 67rTJ 

DJ is q dependent due to the hydrodynamic interaction term. 

The Rouse contribution does display a "critical slowing down" ,  and 

Summary of results for case A type solutions. 

(i) 

l .  DJ is q independent. 

2. DJ displays a "critical slowing down" as Te is approached. 

3. DJ can be used to define the dynamic correlation length �. 

4. Hydrodynamic effects are "of same nature" as Rouse effects. 

(ii) 

1 .  D[ is l inearly dependent on q, the scattering vector. 

2. Intercept on r[ / l axis displays a "critical slowing down" .  

Case B type solutions. 

The solution conditions are: 

1 58 

(7 . 1 9) 

(7.20) 

(a) Minority polymer molar mass so large that If P(q) is approximated by 1 + q2 Rg 2/3 .  

(c) Majority polymer isorefractive with solvent. 

(d) Polymer relative abundances 3 :  1 by mass. 
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In this case both the fast and the slow modes are visible, however, only the slow mode 

will be discussed in detai l here because this mode exhibits cri tical behaviour of phase 
separation before the fast mode exhibits critical behaviour of precipitation as the solution 
temperature is reduced. 

No expression equivalent to equation 7 . 1 4  is avai lable in this case. However one can 
expect D / to be composed of two terms, a Rouse term given by the simple Borsal i

Benmouna theory and an hydrodynamic term similar to that of equation 7. 1 4. 

The Rouse term is far more compl icated in this case, but one can expect it to display two 
features, a q2 dependence due to P(q) and a critical slowing down as phase separation is 
approached. Hence, following Benmouna et al ( 1 993) one may write the Rouse term as 

D - D - - -[ I X ] 
Rouse - P(q) Xc (7 .2 1 ) 

where D is a known but complicated function of polymer concentration. Since 1/ P(q) can 
be approximated as 1 + l R g 

2 /3 the Rouse term becomes 

(7.22) 

Including the hydrodynamic interaction term from equation (7. 1 5), this becomes 

(7.23a) 

where F(q,�) = 0.75 + q�.  

Following Benmouna et a l  ( 1 993) R: can be expressed as 2�2 ( 1 - X/Xc ) so equation 

7.23a can be rewritten as: 

(7.23b) 

Also � is expected to be larger in this case because the minority polymer molar mass is 
greater, so F(q,� can be approximated as q�. Hence the expression for D/ can be written 

in another form as: 

(7.23c) 
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1 .  From equation 7.23c the relative magnitude of the Rouse term decreases as X 
approaches Xc, ie. the hydrodynamic term becomes more significant as phase 
separation is approached as is to be expected. 

2. The Rouse term introduces a q2 dependence to r, / q2 
. 

3 .  The hydrodynamic term introduces a q dependence to r, / q2 , and this q dependence is 

expected to increase as phase separation is approached, because the relative magnitude 
of the Rouse term decreases. 

4. The small q asymptote of r)l is D( l - X/Xc) , it should demonstrate a "critical 

slowing down" as phase separation is approached. 

5. At high temperature, where X« Xc and hydrodynamic term is negligible, a graph of 
r, / l against q2 is expected to approximate a straight l ine of slope R: Dj3 and 

intercept D. 

6. At low temperatures, c lose to phase separation , a graph of r, / l against q2 is 

expected to be nonlinear due to the q dependence of the hydrodynamic term. 

7.4 Ternary Polymer Sol ution Experi ment I 

Following the usual optical alignment procedure employed for DLS experiments (Daivis, 
1 989), a set of measurements were made on a ternary polymer solution formed by 
dissolving 233000 molar mass polystyrene together with a trace amount of 330000 
PMMA in thiopheno!. The PMMA volume fraction was 0.00092 and the total polymer 
volume fraction was 0.080. This solution studied was very c lose to phase separation at 
25·C, indeed phase separation could be induced by lowering the solution temperature to 
1 3 ·C. The PMMA was presented as a trace amount only and the PS was very nearly 
isorefaction with the solvent, these conditions ensured that the cooperative mode was not 
detected. 

This solution can be regarded as fulfi l l ing the conditions for a case A type ternary 
polymer solution. Observations were made over scattering angles ranging from 20· to 
1 35 " ,  as the solution temperature was varied from 1 3·C to 45·C. Several runs were made 
at each angle at each temperature. Figure 7.2 shows a typical correlation function 
collected from the PSIPMMNthiophenol system. 
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Figure 7.2 Normalised autocorrelation function versus time scale for the 
PSIPMMAIthiophenol sample. The intensity autocorrelation function g(2)(t) is 
obtained using the multiple tau autocorrelator, the scattering angle was 1 05° 
and temperature was 1 6°C. 

The corresponding relaxation time distribution obtained by Laplace inversion is shown in 
Figure 7.3. Plotted in the form A(r) versus LoglO(r). 
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Figure 7.3 Relaxation time distribution corresponding to the autocorrelation 
function shown in Figure 7.2 obtained using Laplace inversion (CONTIN). 
As expected only a single slow mode is obtained. 
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Figure 7.4 shows the experimental data and the theoretical fit generated by CONTIN. 
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Figure 7.4 Experimental data of Figure 7.2 and the 
theoretical fit by CONTIN. 

The refractive indices of polystyrene and thiophenol, 1 .59 ±O.05 and 1 .587 respectively, 
were so nearly equal and the volume fraction of the PMMA was so small that the fast 
mode was not observed. 
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Figure 7.5 Variation of the relaxation frequencies r[ as a function of q2. 

(PSIPMMNthiophenol sample) 
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Figure 7.5 shows the variation of the decay rate r/ with q2, for this solution at 1 6°C, a 
l inear dependence is observed, implying that D/ is independent of q. These data are 
replotted in Figure 7.6 to illustrate the insensitivity of D/ to q. 

0.8�-----------------------------------------' 

0.7 
T= 16°C 

0.5 
- 1 3 2 - I  

D\ ( 1 0  m s ) 0.4 

0.3 

0.2 

0 . 1  

0.0 4---�---�1--�--�1----�--�--�---.---r--� 
4 6 8 1 0  

2 14 -2 
q ( 1 0  m ) 

1 2  

Figure 7.6 The scattering vector dependence of the effective diffusion 
coefficient. (PSIPMMNthiophenol sample) 

1 4  

The q independence of D/ can be interpreted through eqn (7. 1 7) .  P(q) can be taken as 

unity for these polymers, so the Rouse term is q independent, the hydrodynamic term can 
be q independent if q� is small (::; 1 ) . This solution was concluded to be a case A type 
solution and it was observed under the condition that q� was always smal l .  

Each term in eqn (7. 1 7) is expected to vanish at the critical point (display "a  critical 
slowing down") ,  since X approaches Xc and � diverges as T is reduced to Te. 

The graph of 10gD/ with temperature is shown in Figure 7 .7. 
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D / decreases as the temperature is lowered. These data have been represented in 
Figure 7 .8 ,  where the correlation length �d (defined as kTj6m]D) is plotted against E 
( £  = (T - �)  IT) to logarithmic scales. 
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Figure 7.8 Graph of log�d vs logE 

Taking the critical temperature Tc to be 1 3 °C, for this solution, the linear scaling region 
yields the correlation length critical exponent, n ,  to be 0.60 (±O.07) .  This is to be 
compared with the mean field theory, three dimensional Ising and Fisher renormalisation 
values of 0.50, 0.63 and 0.7 1 respectively. The scal ing region is too narrow and the 
thermal stabil i ty of the experiment too poor for a more precise determination to be 
obtained. However, it should be noted that Seils et al ( 1 994) were unable to quote a value 
for n from their DLS experiment on a similar system, although they did obtain the value 
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0.57 from static l ight scattering observations (no uncertainty stated). Migashitu et al 

( 1 994) have also used static l ight scattering to obtain the value 0.64±0.02 for n for 
similar ternary polymer solutions. 

All the data col lected from the PMMAfPS/thiophenal solution support the Benmouna et al 
( 1 993) theory of DLS from case A type ternary polymer solutions close to phase 
separation in which q� was always less than unity. 

7.5 Ternary Polymer Sol ution Experiment I I  

7.5.0 Ternary polymer solution 

The solution studied in this experiment was a ternary polymer solution formed with 
929000 molar mass polystyrene and 1 07000 molar mass poly (methyl-methacrylate) 
(PMMA) dissolved in deuterated toluene. The mass ratio of polystyrene to PMMA was 
1 :3 and the total polymer volume fraction, lP, was 0.050. 

The refractive index increments of polystyrene and PMMA in toluene at 25·C are 0. 1 1 7 
and 0.0028 respectively ,  so the solution closely satisfies the " isorafractive condition" .  
However significant quantity of  polystyrene was present so the amplitude of the fast 
decay mode is not expected to be zero. Detailed observations of only the slow decay 
mode are reported here. 

This solution approximately satisfies the conditions for a case B type ternary polymer 
solution and the behaviour of the interpenetration diffusion coefficient wil l be discussed 
with reference to eqn 7 .22, 7 .23 (a), 7 .23 (b) and 7.23 (c). 

7.5.1 High temperature regime 

Figure 7.9 shows the autocorrelation function measured at 25·C with the multiple tau 
autocorrelator, the scattering angle was 60·, and Figure 7. 1 0  shows the distribution of 
relaxation rates A(r) calculated from the autocorrelation function by CONTIN. 
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Figure 7 . 1 1  shows the power spectrum obtained using the instrument in the power 
spectrum mode. As expected the average photo current is apparent at low frequencies and 
a large basel ine is present due to a large shot noise background. On removing the 
background and ignoring the average photo current the spectrum is expected to be the 
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sum of two Lorentzians. The data are too scattered for the extraction of rel iable half 

widths. The average photo current has a half width of about I Hz, these very slow 
variations could be due to laser power drift or mechanical vibrations. They are unlikely to 
effect the measurement of the quantities of interest. 
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The total time taken to accumulate the power spectrum was ten times that taken to 
accumulate the autocorrelation function, due partly to the use of batch processing in the 
power spectrum mode. This i llustrates what is already wel l  documented, autocorrelation 
analysis is a far more efficient way to treat DLS data than is power spectral analysis. 

Notice two relaxation modes are observed in the autocorrelation function. The larger 
amplitude relaxation mode is the interpenetration mode and the smaller amplitude faster 
mode is the cooperative mode. The interpenetration mode is very sensitive to the chemical 
mismatch of the polymers, whereas the cooperat ive mode reflects total polymer 
concentration fluctuations and is not very sensitive to the chemical mismatch of the 
polymers. Also critical behaviour of phase separation occurs at higher temperatures than 
does crit ical behaviour of prec ipitation .  It is for these reasons that only the 
interpenetration mode is studied in detail here. 

The angular variation of rl / l has been considered by many workers, see for example 
(Daivis & Pinder, 1 993) . Figure 7. 1 2  shows the variation of rrl q

2 with q2 for the data 

col lected at 25°C by the multiple tau autocorrelator. 
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These data can be fitted to a straight l ine, so the dependence on q as distinct from q2 is 

negl igible. Hence the data can be interpreted through eqn (7 .22) . The intercept is 
D( 1 - X/Xc ) + kT /87IT]� and the slope is DR: /3 .  Assuming both X/Xc and kT /87IT]/;D 

to be smal l ,  since the solution is "far from phase separation" ,  the values of D/ and Rg 
obtained are 2.4±O.5x l O- 1 3 (m2 s- I ) ,  and 1 24± l O  nm respectively. 

The value of D[ is less than a quarter of that expected and the value of Rg is more than a 
factor of two greater than expected. Either the theory is inappropriate or X/Xc is 

approximately 0.85 . This would imply that 25°C is not "far from" phase separation for 
considerable "s lowing down" has already occurred. Nevertheless assuming X/Xc to be 
0.85,  then D[ is 1 .6±.2x l O- 1 2 m2 s- I , and Rg is 50±3 nm. This value of D[ is less than 
but compatible with the measures of D [ found by Daivis et al ( 1 992) on different but 

similar solutions formed with toluene. [They investigated solutions formed with PVME 
and a trace amount of polystyrene, they found D[ to be approximtely 1 .8x l O- 1 2 m2 s- I , 

at the same total polymer fraction . ] The value of Rg is compatible with that quoted by 

Adam and Delsanti ( 1 977) for polystyrene dissolved in benzene (54nm). 

Daivis and Pinder ( 1 993) have previously observed anomalously small values of D[ in 

their study of 929000 polystyrene and 1 1 0000 PVME dissolved in carbon tetrachloride. 
They found D[ to be approximately a factor of 2 smaller than that found for the same 

polymers dissolved in toluene at similar concentrations and compositions. They 
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suggested the effect was due to the carbon tetrachloride solution being close to phase 
separation because carbon tetratchloride has significantly different affinities for the two 
polymers. Even the simple Borsali Benmouna theory is inappl icable in this case for a 
basic assumption of the theory is that the solvent be equal ly good for the two polymers. 

There are two intriguing features of the Daivis et al ( 1 993) data. One is the anomalously 
small values of D I reported for the carbon tetrachloride solutions, which has just been 
discussed. The other is the very small values of Rg found in that work, they found Rg to 

approximately 2 .5 times smaller than expected. They used a 48 channel l inear correlator 
for all their DLS data collection. The performance of a 48 channel l inear correlator is 
compared with that of the multiple tau correlator in what fol lows. 

In Figure 7 . 1 3  the variation of rl I q2 with q2 for data col lected at 25°C by the multiple 

tau correlator is compared with that collected by a 48 channel l inear autocorre1ator. These 
two data sets were col lected by processing the same photomultiplier pulse train in each 
autocorrelator simultaneously. 

2 - 1 3  2 - I  
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Figure 7 . 1 3  rill against q2, for data col lected by 

multiple tau and linear correlators 

1 5  

The data obtained from the linear correlator are nonlinear. These data were analysed using 
the method of cumulants, care had to be taken to ensure that only the interpenetration 
mode was studied and not the small amplitude faster cooperative mode. Care also had to 
be taken at forward scattering angles (smal l q) to ensure that data from supposed 
"aggregates" were not included. It seems that this "prior processing" of the l inear 



Chapter 7 Investigations of Ternary Polymer Solutions 
Using the Multiple Tau Correlator 1 70 

correlator data may have caused the data to be wrongly interpreted. Indeed an earl ier 
study of the same solution at the same temperature under taken before the multiple tau 
correlator was available yielded the linear graph shown in Figure 7. 1 4. 

5 

o 5 1 0  

Figure 7 . 1 4  r, / l against q2, data collected by l inear 

correlator (old data) 

1 5  

It would appear that data collected at small scattering angles were processed to 
discriminate against low values of r, / q2 which were thought to be due to polymer 

aggregation effects . Notice these "old" l inear correlator data are a l inear extrapolation of 
the "new" high q data obtained with the l inear correlator. These "old" l inear correlator 
data provide values of Rg that are too small by a factor of two, echoing the very small 
values of Rg found by Daivis and Pinder ( 1 993). 

The "new" data col lected with the l inear correlator do agree with those collected with the 
maltiple tau correlator at small q values, see Figure 7. 1 3 . So the values of DJ and Rg 

obtained from a very careful analysis of the smal l q data col lected with the l inear 
correlator do agree with those values obtained using the multiple tau correlator. 

The surprisingly large artefacts that can be introduced by the use of a linear correlator are 
quite startl ing. It is possible that these data processing effects are the cause of the 
anomolousely small values of Rg found by Daivis et al ( 1 993). Even supposedly single 

exponential DLS data should be analysed over an extended timescale of at least five times 
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the re laxation time to avoid the unwitting introduction of artefacts. A multiple tau 
correlator is ideal for this task. 

7.5.2 Low temperature regime 

Only the interpenetration mode will be discussed in this section, and only data col lected 
with the multiple tau correlator will be presented. 

Figure 7. 1 5  is a graph of r, / q2 against q2 for data col lected from the solution at 1 6°C. 
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Figure 7 . 1 5  The interdiffusion coeffic ient as a 
function of q2 at 1 6°C. (PSIPMMAltoluene sample) 

The graph is nonl inear, moreover this nonlinearity is clearly due to r, / q2 varying with q 

to a lower power than q2. These data can be interpreted through eqn 7.23 (c), where the 
nonlinearity of the r, / l against q2 graph is ascribed to the effect of the hydrodynamic 

term. At 1 6°C the solution is close to phase separation so the relative contribution of the 
Rouse term is reduced, because X/Xc is close to unity, and the hydrodynamic term 

becomes significant at large q values. 

The graph can be interpreted as being Rouse term dominated at small q values and 
hydrodynamic term dominated at large q values. The ordinate intercept is predicted to be 
D, ( l - X/xJ and the initial slope is predicted to be D, ( l - X/XJ2�2 /3 . Again D/ cannot 

be found since X/Xc is unknown. 
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Since X increases to Xc at phase separation, the Benmouna et al theory predicts the 

intercept of the rl / q2 against q2 graph to be strongly temperature dependent, indeed the 

intercept is predicted to display a "critical slowing down" .  However, the initial slope of 
the graph is predicted to be less sensitive to temperature. 

Figure 7. 1 6  shows data col lected from the solution at three temperatures. The most 
interesting feature of this figure is the insensitivity of the intercept to temperature. 
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Figure 7.16 Data collected from the solution at three temperatures 

This solution does not display the predicted "critical slowing down". Moreover the initial 
slope decreases with decreasing temperature implying that �2 decreases with temperature 
which certainly is not expected. So the details of the Benmouna et al theory ( 1 993) are 
not supported by these data. Although the general form of the variation of rl / q2 with q2 

can be interpreted through the Benmouna theory the details of the variation with 
temperature are not in agreement with theory. 

Seils et al ( 1 994) have studied the critical behaviour of a similar ternary polymer solution. 
These authors c laimed to be able to resolve two separate slow modes at temperatures 
c lose to phase separation. They identified one mode as a Rouse like mode which they 
claim did to show a critical slowing down, although the authors were unable to present 
convincing data to support this claim. They also claimed that the amplitude of this mode 
decreased as the temperature was lowered. They identified the second mode with the 

hydrodynamic term in eqn 7.23c, the amplitude of this mode was claimed to increase as 
the solution temperature was reduced, its amplitude was negligible at high temperature. 
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The results presented by Seils et al are in broad agreement with those found here. 

However, our autocorrelation functions could not be resolved into two slow modes, 
indeed the Benmouna theory does not predict the existing of two distinct slow modes, 
rather it predicts that the single interpenetration decay rate varies in a complicated manner 
with temperature and scattering vector. 

7.5.3  Conc lusion 

( i )  The first solution studied was 323000 PMMA and 233000 polystyrene dissolved 
in thiophenol, the molar masses of both polymers were sufficiently small for the particle 
form factor, P(q) to be taken as unity. The interpenetration diffusion coefficient was 
observed to vary in a manner predicted by the Benmouna theory. The interpenetration 
diffusion coefficient was observed to be independent of q, indicating that q� $; 1 at all 
times. 

A critical slowing down was observed and a measure of the critical exponent for 
correlation length was obtained. This value (0.60±0.07) is close to the three dimensional 
Ising value and is in agreement with measures published by other authors using static 

light scattering methods. 

It should be noted that this is the first occasion that a value for this critical exponent has 
been obtained using DLS, although other authors have tried to obtain a value. 

(ii) The second solution studied was 1 07000 PMMA and 929000 polystyrene 
dissolved in deuterated toluene. There are two major differences between this solution and 
the previous one. First the molar mass of the polystyrene is larger, so the particle form 
factor was taken as 1 + l R: /3 .  Secondly the relative abundance of the v isible polymer 

was significant. The variation of the r[ / l with q2 was observed to be in general 

agreement with the predictions of the Benmouna theory, but the details of the behaviour 
did not confi rm the theory. In particular a critical slowing down was not observed. It 
would appear that the q2 dependence introduced by using a polymer with a larger molar 
mass tended to mask the critical behaviour that was the prime object of the study. At 25°C 
the intercept value of r[ / l is only a quarter of that expected which may indicate that at 

temperatures as high as 25°C considerable critical slowing down has already occurred and 

X/Xc is 0 .85 .  

The fact that no further critical slowing down is observed as the temperature is reduced to 
1 6°C is a matter of some concern . It is known that toluene has different affinites for the 
polymer PMMA and polystyrene so the solvent barely meets the assumption of the 
Benmouna theory that it is of equal and good quality for both polymers . Perhaps this 
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effect plays a role as phase separation is approached and the expression for the Rouse 
term is fau lty. 

(i i i) A 48 channel l inear correlator was compared with the multiple tau correlator by 
processing the same photomultiplier pulse train in both correlators simmultaneously. It 

was shown that the limited timescale of the linear correlator may cause the autocorrelation 
function to be misdiagnosed and so cause the introduction of some unexpected artefacts. 
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8 P OSTSCRIP T  

8 . 1  C o n c l u s i o n s  

Current investigation of  ternary polymer solutions demand high resolution decay rates 
distribution functions. The time scale of the autocorrelation function must be optimised if 
such functions are to be produced. These considerations have motivated the design and 
construction of the novel digital autocorrelator described in this thesis. The fol lowing 
results were achieved: 

( 1 )  A real time pseudo logarithmic time scale autocorrelator using the multiple tau 
technique has been designed and constructed, the multiple tau correlator provides a delay 
time range covering both fast and slow processes to achieve better Inverse Laplace 
Transform results. 

The instrument is based on a parallel block processing approach which uses a loosely 
coupled MIMD (multiple-instruction-multiple-data) architecture. It has been shown that it 
is possible to design a real time multiple tau autocorrelator by employing this parallel DSP 
system, and this is the first multiple tau correlator constructed by a multi-DSP system. 
Four Motorola DSP5600 1 digital signal processors are used in the architecture, and 
continuously supplied input data are processed concurrently by these four DSPs. The 
architecture was des igned to min imise the i nterprocessor communication. The 
autocorrelator has 1 28 channels each with a 24-bit count capacity. Sample times range 
from 3 .2 �s to 2 seconds in real time. 

The use of a multi-DSP system rather than a "hardware" logic system makes it possible 
for the instniment to be easily programmed to function as a spectrum analyser. Indeed the 
processing code could also be easily changed for different appl ications, various digital 
signal processing algorithms can be implemented on the same mUltiprocessor system. 

It was shown that in the more complicated ternary polymer solution system study, the 
l imited timescale of the l inear correlator may cause the autocorrelation function to be 
misdiagnosed and so cause the introduction of some artefacts. The studies reported here 
confirm that the in i tial part of the autocorrelation function must be sampled at a 
sufficiently short sample times to provide the required high frequency response, and that 
the time scale must also be able to extend far enough for the autocorrelation function to 
decay well into the noise level. 

(2) The multiple tau autocorrelator was used in two different sets of ternary polymer 
solution studies. In the first the molar masses of both polymers were sufficiently small 
for the particle form factor, P(q) to be taken as unity . The interpenetration diffusion 
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coefficient was observed to be independent of q. The interpenetration diffusion coefficient 

was observed to vary in a manner predicted by the Benmouna theory. A critical slowing 
down was observed and a measure of the critical exponent of the correlation length was 
obtained. This is the first occasion that a value for this critical exponent has been obtained 
using DLS. 

In the second solution studied the molar mass of the polystyrene was larger, so the 
particle form factor was taken as 1 + l R: /3 .  The variation of the r[ / q2 with q2 was 

observed to be in general agreement with the predictions of the Benmouna theory, but the 
details of the behaviour did not confirm the theory. In particular a critical slowing down 
was not observed, which may indicate that at temperatures as high as 25°C considerable 
critical slowing down has already occurred and X has assumed the value 0.8SXc' 

8.2 Su g gestions for further work 

( 1 )  Ternary Polymer Solution Studies 

The delay-time range of this multiple tau autocorrelator has been designed to encompass 
both the fast and the slow decay processes that occur in ternary polymer solutions. This 
multiple tau correlator should be used in further studies of ternary polymer solution in the 
critical region to ful ly explore the implications and predictions of the Benmouna et al 
theory (Benmouna, 1 993). In particular solutions formed with equal quantities of 400000 
Poly(methyl methacrylate) and 390000 polystyrene dissolved in bromo benzene should 
be studied. Such solutions meet the restriction requirements of the theory without causing 
the particle form factor, P(q) to differ significant from unity. 

(2) Multiple Tau Autocorrelator Developments 

( i ) The multiple tau autocorrelator was purposely designed to be flexible so to take 
advantage of any future advances in normalisation procedures. 

( i i )  The delay time range of the multiple tau autocorrelator could be extended both to 
shorter and to longer delay times 

(a) Shorter delay times 

Although shorter delay times could be readily attained by including an additional DSP 
unit, this was not deemed necessary or desirable. There are two reasons for this. 

First the laser l ight scattering laboratory at Massey University already has a very fast 48 
channel linear correlator which can operate at the shortest useable delay time of 50 ns. At 

this sample time the number of photo detections per sample time is either zero or unity so 
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the l inear correlator calculates the autocorrelation function without error. The total lag 
through the 48 linear channels is 2.4 microseconds. The multiple tau autocorrelator is 

compatible with the l inear correlator so the two can be ran together to span the lag time 
range SOns to I second in one experiment. The l inear correlator simply acts as an 
additional block of 48 channels with sample time SOns. 

Secondly at sample times less than a few micro seconds, there are so few photo 
detections per sample time in a typical DLS experiment that the signal to photon noise 
ratio is very small .  

(b) Longer delay times 

The multiple tau autocorrelator could be made to operate at maximum delay times of a few 
minutes by the use of an additional DSP unit (or even a 68000 family processor). Also 

the Macintosh IIvx computer could be used to process even longer delay times of several 
tens of minutes. But such a correlator would not make optimum use of the data, since 
measurements which include delay times of 1 second require accumulation times of the 
order of several hours. The integrity of the data would be chal lenged by the long term 
thermal stability of the laboratory and apparatus and also by the long term stability of the 
laser. 
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AP PENDIX I CORRELATOR SPECIFICATIONS 

Channels : 

Modes : 

Processors : 

Number of channels and sampling time controlled by software. For 
1 28 real time channels (Multiple Tau Sampling Scheme), the fastest 
sampling time is 3 .2�s. 

Real time multiple tau autocorrelator, real time spectrum analyser, 
or other real time digital signal processing. 

Four 24-bit Motorola DSP5600 1 operating at 33MHz. 

Input pulse specifications: 

Dimension : 

TTL compatible inputs on 50 n. 
Pulse width: >20 ns 
Pulse freg. :  <200 MHz 
Input current (0<Vin<5V): Min. - 1 0mA, Max 1 OmA 

480mm x 1 80 mm x 260 mm, standard eurocard structure. 

Computer and software requirements : 

Macintosh II, PCIXT/AT or compatible, IBM PS/2 . LabVIEW 
(NATIONAL INSTRUMENTS) for Macintosh (NuB us system), 
LabVIEW for Windows (PC/XT/AT and PS/2 system) . 
LabWindows for DOS (PCIXT/AT and PS/2 system). 

Interface requirements: 

NATIONAL INSTRUMENTS DIO-24 Interface board. The 
correlator I/O connector is a 50-pin polarised male ribbon cable 
header with strain relief. 
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