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ABSTRACT

This thesis studies the Cauchy boundary value problem of minimising exponential
integral averages of mappings of finite distortion. Direct methods in calculus of
variations provide existence theorems and we derive the Fuler-Lagrange equations
for minimisers of

/D exp(pK (2, f)) dz

for mappings of finite distortion f : D — I with prescribed boundary values.
However, surprisingly, for these functionals some apriori regularity is needed be-
fore we can discuss these equations. We show by example how this can happen.
We construct a mapping f : D — D with exponentially integrable distortion to
exponent p which cannot perturbed by any diffeomorphism and still remain expo-
nentially integrable with exponent p. Once enough apriori regularity is assumed
for instance if a minimiser is locally quasiconformal, that is if the distortion
function K(z, f) is locally bounded, then we use these equations to improve the
regularity of the minimisers. In particular, we find that minimisers with locally
bounded distortions are diffeomorphisms. Then we analyse the two extreme cases
(1) p — 0 and (2) p — oo. In this way we see the p-exponential problem connects
the L! finite distortion problem, which is closely related to the classical harmonic
theory in case (1), and to the Teichmiiller problem, which promoted the devel-
opment of quasiconformal mappings, in case (2)
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INTRODUCTION

In 1939 Teichmiiller proved a famous theorem in his paper [53] (also in [54]):
In the homotopy class of a diffeomorphism between closed Riemannian surfaces,
there is a unique extremal mapping f which gives smallest maximal distortion
K(z, f). Furthermore, this mapping is either conformal or has Beltrami coefficient
of the form

nr = km7
where W is a holomorphic function. The latter is now called a Teichmiiller map-
ping. This work is highly valued as it was among the first times that quasiconfor-
mal mappings were connected with function theory [35]. Teichmiiller’s pioneering
work, however, contains a lot of conjectures and incomplete proofs. Later in [1]
Ahlfors studied Teichmiiller’s theory and gave a complete proof and a systematic
introduction to this topic.

After Teichmiiller and Ahlfors, the theory of quasiconformal mappings devel-
oped rapidly. Researchers extended Teichmiiller’s ideas and defined the problem
in a more general setting. Consider the unit disk D C C. We assume fy: D — D
is a finite distortion homeomorphism. The problem we wish to study is to find
the mapping that coincides fy along 0D and minimises various distribution func-
tionals.

In Astala, Iwaniec, and Martin’s work [8], instead of the maximal dilatation
(which can be regarded as the L> norm of the distortion function), they studied
the mean distortion- the integral of ¥(K) over D. Typical choices of U(K) were
KP, for p = 1,2,.... In this sense the original Teichmiiller’s problem can be
regarded as the extremal case of the LP problem as p — oc.

In fact Ahlfors’ proof for Teichmiiller’'s theorem was via the LP problems.
The key is that the 'minimiser’ h of the inverse LP problem yields a holomorphic
combination of its first order weak derivatives,

O (w) = K(w, h)hy(w)hg(w),

called the Hopf differential, and then the classic theory of complex analysis can
be applied. In particular, normal family arguments give the limit function as
p — oo. Ahlfors then proved that the limit function is the extremal quasiconfor-
mal mapping of Teichmiiller’s problem.

However, the LP problems themselves have a defect- the 'minimiser’ might not

be a true minimiser, that is not in the right space. For the inverse LP problem,
a minimising sequence h,, converges uniformly to some h; however, their inverses
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frn might not converge. So, as a 'minimiser’ of the inverse L” problem, h might
be continuous but not a homeomorphism.

That is why we turn to the exponential distortion problem. The problem can
be expressed as follows. Minimise the exponential mean distortion

/D explpK (2, f)]dz,

subject to f|op = fo and fy : D — D is a homeomorphism, and

/Dexp[pK(z,fo)]dz < 00.

The exponential problems are much closer to the L™ case, and the most im-
portant fact is that there must exists at least one minimising homeomorphism.
This was proved in [8], [29] and we will also introduce briefly in Section 1.4. In
this case we can get an equation for the true minimisers and see what happens
when they approach to infinity. This will be the main topic of this thesis. By the
methods in calculus of variations, we derive equations with respect to the first
order derivatives of the minimisers, known as the Euler-Lagrange equations, and
use these to improve regularity.

However, the exponential problems also have their own problems. Unlike the
L? problem, a function with exponentially integrable distortion might not be in-
ner variational. We will discuss and give concrete examples to explain this, and
will also give some conditions to get the variation.

Overview of the Contents

Chapter 1 is devoted the backgrounds, starting with the Sobolev functions
we give the definitions of the quasiconformal mappings and finite distortion func-
tions. We focus on the Teichmiiller-type problems and then record briefly the L*
theory and the existence of the minimisers to the exponential problems. In the
last part, for the sake of later applications to the regularity theory in Chapter 3,
we follow and develop the theories about elliptic Beltrami equations in [6] and
then conclude that the solutions to certain elliptic equations are smooth.

In Chapter 2 we will focus on the minimisation problem of the exponential
distortion. The most important results are the Euler-Lagrange equations that we
will get via outer and inner variations. We next give examples of functions with
exponentially integrable distortions but they are not variational. Nevertheless,
we will give conditions that imply a function is variational. The last part of this
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chapter deals with the convergence of the minimising sequence. We will get nice
results of the strong convergence of the derivatives, Beltrami coefficients, distor-
tion functions and Jacobian determinants, etc.

Chapter 3 deals with the regularity of the minimisers. We exploit the Euler-
Lagrange equations we obtained in Chapter 2. Our first result is a condition that
implies the extremal mapping is a C*°-diffeomorphism. Then we go further to
find the holomorphic Hopf differential and an elliptic equation for the Beltrami
coefficient of the minimiser.

Chapter 4 is about the inverse problem. By variation of the inverse problem
we give a weaker condition that the Hopf differential is holomorphic.

Chapter 5 proves Teichmiiller’s theorem. We mimic Ahlfors’ proof but via
the exponential problems. The result will be more general than Teichmiiller and
Ahlfors’ original setting with Riemann surfaces. We also give a discussion about
the case p — 0 as it turns out to approach the L' problem.

In Chapter 6 we explore the minimisers between annuli and then find some
nonlinear mappings that are minimisers on D for their own boundary values.

Chapter 7 lists possible future research. In particular, we still believe a min-
imiser of the exponential problem must be variational, while the uniqueness is
also an interesting topic.

Here we state the main theorem that we will get in Section 3.3 (see Theorem
1.4.9 and Corollary 3.3.7):

Theorem 0.0.1 For the exponential distortion problem, there exists a minimais-
ing homeomorphism f. Furthermore, if the distortion K(z, f) is locally bounded,
then f s a diffeomorphism.
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1 Minimisation Problems and Beltrami Equa-
tions

1.1 Sobolev space.

The idea of Sobolev space was raised to generalise the differentiable functions. It
is the main space that we will work in. A systematic introduction can be found
in e.g. [13], [56].

1.1.1 Definition of Sobolev space.

Definition 1.1.1 Let Q C R" be a domain, f € L} (Q), and o = (a?,--- ,aF)
be an index. We say g € Li,.(Q) is the a-th weak derivative of f, written as
g=D“f,if

/fDaapdx—( )a|[29@dx, Vo € C5°(92). (1.1.1)

Definition 1.1.2 Let £ > 1 be a positive integer, and p € [1,00]. We say f is
in the Sobolev Space W*?(Q), if f has k-th order weak derivatives, and

Def € LP(Q), for all a such that 0 < |a| < k.

We say f € Wkp( ), if f € WHFP(K) for any compact subset K C ().

loc

Theorem 1.1.3 With the norm

1/p
1 flwer(@) = Z/!Daf V’dx . 1< p<oo, (1.1.2)

la|<k
or, when p = oo,
| fllwree ) == |Sl‘1[;€ D fll (), (1.1.3)
al<
WHP(Q) is a Banach space.

Proof. For any p € [1,00], we let f;, j = 1,2,... be a Cauchy sequence in
WHP(Q). Then by (1.1.2) and (1.1.3), all of f; and D*f;, |a| < k are Cauchy
sequences in LP(2), so they have limits f and D®f in LP(Q), respectively. It
remains to show that D®f is the a-th weak derivative of f. However, this can be
observed by

D%pdx = llm D%pdx = llm |O“ DO‘ dr = (—1)l D fodx
f ® fg ® fip Jpdz,
Q

for any p € C3°(Q2). O



1.1.2 Approximation by smooth functions.

The mollification technique gives a method to approximate Sobolev functions by
smooth functions. We will exploit the following C5°(R™) function

n(z) = Cexp (gp), lo <1
0, lz| > 1,

where C' is a constant adjusted so that

/nn(m)dm ~ 1

1 =z
¢ = —n(— > 0.
n°(z) E,177(8), £

Next, we define

Here 7° is called the standard mollifier. For f & I/Vl’f)f(ﬂ), we define the convolu-
tion
F@) = x 5(@) = [ (o= sy
Q
for

r€eQ. ={reQ:d(x,00)>¢e}.

Theorem 1.1.4 Let f € Wk’p(Q), where 1 < p < oo. Then f¢ is a smooth

loc

sequence in C*(Q) that converges in WP(Q) to f € WEP(Q).

Proof. By the theory of L? spaces (see e.g. [50]) the sequence f¢ — f in L} (Q).
Meanwhile,

507+ 1)) = [ k(e = ) )y
- [ e = )W)y
QY

. 0
= [ wa=ngari

0

9 f)

and by induction this also holds for higher order cases. Thus D*(f¢) = (D*f)® —
Def in L (Q), for each |o| < k. So we conclude that f¢ — f in W?(Q). O

loc loc

:’[’]6*

We remark that although C*°(Q2) C W*?(Q) is dense, the density of C5°(Q)
in W*?(Q) holds only when Q = R*. We use Wg*(Q2) to denote the closure of
C5°(Q2) functions in WHP(Q).



1.1.3 Embedding theorems.

The embedding theorems give us a way to conclude that some Sobolev functions
have higher integrability or continuity. The easiest case is on the real line. In
fact, if f € W,2'(Q) is defined on a real interval Q = (a,b), then

loc
f(a) = / "+ O

is absolutely continuous. This property remains valid on lines when in higher
dimension.

Theorem 1.1.5 Fvery Sobolev function f € Wk’p(Q) s absolutely continuous

loc
on almost every line segment in € parallel to the coordinate azes (ACL).

The ACL property tells us that if f is Sobolev function, then the pointwise
partial derivatives exist and are equal to the weak derivatives almost everywhere.
But we should note this works only on lines. There are examples of Sobolev
functions that are not continuous, see Section 1.4. Indeed, to get the continuity
of f we need higher integrability of D f.

Theorem 1.1.6 (Gagliardo-Nirenberg-Sobolev Inequality) Let n > 2, 1 < p <
n. Then, there is a constant C'(n,p) such that

£l o) < CIDf| o,

for any f € WHP(Q). Here

15 called the Sobolev conjugate of p.

Theorem 1.1.7 (Morrey’s Inequality) Letn < p < oo. Then, there is a constant
C(n,p) and a representative of f € W'P(Q), such that

HfHCOW(ﬂ) < OHf”Wlm(ﬂ),

where v =1 — 7, | - [|con(qy is the Hélder continuity norm

||f||C’07’Y(Q) ‘= sup |f(£l?) B f(y)| ]

z,y€e) ’1’ - y”y

See [13] for the proofs. The embedding theorems are extremely useful not
only to show the continuity of a Sobolev solution of a variational problem, but
also to get the equicontiuity of a family, since here the constants C' depend only
on n, p but not the specific choice of the function f. We will discuss equicontiuity



in later sections. At this point we can see that the following 2-dimensional func-
tions, which are defined on a planar domain 2 C C, are continuous:

i) I/Vllocp(Q), where p > 2. This is Morrey’s inequality.

i) W2P(Q), where p > 1. By the Sobolev inequality W2P(Q) c WL (Q),
where 5

% P
= —>2.
p 2_
i) W2'(Q). Another iteration of the Sobolev inequality gives W:!(Q) ¢

9.9 loc loc
Wi (€2).
In particular, by iii), if f has arbitrary order weak derivatives, that is f €

I/VZIZ’CI(Q) for any positive integer k, then f has a smooth representative.

The case W?(Q) (or generally, W,o"(Q) for @ c R ) is very special. In
general functions in this class are not continuous. However, if a W, (2) function
has finite distortion, then it is continuous [19], [29]. We will discuss this later in

Section 1.4.

Harmonic functions are also an important class of smooth functions, especially
in complex analysis. The next lemma, due to Weyl [55], reveals that if a function
is harmonic in the sense of weak derivatives, then it is harmonic in the classical
sense.

Lemma 1.1.8 (Weyl’s Lemma) Let f: Q — C be in L, (). If

/wazQ Vo € Cgo (),
Q
then f 1s harmonic.

In particular, if @ C C, and f € L, (Q) has weak derivative fs = 3(fs +
ify) =0, then f is holomorphic in .

The following theorem gives an approach to the converse of the above theo-
rems; finding the weak derivatives D f from the properties of f.

Theorem 1.1.9 Let 1 < p < oo and f € LP (Q). Then f € WLP(Q) if and
only if for any unit vector e; = (0,...,1,...,0) that is parallel to a coordinate,

as h — 0, the sequence

ey o= L2 1) )

has a uniform LP(K) bound for any compact K C §).

4



Proof. We only prove the ’if’ part. By the Banach-Alaoglu Theorem, up to a
subsequence there is a weak limit F' in LP(Q2). We prove that F' is the weak
derivative of f. Indeed, for any ¢ € C§°(2),

/QF(x)gp(:B)d:B: lim [ F"(2)p(z)dx

= lim [ [+ heole) — fa)e(e)]d

h
~tim 7 [ [f@)te—he) - [ j@)pla)]do
— _/Qf(:zf)D"SO(x)dw'

Another important theorem is Green’s formula, which extends to Sobolev
spaces, see [2].

Theorem 1.1.10 Let Q € C be a Jordan domain, let f,g € WHH(Q) N C(Q).
Then

/fx—i—gy:/ fdx — gdy. (1.1.4)
Q o9

1.2 Finite distortion functions.

The theory of distortion functions is one of the core topics of geometric function
theory as they are natural measures of change in a system. For a more detailed
exposition, see [6],[23], and [29].

1.2.1 Quasiconformal mappings.

We now focus on the complex plane C = R2. In classical complex analysis, the
conformal mappings are those functions preserving local angles. Analytically,
they satisfy the Cauchy-Riemann equations:
0 0 0 0
gm_v 9% (1.2.1)
or 0Oy 0Oy ox
where f(x + iy) = u(z + iy) + tv(x + iy). In this thesis we will more frequently
use the following Wirtinger derivatives:

1

: 1 .
fz:§<fz_lfy)7 f?zi(fx"i_lfy)

With these notations the Cauchy-Riemann equations (1.2.1) become one equa-
tion:



Green’s formula (1.1.4) can also be rewritten as
/ frt+o= fdz — gdz, (1.2.2)
for f,g € WH(Q)NC(Q).

We next define the notion of quasiconformality. This can be approached in
two ways - geometrically and analytically.

First we have the geometric definition:

Definition 1.2.1 Let f : Q — € be a sense-preserving homeomorphism between
planar domains. At a point z € €2, set

Lz, f,r) = sup{[f(2) = f(w)| : [z —w[ <7},
l(z, f,r) = mf{[f(z) = fw)] : |z —w| <7},

, L(z, f,r)
H =1 —
&) = WP, o
We say f is K-quasiconformal in 2, if
K :=sup H(z, f) < oc. (1.2.3)

z€Q

Local action of a quasiconformal mapping

The geometric definition gives us a clear picture of the local action of a quasi-
conformal mappings. However, in analysis we need the following definition which
is more helpful in computations:

Definition 1.2.2 Suppose that f € I/Vll l(Q ()) is a planar homeomorphism.
We say f is quasiconformal, if

max |0, f(2)] < K min|0.f(2)],

for almost every z € (), where

f(z) = lim L2+ re) = fE) e [0, 27).

r—0 r

6



We remark that the existence of 0, f is guaranteed by the Gehring-Lehto Theorem
[17]:

Theorem 1.2.3 Let f : Q — C be continuous and open. Then f is differentiable
almost everywhere in Q if and only if f has partial derivatives almost everywhere.

The proof for the equivalence of Definition 1.2.1 and Definition 1.2.2 is rather
complicated and we refer to [17], and also see [6].

At a point of differentiability, it can be calculated that
min [0, f(2)| = [£2(2)] = [/=(2)],
max |0, f(2)] = | f-(2)] + | fz(2)] = [Df(2)],

where |Df(z)] is the operator norm of Df. Then we can define the distortion

function

SRUTAE T R e ek

where

1K (2)]|2 () = K,
where K is that in Definition 1.2.1 and Definition 1.2.2, and

w(z, f) = 5z) a.e. z € Q,

- f(2)

is called the Beltrami coefficient. We then have another description for quasicon-
formal mappings, which is called the Beltrami equation

fZ(Z) = :u(zv f)f?(z)v

where
(2, fllle <k <1

for some k € [0,1). Note the relation of the notations k and K:

1+ k K -1
K=— k="
1—k’ K+1

Also note the Jacobian determinant of f is
Iz, ) = L) = )P >0, ae z€Q
So we get another expression for the distortion function

(LB D DI
LEPIEGE G

7
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1.2.2 Finite distortion functions.

The main objects of our study will be the finite distortion functions and the
integral of the distortion function K (z). However, there are some extremal cases
the distortions are not uniformly bounded but still integrable. So we will release
the restriction that K(z) is uniformly bounded. We have the following definition
of finite distortion functions:

Definition 1.2.4 Let Q. c C, f € W '(Q, ), J(z, f) > 0 be locally inte-

loc
grable, and let there be a measurable function K (z) such that

|IDf(2)]* < K(2)J(z, f), ae. z €.

Then, we say f is a finite distortion mapping, and the distortion function is
defined as

|Df(2)|? J(z, f) #0

vt = {F

; (1.2.4)

otherwise

where

DFEE _ (£ 1E))? _ 1+ ()
I f) " IRER - IEEF T @)

1.2.3 The area formulae and Lusin’s condition N.

The area formulae deal with the problem of change of variables. The classic
theory states that a sufficient condition is Lipschitz continuity. See e.g. [13]:

Theorem 1.2.5 Let Q C C be a domain, let f : Q — C be a Lipschitz homeo-
morphism, and let ) be a nonnegative Borel measurable function on f(Q2). Then,

/Qn(f(z))J(z, f)dz = /f(ﬂ) n(w)dw.

For Sobolev functions we will need the following “Lusin’s condition N7:

Definition 1.2.6 Let f : Q@ — C be measurable. We say f satisfies Lusin’s
condition N, if for any E C  such that |E| = 0, we have |f(E)| = 0. Suppose
that f is a homeomorphism. We say f satisfies Lusin’s condition N 71, if its
inverse f~! satisfies Lusin’s condition N

Theorem 1.2.7 Let f € WHY(Q,C) be a homeomorphism, and let n be a non-
negative Borel measurable function on C. Then,

/QTI<JC(Z))J(2, f)dz < / n(w)dw.

f(2)

Furthermore, equality holds if f satisfies Lusin’s condition N .

8



Proof. Let
A={ze€Q: fis differentiable at z}, S=Q\ A.

By Theorem 1.2.3, |S| = 0. By [15, Theorem 3.1.8], A can be decomposed into
countably many subsets A; where f is Lipschitz in each of them. Then the claim
follows from Theorem 1.2.5. O

Theorem 1.2.8 If f € VVZ1 2(9 Q') is a homeomorphism, then f satisfies Lusin’s
condition N .

Proof. Let E' C Q such that |F| = 0. We assume F is compact. Then, we can find
an U such that £ C U C (2, and 9U consists of finitely many line segments that
are parallel to the coordinates, and then along them f is absolutely continuous.
Let f¢ — f be the approximating sequence as in Theorem 1.1.4. For the smooth
functions f¢, we have

AJ@JWk—V%WL

By Theorem 1.1.4 we know that First, Df¢ — Df in L*(U), so fU z, f€)dz —
fU f)dz; secondly, f¢ — f uniformly in U, in partlcular along OU. By the
ch01ce of U, the length of QU is finite, so |f*(U)| — |f(U)| — 0 as ¢ — 0. This

proves
!LJ@szzu@m.

On the other hand, by Theorem 1.2.7 we have

/d@ﬂm:/ ﬂ%ﬂhg/ 1de = | ()] — |f(E)|.
U U—E FO)—f(E)
So we get |f(E)| = 0.

For noncompact £ C Q such that |E| = 0, we choose any compact F' C
f(E). Then the continuity of f~! gives that f~!(F) is compact. As we have
proved, |F| = 0. Then the claim follows from the inner regularity of the Lebesgue
measure. O

Theorem 1.2.9 Let f: Q — Q' be quasiconformal, n € L*(Y'). Then f satisfies
both Lusin’s conditions N' and N1, In particular,

| ntwdw = [ n(#:)G. i (1.25)

Proof. We note that any quasiconformal f € W1(Q) is actually in W?(Q),
since

IDIIP < KJ(z f).
In fact the inverse function f~! is also quasiconformal [6]. Thus it follows from
Theorem 1.2.8 that both f and f~! satisfy Lusin’s condition A/, and then (1.2.5)
follows. O



1.3 Minimisation problems for distortion.

The most general setting of this cluster of problems is to find the W2} (Q, Q')
homeomorphisms that minimise the energy functional

JRES

where K (z, f) is the distortion function as (1.2.4), 2, Q)" C C are planar domains,
and @ : [1,00] — [0, 00] is a real function. Unfortunately the function K(z, f) is
not convex (c.f. [6, Section 21.1]) so typically we will consider K(z, f) as defined
below.

Certainly we need some regularities for the problems. First, the shapes (in
topological sense) of the domains €2 and 2, as they are closely related to the
distortion of a function. This leads us to a classification of different types of the
problems. We refer to [43] for a review of this, and [3] for the historical notes. In
this thesis we will focus on the Teichmiiller type problems:

Let D C C be the unit planar disk, D be its closure. Let f; : D — D be a
finite distortion homeomorphism such that

£(fy) = /E))@[K@,fo)]dz < o0, (1.3.1)

where @ : [1,00] — [0, 00] is a real function, and

CIDIEIE _ LE)E + )P
Jf) IEEE - RGP

K(z, f)
where 1
IDf|? = Su(Df'Df)

is the mean Hilbert-Schmidt norm. Let F denote the class of functions f €
W,oH(D) that are self-homeomorphisms of D, f = fy along 9D, and £(f) < oo.

loc

Problem 1.3.1 Find the minimal mappings f € F such that

E(f) = nf £(g).

geF

For notational ease we will sometimes write ps(z) for u(z, f), Ky(z) for

K(z, f), J¢(2) for J(z, f), etc.
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1.3.1 The L' problem.

The L' distortion problem [j K(z, f)dz, in view of (1.3.1), with ®(¢) = t, has

been solved. It was proved in [8] that a W?(D) minimiser of the L' problem
must be the inverse of a harmonic function. Later in [24], the requirement was
reduced to I/Vlf)cl (D). The key of the problem is the regularity of the inverse map-
ping. Many of the results will be very useful in our later study of the exponential

problem. See [6], [8], [23], [24], [25], [32] for details.

Let z € D be a point such that f is differentiable at it, and D f(z) be invertible.
Write h = f~1, we have

hof(z) =z
Then,

ha(f(2)) = J{;z}) ha(f(2)) = — J{iz;) (1.3.2)
Then
01 = | L2 = e )

4 p(f )M T+ fu P
KU = T @ e~ T la PP

If we can perform the change of variables, then

/D K(z, f)dz = /D K (w, h)J (w, h)dw = /D | Dh(w)|dw.

This indicates the next theorem:

Theorem 1.3.2 Let F be the class of VVllocl (D, D) homeomorphisms whose dis-
tortion function K(z, f) € L'(D). Let f € F. Then

/DK(Z, dz—/HDf w)|2dw. (1.3.3)

In particular, for each given fo € F such that fD K(z, fo)dz < oo, the minimisa-
tion problem

mm/K fdz,  flan = folan

has a unique minimiser. Moreover, this extremal map is a C°-diffeomorphism
whose tnverse s harmonic in D.

11



To prove this theorem we need the following lemma (See [24], [32]) for the
regularities of f € F and its inverse f~1:

Lemma 1.3.3 Let f € F be as in Theorem 1.3.2. Then J(z, f) > 0 almost
everywhere in D; its inverse h = f~1 € W12(]D)) has finite distortion, that is

loc
K(w,h) < oo almost everywhere in D. In particular, h satisfies Lusin’s condition

N.

Proof of Theorem 1.3.2. We need to prove (1.3.3). On one hand, by Theorem
1.2.3 and Lemma 1.3.3, we have that f is differentiable and J(z, f) > 0, so (1.3.2)
holds at almost every point z € D. By Theorem 1.2.7 we have

/MDh |mU>/HDh NI (2, dm_/K

On the other hand, we set
= {w € D : h is differentiable and J(w, h) > 0}.

Again by Theorem 1.2.3 and the fact that K(w, h) < oo, we have that || Dh(w)| =
0 almost everywhere in D \ Q. Then,

/D | Dh(aw) |2 = / | Dh(aw) 2

HDf h(w) ||2

(w

g/h((@) K(z, f)dz
< /DK(z,f)dz

This validates (1.3.3) and then the theorem follows from the classical theories for
the Dirichlet problem. We remark that it is the Radé-Kneser-Choquet Theorem
(see e.g. [12]) that guarantees a harmonic function of I which is a homeomor-
phism of 0D must be a C*°-diffeomorphism. O

J(w, h)dw

1.3.2 The L? problem.

With ®(¢) =P, p > 1, we obtain the L problem, which is to minimise

/Kp<z7 f)dZ, fla]D) = f0|8D7
D
where fo € F such that [ KP(z, fo)dz < co. As a function with finite L” mean

distortion must have finite L' mean distortion, Lemma 1.3.3 also works in this
case, and then by a similar argument to the proof of Theorem 1.3.2 we can prove

12



Theorem 1.3.4 Let f be a W, (D, D) homeomorphism whose distortion func-

tion K(z, f) € LP(D). Then h = f~' : D — D is a mapping of finite distortion
and

/H)Kp(z,f)dz:/DKp(w,h)J(w,h)dw. (1.3.4)

We also wish to get an analogue of rest of Theorem 1.3.2- the existence,
smoothness, and uniqueness of the minimiser. However, it is more complicated
this time. We observe that the h side still gives higher regularity: let {f;}32, be
a minimising sequence of homeomorphisms, then (1.3.4) tells us the sequence of
inverses {h;}%2, is also a minimising sequence for the “inverse problem”. Thus,
for j sufficiently large, h; are bounded in W2(D):

/DHDhj(w)szw—/DK(w,hj)J(w,hj)dwg/DKp(w,hj)J(w,hj)dw. (1.3.5)

We will see in the next part of this thesis that such functions are equi-continuous.
Then it follows from the Arzela-Ascoli Theorem that there is a subsequence that
converges to some h locally uniformly, and A has the same modulus of continuity
as h;. However, the problem here is that the sequence f; is not as regular as h;.
In fact, by the following computation [30] we can see f; has a uniform W'4(D)
norm, for ¢ = 1% <2

P p+1 p
[/ HDf(z)Hp%dz] g/Kp(z,f)dz- [/J(z,f)dz} gwp/Kp(z,f)dz.
D D D D

(1.3.6)
Note ¢ € (1,2) for any p € (1,00). However, this is not enough to get continuity-
we will also discuss this in the next part. So this is the main obstacle here:
for a sequence of homeomorphisms we cannot find a limit that remains to be a
homeomorphism.

1.4 Exponential distortion: the existence theory.

We now introduce the main problem of the thesis: the p-exponential distortion
problem. That is, in view of (1.3.1), ®(t) = exp(pt), with some p > 0. Precisely,
given a prescribed boundary data fy, we wish to find the minimiser to the energy

&,(f) = / explpK (z, f))dz, (14.1)

where f is a W (D) Sobolev self-homeomorphism of the unit disk I such that
f = fo on OD.

Although we only set f € W,o!(D), the condition &,(f) < oo implies that
K(z, f) has a bounded L*(D) norm, for all s € (1,00). Thus (1.3.6) gives that

13



f € Wh(D) for all ¢ € (1,2). But this is not enough for our aim to conclude
that the functions have a uniform modulus of continuity. It is worth noting that
by Morrey’s Theorem 1.1.7, a planar VV;S(Q) function with ¢ > 2 is always con-
tinuous. Let us check the following two discontinuous examples for g < 2:

i)
1
f(z) =log <log(1 + m))
This is a W1?(D) function. Also note it is not a finite distortion function, as

|| = |fz] ae.

if) .
f(z) =2+ m

This is a W4(D) finite distortion function, for any ¢ € (1,2), but not Wh*(D).

Along with these two examples, we claim that, if a W,?(Q) function has finite

distortion, then it must be continuous. This was First proved by Gol’dshtein and
Vodop’yanov in [19], based on Reshetnyak’s work [48] on the monotonic functions.
But in [29] it is proved that the assumption f € W,>%(Q) can be even weakened,
since there exists a "gap’ between (¢, 5) WD) and W,2(D). To explain this

we need the following notation for Sobolev-Orlicz spaces.

1.4.1 Integrability of Df.

Definition 1.4.1 Wesay P : [0, 00] — [0.00] is an Orlicz function, if it is convex,
increasing, and P(0) = 0, P(co) = co. We say a function f is in the Orlicz space

LP(Q), if
/Q P(If]) < .

We say a function f is in the Sobolev-Orlicz space W1 (Q), if the weak derivative
Df exists, and both f and Df are in the Orlicz space LY ().

We remark that such a Sobolev-Orlicz space W1 () is a Banach space, and
analogously to the Sobolev spaces W'?(Q) there are also approximating sequences
and weak compactness. See [11].

Theorem 1.4.2 Let f:ID — D be a homeomorphism such that

/exp[pK(z, )] dz < o0,
D
for some p > 0. Then, f is in the Orlicz-Sobolev space W' (D) with
t2
Plt)= ———.
®) log(e +t)

14



Proof. We first claim the elementary inequality
ab<alog(a+1)+e"—1, a,b>0. (1.4.2)

In fact, if b < log(a + 1), then the inequality automatically holds. On the other
hand, the function
b—e’—1—ab

is increasing in (log(a 4 1), 00), so for b > log(a + 1),
e’ —1—ab> et 1 _qglogla+ 1) > —alog(a + 1),
which verifies (1.4.2). Now since

/J(z,f)dz < D] < o0, /exp[pK(z,f)]dz < o0,

we only need to prove that, there is a constant C, such that

\Df|? .
< O(J; +e™1), V2 eD, 1.4.3
log(e 1 1Dy = CVr <) (143)
In (1.4.2) we put
Jy
a = , b=pK;.
log(e + [ Df])) d
Then
DA 1( PKyJy )
log(e + | DF]) ~ p \log(e + [ D)
1 Jy Jy K
- log(1 + +er —1
o oge 107 2 Toate - TO7) )
< - log(1 + + e —1
o oate s 10777 Toate 5 07T )
2
<= s,
< p(Jf+€ )

This verifies (1.4.3) and then the proof is complete. O

1.4.2 Modulus of continuity.

We now consider the Sobolev-Orlicz space W'(Q), where P(t) = @. We
have the following sharp result.

Theorem 1.4.3 Let P(t) be an Orlicz function satisfying the following two con-
ditions:

15



i) The divergence condition:
> P(t
L)ahf = o0; (1.4.4)
P

it) The convexity condition:

t — P(t%) is convex for t near cc. (1.4.5)

Let f € WYP(Q) be a planar finite distortion function. Then

1f(2) = fw)] < p(z — wl),

where z,w € D(a,R) C D(a,2R) C Q for some a € Q, R >0, and p : [0,00) —
[0,00) is a continuous increasing function such that p(0) = 0, and depends only
on [, P(|Df]).

In particular, if a sequence of finite distortion mappings {f;} have a uniform
WLP(Q) bound, then they are equicontinuous on any compact subset K CC €.

Note the function P(t) = @ satisfies the conditions (1.4.4) and (1.4.5).
A complete proof would take dozens of pages and we refer to Chapter 7 and 8 of
[29]. We also record the following important lemma which is [29, Theorem 8.4.2].

Lemma 1.4.4 Let {f;} be a sequence of sense-preserving mappings such that
fi = [ in WHP(Q), where P satisfies the conditions (1.4.4), (1.4.5). Then f is
also a sense-preserving mapping, and

J(z f5) = J(z, f) in Lio(Q).

As stated in Problem 1.3.1. we will work in the unit disk D with a boundary
function fp which is a homeomorphism. We observe a way to expand the local
properties in Theorem 1.4.3 and Lemma 1.4.4 to be uniformly in D. In fact, we
can extend fy continuously to some Dr = D(0, R) (R > 1) by defining

~ {fo(z) zeD;

fD(Z) = 1 foy
Dy — D.
WD) CEVE

We wish to keep away from the point z; € D such that fy(z9) = 0. So choose any
r such that |zg] < r < 1, and set R = 1/r, then

inf |fo(z)] > e€>0.
r<|w|<1

Now we can compute, for z € Dy — D,




In particular, f, has finite distortion in Dy — D, and
3 1
[ vEG A= [ K e
[ wEE )
D-D, Iq
1
1 [ YK, fo))d, (1.4.6)
D

dg

<

for any ® as in Problem 1.3.1. Then, for any f € F as in Problem 1.3.1, as
flap = folap, f can also be extended continuously with the same function f| Dp_B-

Now when Theorem 1.4.3 and Lemma 1.4.4 are applied in Q = Dg, as D CC Dg,
the claims are uniform in D.

Sometimes we will also have the form [, W(K(w, ho))J(w, ho)dw for the inverse
functions, as we have seen in (1.3.3) and (1.3.4). In this case we can extend hyg
by the same method above. For w € D — D,

Sy = AGh) 11
(w:ho) = i iep < 2%

where R, r, ¢ are similar as above but by hg. Then, similar to (1.4.6),

/D_ \IJ(K(w,fzo))J(w,ﬁo)de# D\IJ(K(C,fo»dC-

D

Then for any inverse function h we can also extend with hg thus when we want

to apply Theorem 1.4.3 and Lemma 1.4.4 on them they can also be uniform on
D.

1.4.3 Existence of minimisers.

By Lemma 1.4.4 we can generalise Theorem 1.2.8. Although we do not have
Df¢ — Df in L*(U), we still have

/J(z,fg)dz — / J(z, f)dz, U ccD,
U U

where f€ is the standard mollifier. Then following the same argument as in the
proof of Theorem 1.2.8 we can prove:

17



Theorem 1.4.5 Let f be a W' (D) self-homeomorphism of D, where P(t) is as

loc

in Theorem 1.4.3. Then [ satisfies Lusin’s condition N .

Theorem 1.4.6 Let f be a W2} (D) self-homeomorphism of D such that exp[pK(z, f)] €
L'(D). Then,

[ explk (e, 1)z = [ expoi(w. ) w,h)du
D D
Proof. This can be proved similarly to the L' case. However, as f satisfies Lusin’s
condition NV, we can prove it in an easier way. In fact, By (1.3.2), whenever D f(z)
exists and J(z, f) > 0, Dh exists at f(z). We have

() = 2L hal(2) = 22
Thus
I = 55 KU =K. ),

By Theorem 1.2.3 and Lemma 1.3.3, this actually holds for almost every z € D.
Also, by Theorem 1.4.5, f satisfies Lusin’s condition N. Together with Theorem
1.2.9 we get

/D exp(pK (w, h)) T (w, h)dw = / exp(PK(f(2), 1)) T (f(2), h) J (=, f)d=

:/Dexp(pK(z,f))dz.
O

Lemma 1.4.7 The function 2"y, n > 1+ 1> 1 is convex on (0,00) x (0,00).
Precisely,

2y~ = agye’ = nag g (v — 2o) — lagye T (Y — o). (14.7)
Proof. We claim the geometric mean inequality
uPw < au + o + yw,

where the numbers are all non-negative and o + 8+~ = 1. This is because of
the concavity of the function f(x) =logz on R*. Indeed,

log(u®v®w?) = alogu + Blogv + ylogw < log(au + Bu + yw).
Now put

Then (1.4.7) follows. O
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Lemma 1.4.8 Let 2 C C be domain, let f : Q@ — R be a convex function and
let g : R — R be convexr and non-decreasing. Then go f is convex.

Proof. Let zy = xg + 1y9, 2 = x + iy. Then,

go f(z) —go f(z) > g'(f(20))(f(2) = f(20))
> g'(f(20))(fa(20) (= — 20) + fy(20)(y — %0))
= (g0 f)e(20)(x —20) + (g0 f)y(20) (¥ — ¥0).

O
Theorem 1.4.9 The exponential distortion problem (1.4.1) has a minimiser.

Proof. Let {f;} be a minimising sequence of self-homeomorphisms of I with finite
exponential distortion. By Theorem 1.4.2, f; has a uniform W' (D) bound for
P(t) = ﬁ. By Theorem 1.4.3, the sequence {f;} form an equicontinuous
family. Then, by the Arzela-Ascoli Theorem, there is a convergent subsequence,
which we still call f;, that converges to some f which has the same modulus of
continuity as f;. By Theorem 1.4.6, the sequence of inverse functions h; = fj’1

has a uniform L?(D) norm, since

p/HDthQ:/pKthhj S/epKthhj :gp(fj).
D D D

By Lemma 1.3.3, every h; has finite distortion, so Theorem 1.4.3 with P(t) = ¢?
applies on h;, so up to a subsequence, they converge to h uniformly. By the
uniform convergence we also have h = f~!. Thus f is a homeomorphism. By the
Banach-Alaoglu Theorem up to a subsequence we also have Df; — D f in L¥(D).

By Lemma 1.4.7 and Lemma 1.4.8, the function exp[p%] is convex. We put

= IDHEI y = Iz £). w0 = DS, yo = J(z. f). Then the convexity
reads as

exp[pK(z, f;)] — exp[pK(z, f)]

>opesplp DL E o o - 1os
R e e U CY AR OV R

Also note that Cauchy-Schwarz inequality gives

Df Df

1D = 1041 2 (75 77 2Fs) = WDS1 = {577 DI = D)
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Set D, CC € such that

D.={zeD: ||Df(z)|| < é,J(zgf) >el, D=|JD..

e>0

Integrate both sides of (1.4.8) over D, we get

/ exp[pK(z, f;)]d= —/ exp[pK(z, f)]dz

IDFOI DI DIG) oo
=3 el S T f (D DA~ DI
IDFREDIOE 1o o
p [ e TN G ) < S e (149)

Here the right hand side of (1.4.9) converges to 0, as the first term follows from
the weak convergence of Df;, and the second term follows from Lemma 1.4.4.
This proves

lim inf/ exp[pK(z, f;)]dz > / exp[pK(z, f)]dz.
J—00 ]D)E B
Now let ¢ =+ 0. By Theorem 1.2.3 and Lemma 1.3.3, we have

|JD.| =Dl

e>0

Jj—00 D

This proves that f is a minimiser of the problem. O

1.5 Beltrami equations and elliptic systems.

In this section we consider the following problem: for given pu, find the solutions
to the Beltrami equation

fz(2) = u(2) f=(2). (1.5.1)

First we need the notion of complex potentials.

1.5.1 Complex potentials.
For f € LP(C), p > 1, the Cauchy transform is defined by the rule

1)

m™Jc R —T

C(N)(z) : dr; (1.5.2)
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while the Beurling transform is

1 [ fir)
S =—— | ——=d 1.5.3
(N6 == [ Hosar (153)
where the integral is the Cauchy principal value. By the Cauchy formula (1.2.2)
it is not hard to see % 50
—=1Jd —==38. 1.54
0z T 0z S (154)
The Beurling transform S can be given as a Fourier multiplier
S(F)(&) = m(©f(©), (1.5.5)
where _
m(e) = &,
3

Thus § maps L*(C) to L*(C), with the norm ||S|l2 = 1, see [9]. By (1.5.5) we
also see that S maps LP(C) to LP(C), for every 1 < p < oo. In particular,

S(fz) = f., fewW'(C),

see [6]. The key problem here is determining the operator norm

Sy = sup [[S(f)ll,-
I£1lp=1

In fact, this problem has not been completely solved, but we have the following
conjecture by Iwaniec [27]:

1/(p—1 1 2;
S, — /p—=1), 1<p<2 (1.5.6)
Nevertheless, we know
lim §, = 1. (1.5.7)
Thus for any k < 1, there is a pair (Q(k), P(k)), where
1 <Q(k) <2< P(k) < oo, (1.5.8)
such that
kS, < 1, for every p € (Q(k), P(k)). (1.5.9)

We remark that although the values of S, remains to be a conjecture, it is proved
in [6, Theorem 14.0.4] that if |u| < k < 1, the operator I — xS is invertible in
L4(C) for any g € (1 + k,1+ 1). This accords with (1.5.6).
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1.5.2 The basic Beltrami equation.

We call a solution f for (1.5.1) a principal solution, if it is in W,>*(C) and
f(z) =2+ 0(1/z), as z — oc. (1.5.10)
Consider the inhomogeneous equation
0:(2) = u(2)0(2) + (), (15.11)

where |p| < kxp, ¢ € LP(C), for some 0 < k <1 and p € (14 k,1+ 7). Define

o(2) =C((I— uS) ). (1.5.12)

Thus
0, =8((1—uS)'¢)=8p+SuSp + SuSuSep + -+, (1.5.13)
or=1—puS) o=+ uSp+ puSuSp + - -- = po, + ¢. (1.5.14)

Then (1.5.11) is satisfied. Here the convergence of the series are guaranteed by
(1.5.9). Furthermore, let f and g both satisfy the conditions, then

(f = 9).(2) = u(2)(f —9).(2).

With the conditions that f and g decay as O(1/z) and are holomorphic near oo,
f — g could only be 0. We then conclude

Theorem 1.5.1 Let0 <k < 1, |u| < kxp, and ¢ € LP(C), wherep € (1+k,1+
%), and p, @ are both compactly supported. Then, the equation

0z(2) = p(2)o.(2) + ¢(2) (1.5.15)

admits a unique solution o with Do € LP(C), and o decays at oo as O(1/z). In
particular, if p > 2, then o € WHP(C).

We come back to equation (1.5.1). In fact we only need to set o to be the
solution as in Theorem 1.5.1 that satisfies

0z(2) = p(2)o=(2) + p(2).

Then
f(z)=0(2)+ = (1.5.16)

is the unique principal solution to (1.5.1).
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Theorem 1.5.2 Let 0 < k < 1, |u| < kxp. Then, there is a unique principal
solution f to the Beltrami equation

fz(2) = u(2)f.(2), a.e. onC.

and the solution f € I/VZ}JCQ(C) is a K -quasiconformal homeomorphism of C, where

1+ k
K—+

11—k

Furthermore, if u € C3°(C), the principal solution f is a C*-diffeomorphism. In
particular, we have |f,| > 0 in C.

Proof. The existence and uniqueness have already been proved. To see that f is
a homeomorphism, we note that |u(z)| < k gives

Tz f) = () = |f(2) P = (1= k)|f(2)] >0,

where |f,(z)] > 0 follows from the expressions (1.5.13), (1.5.16). So f is a local
homeomorphism. By (1.5.10), f is analytic near oo, then it follows from the

monodromy theorem (see e.g. [34]) that f is a global homeomorphism. If u €
C°(C), from the expressions (1.5.12)-(1.5.16), we see that

(Do)z = D(0z) = D(po. + ¢) = w(Do). + (Dp)o. + Dep.

So this is again an equation with the form of (1.5.11) that satisfies the conditions
to prove Do € W%P(C). Then inductively we get o € C°°(C). This proves that
f =0+ zis a C>*-diffeomorphism. O

We now consider the other solutions to (1.5.1), and wish to conclude that
some of them are also C*°-diffeomorphisms.

Theorem 1.5.3 (Stoilow Factorization) Let 0 < k < 1, |u| < kxp, and f €
W,oH (D) be a homeomorphic solution to the Beltrami equation

fz(2) = w(2)f.(2), ze€D.

Let g be any other I/Vlf)f(]D)) solution. Then, there is a holomorphic function
®: D — C such that
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As a quasiconformal mapping f satisfies Lusin’s condition N, so for almost every
w e,
O (w) =g:(h(w))ha(w) + gz(h(w)) b (w)
=9.(2)hw(f(2)) + gz(2)h (f(2)) = 0.

Finally, Theorem 1.4.3 gives that g is continuous, and then so is ®. Now we can
apply Weyl’s lemma 1.1.8 to get that ® is holomorphic. O

Theorem 1.5.4 Let 0 < k < 1, u be C®-smooth, |u| < kxp, and f is a W,>! (D)
homeomorphism which is a solution to the Beltrami equation

fz(2) = w(2)f.(2), ze€D.
Then f is a C*-diffeomorphism in D.

Proof. First note that the condition |u| < kyp implies that f is quasiconformal,
so we actually have f € VVlf)f(]D)) Set 2 CC D be compactly contained. Choose
an n € C3°(D) such that n = 1 in Q. Then, by Theorem 1.5.2 fi = nu € C3°(C)
admits a principal solution ¢ that is a C*°-diffeomorphism. In particular, g|q is
a solution to

g:(2) = u(2)g.(2), z€q.

Since f|qg is another W,2?(Q) solution, we then have, on g(f),
®=fog™

is a holomorphic homeomorphism. Thus @ is biholomorphic from ¢(£2) to f(€)
and then f|g is also a C*°-diffeomorphism. As this holds for any compactly
contained subset, f is then a C*°-diffeomorphism in D. O

1.5.3 Elliptic equations.

A natural generalisation of (1.5.1) is the following problem

fo(2) = () fo(2) +v(2) fo(2),  ul+ v <k < 1. (1.5.17)

This is basically same as (1.5.1)- we only need to use uS + vS to replace the uS
in that problem. (1.5.17) is still linear- ultimately we want to study the fully
non-linear situation

fz(z) = H(z, f(2), f(2)). (1.5.18)

To make the problem solvable we need the following regularity:
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Definition 1.5.5 Problem (1.5.18) is called an elliptic system, if the function
H(z, w, () satisfies

1) The homogeneity condition. That is,
H(z,w,0) =0, a.e.(z,w)eCxC;

2) The uniform ellipticity condition. That is, there is a k € [0,1) such that
for almost every (z,w) € C x C and every (,¢ € C,

[ H(z,w,0) — H(z,w,€)| < kIC—€;

3) The function
2= Mz f(2), f:(2))

is measurable.

Various cases have been discussed in [6]. Here we only introduce the specific
case of autonomous equations

fz(z) = H(f.(2)), =ze€D. (1.5.19)
Theorem 1.5.6 Let the function
(—>HE): D—->C

be C*°-smooth and elliptic, as in Definition 1.5.5. Let f be a VV;?(]D) solution
for equation (1.5.19). Then f € C>*(D).

We separate the proof into several parts.

Lemma 1.5.7 (Caccioppoli-type Estimate) Let f be a W,2*(D) solution for the
problem

f:(2) = u(2)f2(2),  plleem =k <1, (1.5.20)
where s > 1+ k. Then f € VV;S(]D) foranype (1+k, 1+ %) and it satisfies
D fllrrc) < CP)IIfDnllo(c) (1.5.21)

for any n € C°(D).
Proof. Let n € C§°(D) be any test function. Then,

(nf)z— pnf):. = (= — pm.) f == € L* (C), (1.5.22)

where s* = 3= > 2, where we assumed that 1+ k < s < 2, without loss of

generality. By Theorem 1.5.1, nf is the unique V[/l})c2 (C) solution for the Beltrami
equation (1.5.22) that vanishes at co as O(1/z). Thus

(nf)z = I —u8)"'p € LU(C), (1.5.23)
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(1f). = S((1- pS) ') € LI(C), (1.5.24)

for any ¢ < min{l + %, s*}. By Theorem 1.1.7, f is then continuous, thus in
L} (D), for any p € (1+k, 1+ 1), and then (1.5.21) follows from (1.5.22)-(1.5.24).
O

Lemma 1.5.8 Let f be a W 5(D) solution to equation (1.5.19), where H is

loc

elliptic, s > 1+ k. Then f € Wif(]D)), forallpe (1+k,1+ %)
Proof. Fix any small h > 0 and a unit coordinate e;. We define

f(z+ he;) — f(2)

F'(2) = . , d(z,0D) <h
Then h
th(z): f2<z+ e};)_f2(2)7
Fh(z) = f=(z + he]i) — fg(z)

The condition of ellipticity gives that,

[f2(z + hei) = f2(2)] < K|f.(2 + he:) = f2(2)].

Thus
FIM < kF" (1.5.25)

By Lemma 1.5.7, we have the Caccioppoli-type Estimate
[nDF"|[1oc) < C@)IF"Dnl|oe)

for any n € C3°(D) and p € (1 + k,1+ 7). Also by Lemma 1.5.7, we know
fe VVllof(]D)) forany p € (14 k, 1+ %) Then, by the 'only if’ part of Theorem
1.1.9, the right hand side is uniformly bounded, then so is the left hand side.
Then, by the ’if” part of Theorem 1.1.9,

Jor fz € WE (D).
So it follows that f € W2P(D). O

loc
Lemma 1.5.9 If H € C'(D) satisfies the ellipticity condition:
[H(C) = HE| < k[¢ =&, V(. EeD. (1.5.26)

Then
[ H (O] + [HeAOI <k, V¢ eD. (1.5.27)
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Proof. As we discussed in Section 1.2.1, |H(¢)] —|— [Hz(¢)| is the maximal direc-
tional derivative 0,1 of H at (, for some o = [0, 27). That is,

H(C + he™™) — H(C) <k
7 < k.

[He (O + [He(Of = 10H(O)] = lim
O

Lemma 1.5.10 Let [ be a I/Vli(f(]D)) solution to equation (1.5.19), where H is
elliptic and & — H(&) is C>°-smooth. Then f € C>(D).

Proof. Since the second weak derivatives exist, we may compute

Note it is same for f,,. This becomes an equation for g = f:
9:(2) = u(2)g. + v(2)g.(2), (1.5.29)

where

[1(2)| + [v(2)] = [Ho(f(2)] + [Ha(f:(2))] < k.
Then (1.5.29) is again an elliptic equation and then g = f, € Wif (D)- note
this is a little bit more complicated than Lemma 1.5.8 as there are also z-terms
involved, but we refer to [6, Theorem 8.7.1]. As the same argument works on f,
we then have f € W3$(D) C C*(D), so both u = H,(f.) and v = Hy(f,) are in

C'. Thus we can differentiate both sides of (1.5.28) again, which gives

(fon)z(2) = Huo(Fo(2) (fa)2(2) + Hal f2(2)) (fua)=(2) + 9 (2), (1.5.30)

where (z) is composed by lower-order terms thus is continuous, and the equation
is again elliptic. And then inductively, if we have shown that f € WPT15(DD), then
we have an elliptic equation as (1.5.30) but for p-derivatives of f, thus by Lemma
1.5.8 we get f € WPT25(D). So we finally conclude that f is C*°-smooth. O

This completes the proof for Theorem 1.5.6.

1.6 The exponential Beltrami equation.

We introduce the way to find a solution for the Beltrami equation if p is not

uniformly bounded by k < 1, but [ exp[piHﬁHz] < 00, for some p > 0. In this

case we define

pim(2) = {“(z)’ if [p(z) <1 -1,

1-3) \,fgw otherwise.

Then, by Theorem 1.5.2 each u,, admits a unique principal solution f,, : C — C,
and the distortions K(z, f,,) are monotonically increasing to % pointwise.
By Theorem 1.4.2 and Theorem 1.4.3, up to a subsequence f,, converge uniformly
to some f, and Df,, converge weakly to Df in LY (C), for P(t) = —2__So

loc log(e+t)
the limit function f gives the following theorem:
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Theorem 1.6.1 Let u : C — C be a measurable function such that |p| < xp,
and the distortion function

1 )P
K& = TP

15 p-exponentially integrable in D, that is
/exp[pK(z)]dz <oo, p>0.
D

Then, there is a sense-preserving homeomorphism f € WHE(C), where P(t) =

log(—j—H such that

fz(z) = u(2)f2(2), z€C.

When f is restricted to D, we can map f(D) back to D by a Riemann mapping
®. As f: C — C is a homeomorphism, 0f(D) = f(dD) is a Jordan curve, so ®
can be extended to ® : f(D) — D (Carathéodory’s theorem, see e.g. [34]). Thus
® o f| is a homeomorphism that maps D to D. We record this as follows.

Theorem 1.6.2 Let p be as in Theorem 1.6.1. Then, there is a sense-preserving
homeomorphism f : 1D — D such that

fo(z) = p(2)f:(2), 2z €D.
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2 Minimisation of Exponential Distortion

In this chapter we will focus on the minimisation of exponential distortion. Let
us restate the problem:

Letp > 0. The exp(p) mean distortion of a finite distortion self-homeomorphism
of D is defined as

E,(f) = /D explpK (2, )]dz. (2.0.1)

Let fo : D — D be a finite distortion homeomorphism such that &,(fy) < co. We
set

{ fe WLl (D) : f is a homeomorphism from D to D,

&(f) < o0, and flon = folon |- (2.02)
Problem 2.0.1 Find the minimal mappings f € F, such that
E(f) =min &y (g).

‘FP
As has been shown in Theorem 1.4.9 such minimal mappings must exist. In
the following several chapters we will discuss the equations and establish regu-
larity results.

2.1 A linear minimiser.

Theorem 2.1.1 Let L : D — C be an injective linear map. Then L is the unique
minimiser for the exponential problem among all the finite distortion homeomor-
phisms with the same boundary values as L.

Proof. By Lemma 1.4.7 and Lemma 1.4.8, the function exp(pX?2J~!) is convex,
for X, J > 0. That is,

X2 X2 X2 2X, X2

eXp(p7)—eXp(p—) pexp(pjg)[ 7 (X — Xo) — J2(J Jo)l.  (2.1.1)

J

Let h be any finite distortion homeomorphism with the same boundary values as
L. Let € > 0 be arbitrarily given. We put X = ||Dhl|, J = J, +¢, Xo = ||DL|,
Jo = Jp +¢ into (2.1.1), and integrate both sides. By the linearity of L we know
DL is a constant. Thus

| DAh|? / IDL|?
/Dexp( T e —) - JD)exp( JL‘|’5)
|!DL|!2)[2HDLH

JL+€ JL+€

>pexp(p D(IIDhII —IDL]) -

%/@(Jh—h)]. (2.1.2)
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We claim
téuumu—uDunzo, (2.1.3)
and

/(Jh —Jp) <0. (2.1.4)

For (2.1.3), by the Cauchy-Schwarz inequality we have

DL
Dh| — ||DL|| > / ——— Dh) — ||DL
[ 1oni=ozy > [ (o)~ 1oz

<|DL” /Dh DL>_O

For (2.1.4), by Theorem 1.2.9 we have

/thMQ/h.
D D
So we conclude

| Dh||> / |DL|?
_ >0, Ve>O0. 2.1.5
/DeXp(meLs) Dexp(pJL+€)_ , Ve (2.1.5)

We let ¢ — 0 in (2.1.5). Note the integrand on the left hand side of (2.1.5) has
an integrable dominator, namely
|DA? IIDL|?
Jore) TePw )
Thus by the dominated convergence theorem we get

Dhl|? DL|? . Dhl|? DL|?
[ exoolZ) [ U2 iy [ P [ o IDLIE)
D h D L D

e=0 Jp Jh+ JL+€

< exp[pK(z, h)] + exp[pK(z, L)] € L'(9).

‘ exp(p

Also note the equality holds only when
DL
|DA)| = (7 Dh).
IDL]|

Dh = kDL,

for some k € C. However, as the boundary values are fixed, this happens only
when h = L. O

That is,

Similar to Theorem 1.6.2, with a conformal ® we can also map L(ID) back to
D, and ® o L extends to D as a homeomorphism.

Corollary 2.1.2 Let L : D — C be a linear homeomorphism, and ® : L(D) — D
be a conformal mapping. Then fo = P o L : D — I is the unique minimiser for
Problem 2.0.1 with the boundary values f = fo along 0D.
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2.2 Equations of variational functions.

We come back to the general case. The aim of this section is to get the distri-
butional equations for the minimisers of Problem 2.0.1. We will do this in two
ways- outer and inner variations. Although inner variations have better regulari-
ties than outer variations (which we will see below), we will adopt both of them,
since then we will have more equations for sufficiently regular minimisers.

2.2.1 Outer variation.

Let &,, F, be as in (2.0.1), (2.0.2), and f € F,. Define

fi(2) == f(2) + tp(z), ¢ € CP D). (2.2.1)

We then get a family of functions f*, t € (—tg,to) for some ¢y > 0, and each f*
gives an energy

F(t) = &,(f') = /D explpK (=, f1)]dz. (2.2.2)

Definition 2.2.1 We say an f € F, is outer variational, if for every ¢ and f*
defined as in (2.2.1), there is a ty > 0 such that the family {f* : t € (—to,t0)}
satisfies the following two conditions:

i) Each f' is a candidate solution for the problem, namely, f* € F,. In our
problem, this means that f! must be a finite distortion homeomorphism such

that exp[pK(z, f*)] € L}(D), and it has the same boundary values as f.

ii) The function F'(t) is differentiable at 0.

If f is an outer variational minimiser, we then have
F'(0) = 0. (2.2.3)

This follows from Fermat’s theorem on stationary points: otherwise there is a
t € (—to, o) such that

E(f") = F(t) < F(0) = &(f),

which contradicts the assumption that f is a minimiser of the problem.

Unfortunately, not all of these requirements are automatically satisfied in our
problem. To see this, we compute

fi=fo+te., fi=fe+tes (2.2.4)
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Jpe = |f1P = | F2?
= |f. +to:]* — | fz+ tos]
= J(z, f) + 2 J(z,0) + 2tRe[f.5; — f=73). (2.2.5)

For an f € F, we only know it is a homeomorphism (but not necessarily a dif-
feomorphism), so it is possible that J(zo, f) = 0 at some point zy € D. Then for
any ¢ € C§°(D) such that J(zo,¢) < 0, we have J(zp, f*) < 0, for some ¢ > 0 or
some t < 0. In this case f!is not even a homeomorphism.

Later in Section 2.5 we will prove that if f is a C'-diffeomorphism, then it is
outer variational. But at this step we wish to get some equations for variational
minimisers. In fact, as we have seen in (2.2.5), if f is outer variational, J(z, f)
must be uniformly bounded from below in any compact subset of D, and then
so is |f.], as J(z, f) = |f.|* — | f=|*. This validates the following computations at
almost every z € D:

o f_é _ frttes
AT AT
2 _QOEfz_szfE_l
at t:OIU/ft - f2 - fz ((102 - @Z“f)?
a 9 8 . 902 SOZ 2
v t|f =2R —) t) - = 2Re(— — ,
S| lusd el _qrt) T7) = 2ReCE =l
o
) . ol aRe(gE — 22|y
Otl=o 7" T (1 — |ug]?)? (1 — |pg]?)?
ARe (£ — £2) |2
. K : — K fE fz
0t oo P = PP

Put them into (2.2.3), and since at almost every z € D, exp[pK(z, f*) is real
analytic near ¢t = 0 as a function of ¢, we get

0= F0) =g | _, [ explpie. ol

:/pepK(z,f) 9 K(z, f)dz
D

Ot lt=0

- ePK(z.f) . gpg(z) _ SOZ(Z) N2dz
| e G~ e

In fact this holds for every ¢ € C3°(D). So we put ip into the formula, and then
get the same equation for the imaginary parts. Hence

ePK(z.f) pz(2)  pa(2) AP —
/ID(1—|/Lf(z>’2)2[fz(z) fZ(Z)]"uf( )’ dz = 0.
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After rearrangement we can write this as

|Nf |2€pKzf) |qu |2€pKzf

This equation is usually called an Euler-Lagrange equation.

Theorem 2.2.2 Let f be a minimiser of Problem 2.0.1. If f is outer variational,
then it satisfies the Euler-Lagrange equation (2.2.6).

2.2.2 Inner variation.

For the inner variation we define a family of functions

g'(2) = 2+ tp(z), ¢ e CF D), (2.2.7)
We calculate .
g = % = 1
Togt 1+t

Ty = 1+ ta|* — 2",

So we can assume that |¢| is so small that the Jacobian J(z, ¢*) > 0 in D then we
can apply the inverse mapping theorem to get every ¢* is a local diffeomorphism.
However, in D — supp(p), g" is the identity map. Thus topology guarantees that
g' is a global diffeomorphism. This is the monodromy theorem.

Lemma 2.2.3 For each ¢ € C§°(D) there is a ty > 0 such that for any t €
(—to, to), ¢'(z) = z + tp is a C™-diffeomorphism of D which extends by the
identity on the boundary S.

By Lemma 2.2.3, the inverse (¢g%)~! exists and is also a C*°-diffeomorphism.
Thus we can define, for f € F,,

fiw) = fo (g (w), (2.2.8)
F(t)

We will see that the family f* has better regularity than that in the outer
variation.

exp[pK(w, f*)]dw

@\

Lemma 2.2.4 Let ¢*, f* be as in (2.2.7), (2.2.8), t € (—to,to) be as in Lemma
2.2.3. Then f' is a finite distortion homeomorphism.
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Proof. First, f'is a homeomorphism as both f and ¢' are. As ¢' is a diffeomor-
phism we may compute directly that, for almost every w € D and z = (¢g*) " (w),

Df*(w) = Df(z) D(¢")""(w) = Df(2) - (Dg' ()", (2.2.9)

J (2, f)
J(z.9')
As ¢'(z) = z in D — supp(p) we have a uniform upper bound for |(Dg'(z))~!| and
a uniform lower bound for J(z, g*). Precisely,

sup|(Dg'(2))"!| = sup |(Dg'(2))7'| < oo,
zeD z€supp(p)

J(w, f1) = J(z, f)J(w,(g") ") =

(2.2.10)

inf J(z,¢") = inf J(z,4") > 0.

z€D z€supp(p)

Then, by (2.2.9) we get f* € WoI(D). By (2.2.10), J(w, f!) = 0 if only if

J(z, f) = 0, which implies that Df(z) = 0, as f has finite distortion. Thus
D f(w) = 0 by (2.2.9). This proves that f* has finite distortion. O

We recall the conditions in Definition 2.2.1: f* € F, and F'(t) is differentiable
at 0. Analogously we can define the inner variational functions.

Definition 2.2.5 We say an f € F, is inner variational, if for every ¢ and f*
defined as in (2.2.8), there is a ty > 0 such that the family {f* : ¢t € (—to,t0)}
satisfies the following conditions:

i) Each f* € Fp;

ii) The function F(t) = &,(f") is differentiable at 0.

Although by Lemma 2.2.4 every f! is a finite distortion homeomorphism, it
is not automatically in the space F,, as the distortion function K(z, f*) might
not be p-exponentially integrable. We will explain this with examples in Section
2.3. For now we assume that f is an inner variational minimiser and calculate
the Fuler-Lagrange equation.

First we compute the distortion of f o (g*)~!:

(fulg'(2)) = L(2)((g") ulg'(2) + f(2)((¢") alg'(2)

BB )
= LG5 oy~ AT
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(fwlg'(2)) = L:(2)((g") Nalg'(2) + f=(2)((g") )ulg'(2)

PPN (O RPN 6
- fz< )J(ngt) +fz< )J(Z,gt)’

(fwlg'(2) _ ps(2) = ngt(2) g2(2)
(fwlg(2)) 1= pp(2)mgr(2) gt (2)

prelg'(2)) =

Y

up(g ()P = 2 () 1) ~ e (2)
1= pup(2)Tigr (2) 1 = pup (2)7igr (2)

g+ lpge | — 2Re(py i)

L |y Plpg [ — 2Re(puprigr)
P A lpgt P =1 = s Plpg
L g P g [ — 2Re(pgtgr) -

¢|?
=1+

" noty LA e -1 (g (2))]?
K(g'(2), folg)) = 1= o (G ()P
L g Plpge P g P [pge | — ARe(pyfigr)
a U [papPlge |2 = lg|? = lpage |2
(L g P) (L A+ g |*) — ARe (st
(L= g2 (X = [pge|?)

—K(z 5 a1 — ARe(p11gr)
= K(z, N)K(z,¢)[1 (1+|uf|2)(1+|ugt|2)]‘ (2.2.11)

Differentiate this at ¢t = 0 we get

0 N
5 tZOJ(z,g ) = 2Re(y.), (2.2.12)

9
ot
0

2
- — O,
at t:0|,ugz|

[igt = ¢z
=0 g z

0 0

v Lt 2 _ 9
51|, (g DI = o

[ gl 4 gt [* — 1 — g |?|poge |
t=0 L g Plpg [ — 2Re(pprigr)
0
— 2R [——( ] 2
e|fi 5|, _ tot | Unsl” = 1)

= 2Re(T702) (| * — 1),
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2 K(g'(2), ) = % . [1 + 1o -1 (9" (2))]

It li=0 L= ppo(gn-1(g"(2))?
28| lup(g )P
(1= [us(2)?)?
_ ARe(prripz)
|gl? =1
We put (2.2.12), (2.2.13) into the equation F’(0) = 0. Then,
_9
ot
_9
ot

(2.2.13)

0

ol e

. /D exp[pK(g!(2), f9)]J (2, g')dz

N /Dpexp[pK(gt(Z), fOI (2, gt)gK(gt(Z), fhdz

t=0

+/Dexp[pK(gt(Z)aft)]%‘](z’gt)dz t=0

_ ox 5 Re(pr(2)p=(2)) -
—4p/D p[PK(z, f)] PRI d

+Q/Dexp[pK(z,f)]%e(gaz(z))dz.

We then get the Euler-Lagrange equation

@R Re(@e) | 1 (R
o St IRl =2p | TR el T

As ¢ € Cg°(D) is arbitrarily chosen, the above equation also holds for ip. It
follows that for every ¢ € C§°(D),

| explo (e, )z =2 | %exp[pK(&fﬂ)%(@d& (2.2.14)

So we conclude

Theorem 2.2.6 Let f be a minimiser for Problem 2.0.1. If f is inner varia-
tional, then it satisfies the Euler-Lagrange equation (2.2.14).

2.3 Examples of non-inner variational functions.

As we indicated in the last section there are functions f with p-exponentially
integrable distortion, but for arbitrarily small ¢, the distortion of f* = fo(g')™!is
not p-exponentially integrable. In this section we will construct concrete examples
to explain this.
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2.3.1 A basic example.
We start with the function

1
F(r)=——-, 0<r<l. 2.3.1
=2 log*(2) ' (23.1)
This function satisfies .
/ F(r)rdr < oo,
0

but for any g > 1,

We wish to find an f such that

K& = L, r=|z|. 2.3.2
7"2 10g2(%) | | ( )
Note then )
K(z, f) =1 —2log(rlog —).
r
For continuous p : [0, 1] — [0, 1] we can define

z

f(z) = =p(2]).

||

Such an f is called a radial stretching ([6, Section 2.6]). We can compute its
Beltrami coefficient as

(2.3.3)

Then,

_ 1+ p)P _ (rp+p)*+ (rp—p)* _ Lrb ., py

Ko D) = TR = Gpr o= (=) 25 T 1

Solving the formula, we get

%b =K(z, f) £ vVK2(z, f) — 1.

We choose the larger answer, which is no smaller than 1. Then,

P _q_ 2log(rlog =) + \/[1 — 2log(rlog —)* — 1,
p r r
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1 — 2log(rlog 2) + \/[1 — 2log(rlog 2)]> — 1

r

—dp = dr,
p

ds,

r 1 —2log(slog2) + \/[1 —2log(slog 2)]2 — 1
log p( )=/ p
1

r1—2log(slog 2) + 4/[1 — 2log(slog 2)]? — 1
p(r) = exp[/1 i \/ B ds]. (2.3.4)

s
Note this satisfies p(1) = € = 1, and log p(0) < flo 1ds = —o0, s0 p(0) = 0 as
required. So we have found a self-homeomorphism of D:
z
f(z) = (=), (2.3.5)

||

where p is as (2.3.4), and then the distortion K(z, f) satisfies (2.3.2).

Now recall the composition formula (2.2.11):
ARe(ps7ig)
(U [pp )+ g ?)

We are interested in the sign of the term Re(uyfz ). If it is non-positive, we then
have

K(g'(2), f o (9)7") = K(z, /)K(z, )L — J

K(g'(2), fo (9)) = K(z /)K(z, 9.
Observe that for each pair of complex numbers z = a + bi and w = ¢ + di, we
have
Re(zw) = ac + bd.

That is to say, at least one of the following is non-positive:
Re(zw), Re(zw), Re(—zw), RNe(—zw).

On the other hand, by (2.3.3) we can see that for a radial stretching f(z) =
= (2],

-
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Also, when ¢ is sufficiently small, p,0 = 1—1‘;& is continuous on ). Assume that
Pz

Re(pgt(0)) # 0 and Im(pg:(0)) # 0, and by choosing 7 small, there is a neigh-
bourhood A = D(0,7) in which Re(u,) and Im(uy) do not change their signs,
and

inf [j1g ()] > 1 > 0.

Then,
o t
q:= ;gﬁK(z,g ) > 1.

Also, J(z,¢") = |1 + tp.|* — t?|d=|* gives that

1
J(z’gt) > 57

if ¢ is sufficiently small. Combining these facts we finally conclude

/D exp[K(w, f o (g)")]dw = /D exp[K(z f)K(z ) - 7= iﬁfiﬁégﬁﬁ—gtl(;?(z)l%

1 . ‘

> 2 / explK(z, f) - inf K(z, ¢"))d>
1/ e

=< [l
8 L4 0g(2)
1 27 r/ e

— - a0 —C 9
8/(; /0 [7’210g2(%)] rar
T / e q

27 ) b

[J (2, g")dz

We come back to consider the condition Re(fq:(0))Im(pyt(0)) # 0. From the
tpz(2)

expression pi,(z) = we can compute

1+tp.(2)
Re(jtg) = 5(-0 P tRe(z) + t*Re(p:7)
g 2 1+tp.  1+tp, 11+ tp.|? )
g 20 1+tp, 1+tp. 11+ tp.|?

So for ¢ small, the condition $e(sq:(0))SIm(pg:(0)) # 0 is satisfied if only

Re(=(0))Sm(p=(0)) # 0. (2.3.6)

We record this as follows.

39



Theorem 2.3.1 The Sobolev homeomorphism f defined by (2.5.4)-(2.3.5) has
exponentially integrable distortion K(z, f). However, for any ¢ € C§°(D) that
satisfies (2.53.6) and g' defined as (2.2.7), there is a to > 0 such that for any
nonzero t € (—to,to),

/Dexp[K(w,f o (g")™H)]dw = .

2.3.2 A totally non-variational function.

We wish to remove condition (2.3.6) and find a Sobolev homeomorphism f that
is non-variational with respect to any non-zero ¢ € Cg°(ID). To this end we need
the following lemma:

Lemma 2.3.2 [n the unit disk D there are a countable dense subset {zy}, disjoint
Borel sets Sy, S, S3, S, and a positive number o > 0 with the property that for
every point zy, there is an Ry > 0 such that for any r € (0, Ry) and i = 1,2, 3,4,
|SZ N D(Zk, ’f’)|
[ D(z, 7))
We postpone the proof to the Section 2.3.3. Now let F'(r) be as defined in (2.3.1).
This time we set

1 1
Kz, f) =1+ "log (D_ 5o F (2 = 26DXD( dist(er o)
k

> 4.

where {2;,} C D is a dense subset as in Lemma 2.3.2. Then exp[pK(z, f)] € L' (D).
Indeed,

2meP

/D explpK(z, f)]dz < Xk: i /0 R < oo

The absolute value of the Beltrami coefficient that corresponds to K(z, f) is

K(Z7f)_1

lp(2)] = R(z )11 (2.3.7)

By Theorem 1.6.2 we may set ps(2) = |ps(2))e?® for any measurable function
6 : D — [0,27) and then find a homeomorphism f : D — D that has Beltrami
coefficient piy on . Recall the composition formula (2.2.11):

4¥te (Nfﬁgt )

K(g'(2), fo (¢")7") = K(z, f)K(z,¢")[1 - . (2:3.8)
(L s P) (XA e )
Put ¢' = z + ty into consideration we can compute
toz(2)
=0 2.3.
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Re (47,0 BRe(p=iy) + P Re(:71777) ) (2.3.10)

_ 1 (
1+t |2

We now determine the argument of py. Let Si, Ss, S3, Sy as in Lemma 2.3.2,
and set

|,uf(Z)|, ZESI;

=), 2 € 5

ilpr(2)], z € Ss;
il zeD— UL, Si o S

pp(z) =

So all of them have the density of § near every z,. We put %|us| and =£i|uy| into
(2.3.10), respectively, and get

_ M _
Re(pspiy) = % (t@%@(gog) + tzéﬁe(goggoz)), z € Sy; (2.3.11)
Re (i _ Il (e 2Re (0575 So; 2.3.12
:uf:ugi) - |1 +t@z|2 6(902) + € QDZSDZ) , 2 E WD ( e )
Re(uii) = —PL (15m(p2) + 2Sm(paze Ss: 2.3.13
:uf:ugt> - |1 + t@z|2 \sm(goz) + ‘Sm((ngpz) ) z € O3; ( cJ. )
Re(usiiy) = _|1—!—Iu—tfg|pz|2(t%m<%> + tQ%m(gpg@)), z €5 (2.3.14)

There are several cases depending on :

i) oz =0 in D. Since ¢ € C§°(D), this happens only when ¢ = 0 in D, and
then ¢'(2) = =, f o ()" = .

ii) If Re(pz) is not the constant 0 in D, say Re(vz)(zp) > 0 at some point
zo € D. Then by the smoothness of ¢ there is an open neighbourhood A where
Re(pz) > 1 > 0. In view of (2.3.9) and (2.3.11), there is a ¢y < 0 such that for
any t € (t9,0), in AN S; we have

ltgt| > 2t > 0, (2.3.15)
Re(usfiy) <0, (2.3.16)

1
I(26") = M+ 16" = &lo=” > 5. (2.3.17)

Then by (2.3.15), (2.3.16) and (2.3.8),

K(g'(2), f o (¢") ") = qK(z, f).
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By the density of {z;} there is a z; € A. We choose a small disk D(z,79) C A
where 1y < Ry as in Lemma 2.3.2. Combine all the arguments above we now can
compute

/D explpK(w, f o (¢"))]dw = / explpK(g'(2). f o (g) ) (2, g')dz

D

v

/ exp[pgK(z, f)]dz
D(Zk,T'Q)ﬂSl

Y
SIS

/ exp[pgK(z, f)ldz
D(zg,ro)
0 ep
> 7r5/ (@F(r))qrdr
0
To
> C’/ Fi(r)rdr = cc.
0
If Re(pz)(20) < 0, then by (2.3.12) the same result follows.

iii) If Sm(pz) not the constant 0 in D. Then we exploit (2.3.13), (2.3.14), and
the same result follows.

By above arguments we can conclude:

Theorem 2.3.3 Given p > 0 there is a homeomorphism f : D — D such that
exp[pK(z, f)] € L' (D) with the property that for any non-constant ¢ € C3°(D),
there is a to > 0 such that for any nonzero t € (—to,ty), exp[pK(¢'(2), f o
(g")™H] ¢ LY(D), where g* = z + tep.

In fact we can even generalise Theorem 2.3.3 to the complex coefficient case.
That is, set

g"=z4+np, neC, ¢elFD).
In this case

1

= T+ nol? (?Re(m@zﬂ_f) + §R€(77290zuf90z)). (2.3.18)

%e(ufﬁg”)

Again we choose py and S, S, S3, Sy same as before. Write n = [n|e’®, then
(2.3.18) reads as

- ’/L ’ 1o’ o, . ——
Re(peiy) = o (11Re(e02) + P Re(e577)), = € 5,

and analogously for Sy, S3, Sy as (2.3.12)-(2.3.14).
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Then, for any non-constant ¢, we may find a neighbourhood in D where either
Re(e"pz) or Sm(e"®pz) is nonzero. So by the same argument as before, there is
an € > 0 that for any n with |n| < ¢,

/D explpK(g"(2), f o (¢") " V)dz = oo.

For every fixed ¢, the number € depends only on «a. If we let o vary in [0, 27},
then e’z and e*®p., move continuously w.r.t. «, thus e = ¢(a) can be chosen
as a continuous function of a. Now since [0, 27] is compact, («) admits a positive
minimum value. We then have proved:

Theorem 2.3.4 Glven p > 0, there is a homeomorphism f : D — D such that
exp[pK(z, f)] € LY(D) with the property that for any non-constant p € C3°(D),
there is an € > 0 such that for any nonzero n € C with |n| < e, exp[pK(¢"(z), f o
(9M)™)] ¢ LY(D), where g" = z + n¢p.

2.3.3 The construction of density.

We prove Lemma 2.3.2 in this part. As Step 1, we start with the first point
p' = (0,0) and choose the disk sectors

1 T
Si ={z € D(p', 55) 10 <arg(z —p') < oh

1 T
Sy ={z e D(p', g) 5 <arg(z —p') < 7},

1 3
S ={z € D(p', )T <arg(z —p') < < b

1, 3m
Sy ={z€ D(p', ﬁ) P < arg(z —p') < 27},
We construct inductively. At Step n > 2, we choose the points p}, = (2,3—_1, 2,%1),
for any integers j,1 € [1 — 2", 2"~ — 1] such that D(p},, 5=) C D, and p?, has
not been chosen in the previous steps. Define the sector unions

1= U{Z € D(p}y, QE) 10 < arg(z _pj,l) < 5}7
jil

. n 1 m n
Sy =| J{z € D}, 3) 15 < arg(z — pjy) <},
il

3T

_}’

1 s
3 = U{z S D(p?,h 2@) < arg(z _Pj,z) < 5

j7l
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1

n V23 3
Sy = U{Z € D(pjb 25n) o < arg(z _pjl) < 2m}.
il

Write
S"=STuUS;yUSyuUSy.

We now define S; as the set such that z € S for some n but not in S for any
m > n + 1. Precisely,

o0

G( N M), i=1,2.3.4

m=n+1

We claim that the points p*, p;; and the sets 5; satisfy the requirements.

We estimate the total area of (5, S". At each Step n, we have no more than
247 points, and each disk has area ion- Lhus

Us|sx

Fix any point p = p7,. Then

24” s

210n < (2.3.19)

1

m
an) c0<arg(z—p) < 5} C ST

Let r < 25% be an arbitrary number. Let N be the largest integer such that
QLN > r. Consider the sector

F:={zeD(p,r):0<arg(z—p) < g}CS{L.

Note that by the choice of N, F'nS™ = () for any integer m such that n +1 <

m < N — 1. So we consider the disk D(p, 5). Analogously to (2.3.19) we have
1 n 1

|D(p,2—N)ﬂ U S |§22—N§

n>N

On the other hand, by the choice of N we have w% <r< QLN So

Thus i .
|D(p,7‘)ﬂS1|> |[F'N S, L PNE T PNES 1

[D(p, )l ~ D)l — P 32
It is symmetric for Ss, S3, Sy. This proves Lemma 2.3.2.
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2.4 A condition for an outer variational function.

In this section we prove:

Theorem 2.4.1 Let f € F, be a C'-diffeomorphism. Then f is outer varia-
tional.

Lemma 2.4.2 Let f € F, be a C'-diffeomorphism and ¢ € C5°(D). Then, there
is a to > 0 such that f* = [+ to € F, for all t € (—to, to).

Proof. For a C'-diffeomorphism f we have that J(z, f) is continuous and positive
everywhere in D. Let ¢ € C§°(D). Then, in the compact subset supp(y), there
is an €1 > 0 such that J(z, f) > e1. Now by (2.2.5), there is a to > 0 such that

J(z,[') > >0, zeD, te(—ty,to).

Thus each f? is a local C'-diffeomorphism, and similar to Lemma 2.2.3 we know
ftis in fact a global C!-diffeomorphism.

To see exp[pK(z, f + ty)] € L' (D), we compute

t12 4|2
oot 1~ sip S
|f: + 2+ | fo + tosf? |fz|2+|fz|2)}

= exp[pK(Z> f)] exXPp [p(|fz + t<,02|2 - |f2+ t902|2 B |fz|2 - ’fEP

AptRe| f= . (foos — fo0, 2 (| foos]? — | fo0, |2
= exp[pK(z, f)] exp[ piRe[fz1(fo J](czgpfi])j(zp;)(‘f 07| | fz:] )]

= exp[pK(z, f)] exp[tM (z, )], (2.4.1)

where
IM(z,t)] < M <00, VzeD, te (—ty,to).

So the integrability of exp[pK(z, f*)] follows from that of exp[pK(z, f)]. O
Lemma 2.4.3 Let f € F, be a C*-diffeomorphism. Then
F(t) = [ explpK(z. + te)lds
D

1s differentiable at 0.

Proof. Set .
G(z1) = 5 ((explPK (=,  + 19)] — explpK (2, 1))
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For almost every z € D, the function exp[pK(z, f + ty)] is differentiable at ¢t = 0,
thus G(z,t) is continuous at t = 0, with

G(z,0) := % - exp[pK(z, f + ty)].

Our aim is to show that there exists a dominating function
|G(2,1)] < Go(z) € LY(D), Vt € (—tg, to). (2.4.2)

Then, by the dominated convergence theorem,

F'(0) = lim G(z,t)dz:/G(z,O)sz/Go(z)dz.

t—0

So F'(0) exists and is finite.

By (2.4.1),

1G] = |7 (explpK(z, £ + 1)) — explp (=, f)] )
< exp[pK(z, f)]exl)('t:#-

We consider the function
a(s) =exp(sM), s>0.

This is a strictly increasing convex function. Thus

exp([t{M) =1 _ a(]t]) — a(0)
i i

< d(|t]) = Mexp(|t]M) < M exp(to).

So we can choose
Go(z) = exp[pK(z, f)]M exp(toM),

and then (2.4.2) is proved, which completes the proof. O
By Theorem 2.2.2 and Theorem 2.4.1 we get

Theorem 2.4.4 Let f be a minimiser for Problem 2.0.1 which is a C*-diffeomorphism.
Then, f satisfies the Euler-Lagrange equation (2.2.6).
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2.5 A condition for an inner variational function.

Similarly to the outer variational case, if we assume that f is a C'-diffeomorphism,
the result that f is inner variational follows. However, in this section we will give
a weaker condition:

Theorem 2.5.1 Suppose f € F, is as in (2.0.2), and suppose there is ¢ > p
such that

/ exp|¢K(z, fo)ldz < o0, (2.5.1)
A
for any compact A CID. Then f is inner variational.

We fix a ¢ € Cg°(D) and choose a compact A(yp) such that

supp(y) C Ap) € D.
Recall the composition formula (2.2.11):

4§R€(Mfﬁgt)
(L g P) (L A+ [pge[?)
We consider the absolute value of the last term in the brackets, with small ¢,
4§Re(lufﬁgi)
(L [ *) (L A+ [pge[?)

K(g'(2), f o (¢") ") = K(z, /)K(z, g")[1 — . (25.2)

< Appfg] < 4pge]

4|t 7]
= ——=— < 8llpzllolt . 2.5.3
Ty Sl (253)
Also,
1 t ; 2 t2 22 2t2 22
K(z,g) = L7 ’2+ 2’90 ’2 = ‘f | . (2.5.4)
11+ tp.|* — 12| |1+ tp.|? — 2|7

Put (2.5.3) and (2.5.4) back to (2.5.2), we find that, for any ¢ > p and given
v € C§°(D), there is a sufficiently small ¢y > 0 such that for any ¢ € (—to, to),

K(g'(2). £ 0 (6)) <K(z, )+ (= DxaoK(z, /). (2.5.5)
Also note the Jacobian
J(z,9") = [1 +to.|* — oz|* = 1+ 2tRe(p.) + 12T (2, ). (2.5.6)

So we have J(z,¢") = 1in D— A(p) and J(z,¢") — 1 uniformly in A(p) ast — 0.
Then we may assume that J(z,¢") < 2 in A(p), for any t € (—to, ts). Combine
these facts we find that the assumption (2.5.1) implies

/ explpK(w, f o (¢))]dw = / explK(g'(2), f o (¢") (=, ¢')d=
gt (A(p)) A(p)

< 2/ exp|¢K(z, f])dz < o0, (2.5.7)
A(p)
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and

/ exp[pK(w, f o (¢)7)]dw = / exp[pK(z, f])dz. (2.5.8)
D—g*(A(y)) D—A(p)

So we get the following lemma:

Lemma 2.5.2 Let f € F, satisfy (2.5.1). Then, for any ¢ € C3°(D) and f*
defined as in (2.2.8), there is a to > 0 such that for any t € (—tg, o),

F(t) = /Dexp[pK(w,ft)]dw < 00.

This together with Lemma 2.2.4 proves that f* € F,, which is the first con-
dition for the variational functions. We next prove that the second condition is
also satisfied:

Lemma 2.5.3 Let f € F, satisfy (2.5.1). Then,

F(0) = [ explpK(u. £ o (5")
D
is differentiable at 0.

Proof. We consider the following function

Glet) o= 7 (explK(g' (), )T (2, 0) — explpK(=, £)]). (259)
Similar to the proof of Lemma 2.4.3, we only need to find a dominating function
|G(z,t)| < Go(z) € L'(D), Vt € (—to,to). (2.5.10)

To this end we rewrite (2.5.2)-(2.5.8) as
K(g'(2), £ o (¢)") = K(z, )(1 + tM(z,1)), (2.5.11)
J(z,g") =1+ tN(z,1), (2.5.12)

where
|M(z,t)] < Mxag), [N(zt)] < Nxae)-

are uniformly bounded. Then
G2, )] = | (explp(z, £)(1+ LM (2, O)](1+ N (2, 1)) — explp(z, 1))

= | (N () explpK (2, £)(1+ £ (2, )] + explpK (2, /)] (explpK(z, £)eM (=, 5] - 1)

exp[pK(z, f)[t{Mxa(p)) — 1)
|t] '

< Nxagp) exp[gK(z, f)] + exp[pK(z, f)](
(2.5.13)
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We consider the function, for almost every fixed z € A(y),
a(s) = exp[spK(z, f)M], s> 0.
This is a strictly increasing convex function. Thus

exp(|t[pK(z, f)M) —1 _ a(]t]) — a(0)
t] t]
<a'(]t])
= pK(z, f)M expl|t|[pK(z, f)M]
< pK(z, f)M exp(toMpK(z, f))

gpwummgK@hﬂx (2.5.14)

where ¢ is chosen sufficiently small. So by (2.5.13) and (2.5.14), we can choose

Go(2) := (PM + N) explgK(z, f)]xap)-
Then (2.5.10) follows and the lemma is proved. O

Now Theorem 2.5.1 follows from lemma 2.5.2 and Lemma 2.5.3 immediately.
By Theorem 2.2.6 we also get the following result:

Theorem 2.5.4 Let f be a minimiser of Problem 2.0.1, and exp[¢K(z, f)] €
L} (D) for some q > p. Then, f satisfies the Euler-Lagrange equation (2.2.14).

2.6 Strong convergence of minimising sequence.

As we introduced in Section 1.4, if we let f; be a minimising sequence, that is
Jp exp[pK(z, f;)]dz is decreasing to

i [ explpK(z. 9)dz
D

9€Fp

for F, as (2.0.2), then up to a subsequence there is a limit function f of f; in F,
such that

/Dexp[pK(z, f)ldz = lim [ exp[pK(z, f;)|dz = min/Dexp[p]K(z,g)]dz.

j—oo Jp 9gEFp

Recall we have the convergence as

t2
fj — f uniformly in D, weakly in W (D) for P(t) = Tog(c £ 1)’

J(z, f;) = J(z, f) weakly in L'(D).
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Meanwhile, for the inverse sequence h; = fj’l, h = f~1, we have

h; — h uniformly in D, weakly in W"?(D),
J(w, h;) = J(w, h) weakly in L'(DD).

In this section we introduce a way to improve this convergence.

Before we start with the convergence we remark that as stated in Lemma
1.3.3, the integrability of K(z, f) is enough to ensure that a homeomorphism f
has J(z, f) > 0 a.e.. Note it is not enough to say J(w,h) > 0 in the L' case, but
in the exponential case this will be true .

Theorem 2.6.1 Let f : D — D be a homeomorphism such that

/D explpK (2, f)]dz < oo,

and set h = f~1. Then, for almost every w € ID,
J(w, h) > 0. (2.6.1)
Proof. By Theorem 1.2.3, at almost every point z € D,

J(z, f) <oo, J(z f)J(f(2),h) =1,
thus
J(f(z),h) > 0.

Then the claim follows from Theorem 1.4.5 that f satisfies Lusin’s condition N .
O

There are some other facts that we wish to state here. First, if a sense-
preserving homeomorphism f has finite mean p-exponential distortions, then its
Jacobian has an Llog L bound, and | D f| has higher integrability than the P(t) =

@ we had before. Precisely, for all o € (0, %) we have
/ J(z, f)log®(e + J(z, f))dz < M; < oo, (2.6.2)
D
/ IDF(2)Plog® (e + |Df(2))dz < My < oo. (2.6.3)
D

Note here our previous P(t) =
while, for the inverse h we have

2
—L serves as a lower bound for p > 0. Mean-
log(e+t)

/ J(w, h)log(e + J(w, h))dw < M; < oo. (2.6.4)
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Secondly, for any s € (0,%), the inverse h has a L*(ID) bound for K(w, ), that is
/Ks(w,h)dw < My < oc. (2.6.5)
D

Thirdly, the reciprocal of Jy is also controlled in the following sense: for all C' > 0
and 0 < v < %,

1
exp(C’log“’ e+ >§M < 0.
[D e+ T ) =2
Here all of My, My, Mz, My, M5 depend only on [ exp[pK(z, f)]dz.

See [5], [18], [23], [24], [29], [47] for details.

2.6.1 Convergence theorems.

For our purpose to improve the convergence we need the following theorems from
functional analysis. See e.g. [16], [44] for the proofs.

Theorem 2.6.2 (Radon-Riesz Theorem) Every uniformly convex Banach space
B is a Radon-Riesz space. That is, for any sequence x; such that x; — x weakly
in B, if the norms ||z;||g — ||z||5, then x; — x strongly in B. In particular, every
L? space with 1 < p < 00 is a Radon-Riesz space.

Theorem 2.6.3 (Vitali Convergence Theorem) Let @ C R™ be finite. Let a
function sequence f; — f pointwise (a.e.) in Q, and f; are equi-integrable, then
f; = [ strongly in L*(Q).

The term ’equi-integrable’ means, for any € > 0, there is a > 0 such that for
any j and any measurable Q5 C € such that || < 6,

[ \plau <.
Qs

A quick test to gain the equi-integrability is as follows. If there is a convex increas-
ing function ¥ : [0,00) — [0, 00) such that lim; %t) = oo, and [, ¥(|f;|)du
are uniformly bounded, then f; are equi-integrable. As an example, if a sequence
f; = f pointwise, and || f;||r»() are uniformly bounded for some p > 0, then
f; — [ strongly in L9(2) for any ¢ € (0,p).

2.6.2 Strong convergence of exp[pK(z, f;)].

Let f; be a minimising sequence and f be the limit as we stated at the beginning
of this section. Recall we have the property

/Dexp[pK(z,f)]dz = lim Dexp[pK(z,fj)]dz. (2.6.6)

j—00
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Theorem 2.6.4 For the minimising sequence f; and the limit f,
exp[pK (2, f;)] — exp[pK (2, f)] strongly in L' (D).
Proof. We consider the sequence

exp[FK(z, f;) + 5K (= 1)

On one hand, it follows from polyconvexity that
lim inf eXp[BK(Z, fi) + EK(z,f)]dz > /exp[pK(z, fldz.
ji—oo Jp 2 2 D

On the other hand, by Holder’s inequality we have

linlsup/Dexp[gK(z,fj)] exp[gK(z,f)]dz

1

<lim sup (/Dexp[pK(z,fj)]dZ);(/Dexp[pK<Z> fdz)”

:(/Dexp[pK(z,f)dzD;(/Dexp[pK(z,f)]dz>2
= [ el i
So we have

lim exp[z—)K(z, fi) + EK(% Pldz = / exp[pK(z, f)]dz.
j—o Jp 2 2 D

Together with (2.6.6),

tim [ (xR (= )] - explLK(z, 1)]) dz

~ i [ xpl(e. )iz + [ explo(e Nl -2 [
_ / explpK (z, f)dz + / explpK(z, f)]dz — 2 / explpK (2, f))dz
=0.

This proves
exp[5K(z, f;)] = exp[5K(z, £)] strongly in L*(D),

which is equivalent to the claim. O
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We remark that the last theorem can also be proved by the observation

exp[ K(z, f)] < My(2), a.e.,

where My(z) is the weak limit of exp[5K(z, f;)] in L*(ID). Then,

/exp[pK )]dz </M2 Jdz < lim [ exp[pK(z, f;)]dz

Jj—=oo Jp
_ / explpK (2, f)]dz

This forces exp[5K(z, f)] = Mo(z), so exp[5K(z, f;)] converges to exp[5K(z, f)]
weakly in L?(ID), and then the strong convergence follows from the Radon-Riesz
theorem 2.6.2.

2.6.3 The inverse sequence.
It follows from Theorem 2.6.4 that, up to a subsequence, we can say
exp[pK(z, f;)] = exp[pK(z, f)] pointwise in D,

and then
(=, £)] = (=, )] pointwise in D,

We now turn to the inverse functions h; = fj’l, h = f~1. Observe that for almost
every w € D,

[tag; Chg (WD) = Ly (W), g (h(w))] = [ (w)],

since f;, f and h;, h are differentiable almost everywhere, J(z, f;) > 0, J(z, f) > 0
almost everywhere, and f;, f have Lusin’s property N.

Lemma 2.6.5 With the notation above, there is a subsequence py, such that
\fn; (W) = |pn(w)], for almost every w € D.

Proof. Let q € [1,00), ¢ be any uniformly continuous function in I. Then,

tim [ g s ) (i = lim [ g, ()T ol

= [ |ps(2)|"J (2, f)e(f)d=

= | lus(h(w))|*p(w)dw. (2.6.7)
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We explain the convergence in detail. In fact
1, G B ) = g ()T D)
= [ I DI L) = I (T oFEd: (269
+ [ g DT L) = g (I el ) (269
+ [P ) ~ DI e (2610

Here (2.6.8) — 0 is obvious, as ¢(f;) — ¢(f) uniformly, and |y, (2)|%J (2, f;) <
J(z, f;) have a uniform L'(D) bound 7. (2.6.10) — 0 is also easy, as J(z, f;) —
J(z, f) in L'(D). To prove (2.6.9) — 0, we recall (2.6.2) that J(z, f;) are uni-
formly bounded in a Zygmund space:

/DJ(Z, fi)log*(e + J(z, f;))dz < M, (2.6.11)

for some M < oo. On the other hand, |uy,|? — [uf|? strongly in the Exp-space,
then it follows from Hélder’s inequality for Orlicz conjugates (see [29], P78) that
(2.6.9) — 0.

To be precise, we have the following elementary inequality:
a2b < blog®(e +b) + C(a)exp(a), a,b,a > 0.

Let & > 0 be arbitrarily small. Then,
| [ I G0 £ ) = b Sl

<l [ Nl ) = g )T e )

<l (e [ IG5 Tox e+ T2, )iz + Ce) [

[ exp (|, ()1 = s 2] )

Note here exp [E(]ufj (2)|7— ]pf(z)|‘1)|%} — 0 pointwise, and they are dominated
by exp[(g)%]x]@. So let j — oo we get
s | [ g ()10 G) = gDz )l )] < <l
j—=oo 1Jp

But this holds for every £ > 0, so the claim (2.6.9) — 0 follows.
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So we have validated (2.6.7) for any uniformly continuous ¢ in D). In partic-
ular, this holds for every ¢ € C§°(D) and ¢ = 1. So

15, (hy)| = g ()] in D'(D). (2.6.12)

Now choose any ¢ > 1. Since |y, (h;)|? are dominated by xp, up to a subsequence
we have |py, (h;)| converges weakly in L?(DD). By (2.6.12), the limit could only be
lper(h)]. So we get

g, (hg)| = [pg(h)| weakly in LY(ID).

In (2.6.7) we can also choose ¢ = xp, then

i [ g, ) = | s
Jj—=oo Jp D
So by the Radon-Riesz theorem, we get

|tg, (hi)| = | (R)] strongly in LU(D),

and then there is a pointwise convergent subsequence. O

We next observe that the same process in the last part about the sequence f;
can also be applied on the inverse sequence h;. Analogously to Lemma 2.6.4 we
can prove:

Lemma 2.6.6 Let h; be any minimising sequence of the inverse p-exponential
problem and let h be the limit function. Then,

exp[pK(w, h;)]J (w, hj) — exp[pK(w, h)]J(w, h) strongly in L'(D).
Passing to a subsequence, Lemma 2.6.5 and Lemma 2.6.6 give us that
|kny (w)] = | (w)| pointwise,
exp[pK(w, h;)]J(w, hj) — exp[pK(w, h)]J(w, h) pointwise.
Then together they give
J(w, h;) — J(w, h) pointwise,
|(hj)w| = |hwl,  |(hy)w] = |hw| pointwise.
K(w, h;) — K(w, h) pointwise.

In fact these can be improved. By (2.6.4), (2.6.5), and the fact that [[Dh;||2(m)
are uniformly bounded, we can apply the Vitali convergence theorem 2.6.3 and
get

K(w, hj) = K(w, h) strongly in L(D), 0 < q < p;
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J(w, hj)log? (e+J(w, h;)) — J(w, h)log®(e+J(w, b)) strongly in L*(D), 0< 8 < 1.

In particular,
J(w, h;) — J(w,h) strongly in L'(D).

And
|(hj)w| = |hwl,  [(hj)w| = |hw| strongly in LY(D), 0<q<2.

In particular,

L1al= [ [0l = [ el 0<q<2
D D D D

As is in the settings, we also have
(hj)w = hy, (hj)w = hg weakly in LY(D), 0<g¢q<2.
So by the Radon-Riesz theorem 2.6.2 we get
(hj)w = hw, (hj)m — hg strongly in LY(D), 0<gq < 2.
Again up to a subsequence we have
(hj)w = hw, (hj)m — hg pointwise in D.

This implies
p(w, h;) — p(w, h) pointwise in D.

and this also implies
p(w, hj) = p(w, h) strongly in LY (D), 0 < g < oo.

2.6.4 Convergence of f; terms.

We now come back to f; and consider the sequence J(z, f;) and J(z, f). As
0 < J(w,hj), J(w, h) < oo,

10 = TRy

for almost every z € D.

Lemma 2.6.7 . With the notation above we have that J(z, f;) — J(z, f) strongly
in L' (D).
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Proof. Consider the sequence J %(z, fi). They are uniformly bounded in L*(D),
so there is a weakly convergent subsequence in L?(D). But for any ¢ € C5°(D),
as J(w, hj) = J(w,h) strongly in L'(D),

lim [ J2(z, f;)e(z)dz = Lim [ J2(w, hj)e(hj(w))dw

- / 74 (w, B p(h(w))duw
_ / T fe(=)dz.

This proves

J2(z, f;) = J3 (2, f) in L*(D).
So again the Radon-Riesz theorem gives
T3 (2, f;) = T2 (2, f) in LA(D),
which is equivalent to the claim. O
Now again up to a subsequence,
J(z, fj) = J(z, f) pointwise,

|(fi):) = |z, [(fj)z] = | fz] pointwise.

By the same arguments as for the inverse sequence h;, we have the strong con-
vergence of (f;)., (f;)z, uy,, J(2, f;) in some LY(D) or Orlicz spaces, respectively.

We close this part by collecting all the facts and recording as follows.

Theorem 2.6.8 Let{f;}j = 1 be any minimising sequence of the p-exponential
Problem 2.0.1, and f be a weak limit of f; in WP (D), P(t) = —= Then,

log(e+t) -
there is a subsequence (which we still call f;) such that the following convergence

holds both pointwise and strongly:
exp[pK(z, f;)] = exp[pK(z, f)] in L'(D).
T(z, f;)log®(e + J(2, f;)) = J(z, f)log®(e + J(2, f)) in L'(D), 0<a< g.

DS log" (e + IDfy1) = |DSPlog™ (e + D) in 1(D), 0<p <L

g, = pg in LI(D), 0 < g < oo.

)> in L'(D), C >0, 0<’y<1.

1 1
exp <C log” (e+ e fj))> — exp (Clog7 (e+ TG 5
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For the inverse sequence hj = fj’l, h=f1,
exp[pK (w, h;)]J(w, hj) — exp[pK(w, h)]J(w, h) in L' (D).

J(w, h;)log®(e + J(w, h;)) — J(w, h)log®(e + J(w, h)) in L'(D), 0<a<1.
Dhj — Dh in LY(D), 0<gq<2.
pn; — pn in LI(D), 0 < g < oo.
K(w, h;) = K(w, h) in LYD), 0<q<p.
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3 The Regularity Theory

In the last chapter we studied Problem 2.0.1, to find the minimisers of the p-
conformal energy functionals. The inner variation leads us to the following Euler-
Lagrange equation (2.2.14) that for any ¢ € C§°(D),

[ exploi e Pl 2z = [ exipe, A2 e

In this chapter we set p > 1 and will show that under certain circumstances, the
distributional solutions to this equation are C'**°-smooth.

3.1 Gaining ellipticity.
We start with the Euler-Lagrange equation (2.2.14) and rewrite it as

2ppuy(2)
(@) —pu(a)e = [ L ey (31.1)
/]D D 1= |pp(2)?
We set
a(z) = e’ _ep, (3.1.2)
2ppy (2)er s

(3.1.3)

Then (3.1.1) reads as

/D a(2)pu(2)dz = / a(2)v* (2)p=(2) d>. (3.1.4)

D

We wish to show that there is a number K such that

v > K > 1. (3.1.5)
Consider the function
2ptep%
v |(t) == , teo,1]. (3.1.6)

(1 - &) — o)

We need to determine the minimum value of it. Put
s € [0, 00).

Then




Put this back to (3.1.6), we get

2s

[v*[(s) = 2+/s(p + S)e;— 1= Vs(p+s) (1 +coth[s]), s€[0,00). (3.1.7)

Note that near 0 we have

3

1 S S
1 this] = =+ 14+ - — — + O(s°).
+ cothls] s+ +3 45-|— (s)
In fact we find
lim |[v*](s) = 400, lim [v*|(s) = +o0,
s—0+ s—++00

and it gains a minimum at somewhere inside (0,+00). Set v = 1/v*, the graph
of |v|(t) is as follows.

The graph of |v| = 1/|v*|.

So we consider the derivative

d

I s(p+ s) (1 + Coth[s]) _ (p + 2s)(1 + coth[s] — 2s(p + s)csch [s])

2¢/s(p+s)

Rearrange it we get the equation for |v*|'(s) = 0:

elsimhls] s (3.1.8)
2s p+2s
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For s € [0,00), the left hand side is strictly increasing from % to co, while the

right hand side is strictly decreasing from 1 to 1. Therefore there is a unique

2
root s, for equation (3.1.8). Furthermore, if s > 0 is fixed, the right hand side is
strictly increasing as p increasing. This implies that when p > 1 is increasing, the
root s, of equation (3.1.8) is increasing. This can be observed in the following

graph.

e* sinh[s]
28

p=4

p=2
0.6f p=1

0.2 0.4 0.6 0.8 10 °

The graphs of es%zh[s] and 1 — pJfQS for p=1,2,4,16, cc.

When p = 1, we find the root of the equation

e® sinh([s] s

2s _1+23

is approximately s; =~ 0.410026. . .; when p = 0o, the root of the equation

e® sinh([s]
2s

=1
is approximately s, ~ 0.628216. ...

We rewrite (3.1.8) to show p by s):

252
L — 2s,,. 3.1.9
2s, — e*r sinh[s,)] ° (3:.1.9)

p:

61



p kyp p kyp
1]0.367978.. .. 6 | 0.175753. ..
2 0.282803.. .. 7 10.163723. ..
310.238952. .. 8 |0.153876. ..
410.210894 ... 9 10.145621 ...
510.190920... [ | o0 0

Table 1: The values k, with ||v, || < k)

We put (3.1.9) into (3.1.7), then get the minimum value

ky = \/sp(p + 8p) (1 + coth[sp]>

esr sinh|s,)| er
= S .
P\ 2s, — esr sinh[s,] sinh[s,)]

B SpeQSp
\/2s,€% sinh[s,] — (e sinh[s,])?

We consider its reciprocal

e2sr — 1
ky=1/k, = \/—(4sp + 1 — e2?s).

2 p4sp
4spe

Now it is easy to see that both of the functions o2zl and (4s, + 1 — e27) are

24p
4spe

decreasing while s, > 0.4 is increasing. So k, is a decreasing function of s,. We

list some of the values of k, for p =1,2,..., see Table 1.

So now we have validated (3.1.5). We come back to (3.1.3) and consider its

reciprocal

v(z) = 1/v(2) = (1- |Hf(z>|2)<€pKf(z) —eP)
(z) =1/v*(z) 2pris (2)er s

By (3.1.5) we have that for each fixed p > 1,

|V]|oo < kp < 1.
We now can get a quasiconformal mapping as follows.

Theorem 3.1.1 There is a quasiconformal h : 1D — D such that
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Proof. By Theorem 1.5.2 there is a principal solution & : C — C that satisfies
(3.1.12) in D. We restrict it to I, then there is a Riemann mapping ¥ : h(D) — D.
Set

h=WUoh:D—D,

then h satisfies the conditions. O

3.2 Improved regularity.

Set g = h~!. By (1.3.2) we have that at almost every point w € D,

h(g(w)) hz(g(w))
Ju(W) = —"=, gp(w) = ——""—"=. 3.2.1
= Tty T T gt 321
Put (3.2.1) into (3.1.12), we find that g satisfies the equation
go(w) = —v(g(w))gw(w). (3.2.2)
By [6, Theorem 13.2.3], since h and g are iii— quasiconformal, they are in the

space WL'(D), for all r € [1,1 + é)
Now recall (3.1.4):

@)z = [ e Gestie

D

where
a(z) = ePKi?) _ep,

2ppg(z)er s )

(1= [pp(2)?) (€73 — er)

By Theorem 1.2.9, we can change the variables with z = g(w), then the left hand
side becomes

| atatw) I, g)e(w)du
= [ algtw)(1 = (gt Plgulw) e ow) o

= - /Da(g(w»(l = v(g(w))]*)v* (9(w)) gu(w)[p:(9(w))gu(w)]dw, — (3.2.3)
while the right hand side is

a(g(w))v*(g(w))J (w, g)p=(g(w))dw

a(g(w))(1 = [v(g(w))I*)v* (g(w))lgw(w) *ez(g(w))dw

vi(z) =

I
S——5—

a(g(w))(1 = [v(g(w))I*)v"(9)gw(w)lpz(9(w)) gu(w)]dw. (3.2.4)
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Put them together we get

/D[a(g(w))(l = [v(g(w))[*)v"(9(w) guw(w))(¢ 0 g)w(w)dw = 0, Vi € CF°(D).

(3.2.5)
We now wish to conclude that, under certain conditions,

@ (w) = a(g(w))(L — [v(g(w))[*)v*(9(w))guw(w) (3.2.6)

is holomorphic. In view of Weyl’s lemma 1.1.8 we need the following two condi-
tions:

/D B(w)bw(w)dw = 0, Vo € C(D), (3.2.7)

and
®(w) € L;,.(D). (3.2.8)

We know that h € W''(D), for all r € [1,1 + é) Note this implies that

loc

Yoh € W, (D), for any 1) € C’OO(]D)) . In fact, we may compute
([1wem.erd) = ( [ @) + valb@rId:)
= ([ Wulbha(a) + vl )R z)

< DYl DAl ey < oo,

where V' is a compact set such that A~ (supp(v))) CC V CC D. Also note ¢ o h
is compactly supported in I, so it is in W, (D). It is same for (¢ o h)z. We thus
conclude:

Lemma 3.2.1 For anyy € C(D) and 1 <r < 1+é we have Yoh € Wy (D).

We now deal with condition (3.2.7). Fix any ¢ € C§°(D). By (3.2.5), for any
v € C5°(D) we have

| #twyistu)dn
~ [ ®(w) (vnl) ~ (¢ 0 o))
= [ @) (w02 = .o (A=) = oo(:)ulFED) ) Tz
= [ S0 (BT ) + ea(hsle) — a2z (329)

Consider the function v o h:
(1 0 h):(2) = Y (h(2))ha(2) + vm(h(2)) = (2),
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(¥ 0 h)z(2) = Yu(h(2))hz(2) + Yu(h(2))h=(2).
Thus
Uw(h(2))J(2,h) = (Y 0 h)z(2)h=(2) = (¢ © h).(2)h=(2).
Put this back to (3.2.9) we get

/D O (w))m(w)dw
- / D(h(2)) (¥ 0 M=(2)ha(2) = (6 0 D) (2)ha(2) + 92 (2)ha(2) — p=(2)ha(2) ) 2

- / D(h(2)) (h=(2)[(® 0 h)=(2) = wa(2)] + he(2)[p(2) — (¥ 0 h).(2)] ) d=.
(3.2.10)

This holds for all p € Cg°(D). In W' (D), for any r € (1,1+ é), we may choose

a sequence ¢’ € C5°(D) such that ¢/ — 1) o h. Then by (3.2.10) it follows that,
for some V' such that h~!(supp(¢p)) CcC V CcC D,

) /D@(w)%(w)dw < CH(I)(h)thLT'*(V)”SOj —to hHW”(V) — 0,
if only we have
d(h(2))h.(2) € L, (D), 7" >1+k, (3.2.11)

We now seek for the condition for (3.2.11). In fact, by the expressions (3.1.2),
(3.1.3) and (3.2.6),

a2 ()L~ WD)

() = PH(E) e (e
S T em

So the LI (D) integrability of ®(h)h, is guaranteed by that of exp(pK;). We

loc
conclude:

Lemma 3.2.2 Suppose there is an s > 1+ k, such that
exp(pKy) € Lj (D). (3.2.12)

Then,
[ etwistwidn =0, v e Crm)
D
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We now turn to condition (3.2.8). For any compact A C D,

/A@(wﬂdw :/A a(g(w))(1 — |V(g<w))|2)V*(9(w))gw(w)‘dw
_ /(A) ‘a(z)(l — ()2 (2) gu(h(2)) (2, h))dz

<C [ Ry exp(pk;(=)h.(2)ldz
9(4)

< O||Ky eXp(pKf)HL’“*(g(K))HhHWl*T(g(K))'

So we find the finiteness of the last equation is again guaranteed by the same
condition (3.2.12).

Now we can close with the final result of this section:

Theorem 3.2.3 In the Euler-Lagrange equation (2.2.14), if

exp[pK(z, f)] € Li,.(D),

for some
s> 14k,

Then
D(w) = a(g(w))(1 = [v(g(w))[*)v* (g(w))gw(w)

1s holomorphic.

3.3 Smoothness of minimisers.

In this section we will always assume that the condition in Theorem 3.2.3 is
satisfied, so that

®(w) = a(g(w))(1 — [v(g(w))[*)r*(g(w))gu(w)

is holomorphic.

By the simply connectedness of D, we can choose a holomorphic function ¥
on D which is an anti-derivative of ®. We set

F(2) = U(h(2)). (3.3.1)

Then

F.(2) = ®(h(2))h.(2) = a(2)v*(z) = PKEH L2 (3.3.2)



Fo(2) = ®(h(2))hz(2) = a(z) = P& — P, (3.3.3)
Then the distributional equation (3.1.1) reads as

/E)Fz(z)cpz(z)dz:/Fz(z)gpz(z)dz. (3.3.4)

D

loc loc

particular, F' € VVI})CQ(]D)) Write |ps| = ¢, then

Note here ®(h) € L2 (D) and both h,, h; € L] (D), for all r € [1,1 4+ é) In

1442 2pt
|EL| = €' rt (3.3.5)
14¢2
Fo= o — b, (3.3.6)
By (3.3.6),
log[Fs + e] —
po floslEt el —p (3.3.7)
log[F + eP] +p
Put (3.3.7) into (3.3.5) we get
|F.] = (F + ¢)\/1og?[Fx + e] — p2. (3.3.8)
We write it as
IF.| = a,(F2), (3.3.9)
where
ap(s) = (s + ep)\/logQ(s +er)—p?, s>0. (3.3.10)

ap
50| p=3
40
p=2
30| o<1

20

2 4 6 8 10

The graphs of a,(s) for p=1,2,3.
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For each fixed p > 1, a,(s) is a strictly increasing function with a,(0) = 0,

and

0 log(s + €P) |
\/logQ(s + eP) — p?

) (s) = \/log?(s + er) —

Note that a;,(0) = a;(+00) = +oc. In fact a,(s) has a minimum at some point
sp > 0 and is decreasing in (0, s,), then increasing in (s,,+00). To see this, we

substitute the variables by
z=log*(s +eP), z>p.

Rewrite b,(r) = a,(s) as

Then
B 23 — pPx — p?

/
by(x) = (22 — 232
In the domain x > p the cubic function

3 2

cp(r) i==2° — p’r —p

is monotonically increasing and meets a unique zero point x,,.

Co

60+ p=1
p=2
40l
20| p=3
— 2 3 s *
_20_

The graphs of ¢,(z) for p=1,2,3.

(3.3.11)

(3.3.12)

Let z;, be the minimiser of b,(z) and we wish to estimate the minimal value
my = by(x,) = a,(sp). Observe that in the cubic equation (3.3.12), if p is

increasing, then the zero point z, is increasing. At x, we have
3 2 2 _
x, —px, —p° =0.
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Thus

Put this into (3.3.11) we get

T
my, = b,(z,) = 1+acp—i—T

V. Lp

This is also an increasing function. We then conclude that, when p increases, ),
increases, and then m, increases.

So we consider the case that p = 1. In this case we have,

c(r) =2 —x—1.
The only root in (1,+00) is
o (3Y3EVEYT (33— V23
1 6v/3 6/3

ol

~ 1.3247179572447,

which gives

Iy
=b =1 — ~ 2.3935395417626.
mq 1(%1) + T + m

y

We have therefore proved

4 6 8 10

The graphs of m,, for p > 1.

Lemma 3.3.1 For anyp>1 and s >0,

log(s + €?)

\/log (s + er)

a \/log (s+er) >2.
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We now can set s = A,(t) as the inverse mapping of a,(s). Then,

AL(t) < % (3.3.14)

In the sense of Definition 1.5.5, (3.3.13) is an elliptic equation, as there is a
0 < k < 1 such that

A (1€1) = Ap(IED] < AL (o) [IC] = €11 < kIC — &l

So now 1t follows from Lemma 1.5.8 that

F e W2 (D). (3.3.15)

loc

We remark that our case is a little bit different with Theorem 1.5.6, where the
equation was set with fz(z) = H(f.(z)), but here in our case it is the absolute
value |F,|. To solve this problem we note that, by squaring both sides of (3.3.8),
we get

|EL > = (F% + eP)*[log?(Fs + ef) — p?]. (3.3.16)
So we can rewrite it as
|EL|? = a,(F), (3.3.17)
where
ay(s) = (s + eP)*[log’(s + €*) — p*], s>0. (3.3.18)

For each fixed p > 1, @,(s) is also a strictly increasing function with a,(0) = 0,
and
a,(s) = 2(s + €")[log?(s + €*) — p? + log(s + €)].

We note that a,(s) is an increasing function, and a,(0) = 2pe? > 2, for any p > 1.
Thus a, is invertible so we can define B, = a, !, where B, is also a C*° smooth
function. Then

Fr = B,(|F.]%), (3.3.19)

where B, is a C*-smooth function. Note then B,(t*) = A,(t), thus
2
AL (t) = 2tB,(t7). (3.3.20)
By (3.3.15) we can differentiate both sides of (3.3.19) by z, and get
(Fo)z = B,(| ") Fa(Fo): + By (| Fu(Fy)., (3.3.21)

where

B E:)EL| + IB,(| F[)|Fx] < AL(FL) < k.
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Thus (3.3.21) is again an elliptic equation for the function F,, and then F' €
W22(D). So we can differentiate it again and then

(Fuo)z = By FP) P Foo)s + By (|EL*) F(Fia ). + 0(2),

where ¢(z) is composed by lower-order terms, and the equation is again elliptic.
Now the argument is inductive and same as in the proof of Theorem 1.5.6, and
then we conclude that F' is C*°-smooth.

So we have proved:

Lemma 3.3.2 Let F be a W,2*(D) solution to

loc
Fr = A (|F2)),

where A, = a, ~1 ay, is as (3.5.10). Then F is C*-smooth. In particular, both

Fz(z) = ePK(Z,f)Zpﬂ—f(Z) FE(Z) — epK(z,f) P

are C'*®-smooth.

Theorem 3.3.3 Assume that f satisfies equation (2.2.14) and condition (3.2.12).
Then the Beltrami coefficient g is a C*(D) function.

Proof. By (3.3.2)-(3.3.8),
log[F + eP]
= |F| logF + e?] +p

(Fg + ep)[log(Fg +eP) +p|

So it is C'*°-smooth since both F, and F3 are. O
We now turn to f.

Lemma 3.3.4 If a finite distortion homeomorphism f : D — D has C*-smooth
Beltrami coefficient pg and p-integrable distortion K(z, f), that is

/K” fldz < oo,

for some p > 0, then |pus| <1 in D.
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Proof. Let |p1f(20)| = 1 for some 2z, € D. For notational ease we set zp = 0. We
consider the function |uf|, which is then also C'-smooth in a disk D(0,4d). As
|\l < 1, we have |pf|,(0) = |pf]y(0) = 0. Then by Taylor’s expansion,

lup(2)] > 1= M|z|*, =z € D(0,6),
where

M= swp Dyl < oo
z€D(0,0)

L7 [
p N = ugP2 20 Sy (U= {ug)P

1 / 1
> 2
(2M)p D(0,6) |2

Then,

= 0Q,

which gives the contradiction. O

Theorem 3.3.5 Assume that f satisfies equation (2.2.14) and condition (3.2.12).
Then f is a C*-diffeomorphism.

Proof. Let Q0 CC D be compactly contained. By Lemma 3.3.4, there is a k such
that
lp(z)| <k <1, VzeQ.

Then, by Theorem 3.3.3 and Theorem 1.5.4, f is a C*°-diffeomorphism in €.
Since this works for any Q2 CC D, f is a C*°-diffeomorphism in D. O

Together with Theorem 2.5.1 this can also be stated as:

Theorem 3.3.6 Let f be a minimiser of Problem 2.0.1 such that condition
(8.2.12) is satisfied, then f is a C*°-diffeomorphism.

Now the following particular case follows.

(D),

loc

Corollary 3.3.7 Let f be a minimiser of Problem 2.0.1 such that Ky € Lj;,
then f is a C*°-diffeomorphism.

3.4 Further regularity.

We now assume that f : D — D is a C'-diffeomorphism. By Theorem 2.4.4, in
this case we have equation (2.2.6), which is

|y (2)?eP ) / g (2) [P =)
0.2 wz(2)dz, Ve e C;°(D).
/fz ISPRSEE = o o)
(3.4.1)
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We write
_ lugle) P

A = P

Then (3.4.1) reads as

A /A
—Q Y, = - ¥z, V ECOOD
/szso £ ¢ € Gy (D)

A A
o-e(d). ()
[ fz
where C is the Cauchy transform as (1.5.2), and C* is the conjugate defined by
C*n = C1n. Then, by the definition of weak derivatives,

/G(pzz: _/ngoz = _/HZSDZI/HSDZM V(pECSC)(D)
D D D D

So it follows from Weyl’s lemma 1.1.8 that ¢ := G — H is harmonic in . Thus
G. = H, + ¢., H; = Gz — ¢> are both in C(D), so both G,H € C'(D). In
particular, G, — H, = ¢, is holomorphic in D. Let ) be an anti-derivative of ¢,
and define

Define

g:=G—veC"D).

Then,
A A
gZ:GZ_¢z:Hz:_a gE:G5:_7
f? fz
9z/9 4,4 0
,LL =0z/0, = —/— = .
! £l

Set h = =1, ® = go h. Then,

So ® is holomorphic, and then its derivative ®'(w) is also holomorphic. We
compute

= —epK(“”h)hw(w)% w)
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So we get a holomorphic function
U(w) := e @M (w)hg(w). (3.4.2)

This is called the Hopf differential. We also note that, as a holomorphic function
in the simply connected domain D, ¥ is either the constant zero or non-zero
almost everywhere. Then, in the first case, h is conformal, and then so is f; in
the latter case, we have the following at almost everywhere:

w —_—
|

=

wha - pn_
hwhﬁ’ |:uh’

This gives the following theorem:

Theorem 3.4.1 Let f be a minimiser of Problem 2.0.1 which is a C-diffeomorphism.
Then, either f is conformal or its inverse h satisfies

v
Hh = |Mh|m; (3.4.3)

where VU is a holomorphic function.

We come back to (3.4.2) and assume that f is a C?-diffeomorphism. So we
can differentiate (3.4.2) again, and get

O = \DE = pepKh (Kh)ﬁhwh_ﬁ + epKh hww% + epKh hw%
Equivalently,
0 = 4pe? (K, )whwhw + " Ahhg + " hy hyw,

0 = 4pe”™ ™ (Kp)whwha + €7 hugha + € hyhys.

Hence
0= 4pepKhhwhE[(Kh)wE - (Kh)ﬁh_ﬁ] + epKhhwE(|hw|2 - |hﬁ|2)7

0 = 4phy ha (K)o o (h) — (Ko Fo()] + B,

We set
Az) = PR, (3.4.5)
Then (3.4.4) reads as
hyw + (log A) (k) hyhe = 0. (3.4.6)

This is the tension equation [40] for the metric A(z)|dz|*>. So we conclude:
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Theorem 3.4.2 Let f be a minimiser of Problem 2.0.1 which is a C?-diffeomorphism.
Then the inverse mapping h = f~': (D, E) — (D, \) is harmonic, where E is
the Euclidean metric, and X\ is as in (3.4.5).

Having the tension equation (3.4.6) in hand, we will next obtain a first order
nonlinear equation for y1y. For the ease of notation, in the rest of this section we
will write p for py and K for Ky.

Theorem 3.4.3 If a C?-diffeomorphism h satisfies equation (3.4.6), then the
Beltrami coefficient p of its inverse f satisfies

fiz — Fipz = —p(p + 1ip), (3.4.7)
where .
= Z(log A)z. (3.4.8)
Proof. By (1.3.2), we have

O
£ " Ry

Thus

= —ptz ()| |* = pz(h) s by — pu(h) P (3.4.9)
We put (3.4.6) into (3.4.9), and get

—p(W)hwhe = —p(h) | |* — uz(h)% + p(h)p(h) huhi,

We now put (3.4.5) and (3.4.8) into (3.4.7). Then

1

pto — fipz = —pu(K, + 1Ks), (3.4.10)
where _ o B o
 2(pafi + piz)  2(psf + )
Ke=—r1me Ke=—F_7pm2
(1 —[ul?) (1= 1[ul?)
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Recall we have |u| < 1. Thus (3.4.10) becomes
(1= ul?)* (e — fipz) = =2ppl(paii + pufiz) + fp=ii + pfez)).

Rearrange the terms we get
[142(p— 1) 2l oA 2p| 20775 = [L=20p+1) [P+l iz —2p1a%z. (3.4.11)
We write
At) =1+2(p— Dt* + 14,
B(t) = 2pt?,
Ct)=1-2(p+ 1)t* + .
Then (3.4.11) can be shown as
A(lpl) = + B(lphpr = C(luDips — 2pp°F=.
We also have the conjugates for both sides
A= + B\l = C(\ul)urs — 25
Eliminate 7z, terms we get
(A* = B?|pu*) - = (AC + 2p|uf* B)fipz — (BC + 2pA) iz
We rewrite it as
Wlulps = ol — BT, (3.4.12)
where
Y(t) =1+ (4p — 3)t* + (4p° — 4p + 3)t* — ¢,
a(t) = (1-t*),
B(t) = 2p(1 + 2pt* — t).

We check the behaviours of v, «, § for t € [0,1) and find they are all positive,
and for each fixed p > 1, § and y are increasing, while « is decreasing.

y(t)

0.2 0.4 0.6 0.8 1.0

The graphs of a(t), v(t), 5(t), for p = 1.
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We next consider

(t) — ta(t) — 25(t)
=1+ (4p — 3)t* + (4p* — dp + 3)t* —1° — (1 — *)® — 2pt*(1 + 2pt* — %)
=1 -1 —t+t2p—1)+1).

Note the last term is positive, for each p > 1 and ¢ € [0,1). So we conclude that
ta(t) +tB(t) < y(t), t€]0,1). (3.4.13)
Then in the sense of Definition 1.5.5, we have

Theorem 3.4.4 For all p > 1, equation (3.4.12) is elliptic in any compactly
contained domain 2 CC D. In particular, the conjugate of the Beltrami coefficient
iy s locally quasiregular.
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4 The Inverse Exponential Problem

As we introduced in Section 1.3.1, the L' case was solved by converting the
distortion problem of f into the Dirichlet problem of its inverse f~!, and then
everything follows from the classic harmonic analysis. As an analogue, we have
already seen in Theorem 1.4.6 that for any f € Wl’l(]D)) that has p-exponentially

loc
integrable distortion, we can also turn the problem to the inverse one:

/D exp(pK (=, f))dz = / exp(pK(w, 1)) (w, f)dw.

D

In this chapter we study the inverse problem and get some more properties of the
minimisers. The problem can be stated as follows.

Let p > 0, the inverse exp(p) mean distortion of a finite distortion self-
homeomorphism of D is defined as

5[,_1(h) = /Dexp[pK(w,h)]J(w,h)dw. (4.0.1)

Let ho : D — D be a finite distortion homeomorphism such that &, (ko) < oo.
We set

loc

H, = {h e WD) : h is a homeomorphism from D to D,

E71(h) < oo, and hlpy = h0|aD}. (4.0.2)

P

Problem 4.0.1 Find the minimal mappings h € H, such that

ENh) = min &, (g).

P geM, P

4.1 Variation equations for inverse exponential problem.

We assume that A is variational and calculate the variation formulae.

4.1.1 Outer variation.

We set
Rt (w) = h(w) + to(w), ¢ € C(D).

Following Section 2.2, we calculate
hzzu = hw + tSDwy htﬁ - hﬁ + t‘Pw»

Jne = In + 12Ty + 2Re(huwpw — haow),
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70Jht = Q%G(hwgﬁw - hUSDE)a

Ot lt=
0
2 K, — %1 t:0|'uht|2 o 4%6(% - %)WHZ
Otlo™" — (U= [m? ~ (L~ )2
Then
0 _0 /epK(“’h ) J(w, ht)dw
8t t=0 Jp ’
_/pepK(w,h)J(w ht) . 2 K( dw + / cPK(w,h) | 2 J(w ht)dw
D ’ Ot li=0 D Otli=o "

w, h)
B epR(w.h) . po(w)  pu(w), w)|2dw
_4p/Dl_|Mh(w>|2% Crotw) ~ oy ()

42 /D KON R (oo ) (1) — T () () ).

This also applies on i, so we get

- ePK(w:h) @m(w)_%(w) —(w) Pdw PK@h) (00N o () —
=2 | T ey g el [ T )

.
g
AS)

R
&
=
i

/DepK(wh)m( 2p 2_1)¢w(w)dw:/€pﬂ<(w,h)m( 2p|pn (w)[?

1— |pn(w)] D 1- |uh(w)\2_1)@w(w)dw’

/De”K(”’“[(Km, h)-+1)p—1) hap(w) ooy (w) duw = /De”K(”’“[(Km, h)=1)p=1) (W) pis (w) .

This is the Euler-Lagrange equation for outer variational minimisers of the inverse
exponential Problem 4.0.1.

4.1.2 Inner variation.

Again we set

Then
(9")w(w) = 1+ tpu(w), (9")m(w) = tog(w),
i1 (C) = (ho(g)e(Q) _ pn(w) — pge(2) (g)w(w)
eld) (ho (g ™M)e(©) ~ 1 — mn(w)ig (w) (gP)m(w)
o=
Thus

I ot 251w = BRelipatwionto) () - 1),
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O o g = eleeltfnlu))
e (T
gl [ el ) o () LI ). 1) T,
-/ mﬁEfw(N;‘f(l Ly explpi . 1)), By
S / Re[h, (w) (@) prs(w)] exp[pK (w, ) dw.
Then
| explo Gt (wialwipst)do = 0. Ve e CFE). (LD

4.1.3 Hopf differential.
We observe that the kernel of (4.1.1) is the Hopf differential in (3.4.2):

U(w) = exp[pK(w, h)]hw(w)h(w).
So (4.1.1) reads as

/D T (w)pw(w)dw = 0, Vo € C2(D).

Then, by Weyl’s lemma, ¥ is holomorphic if only it is locally integrable. We note

U (w) = exp(pK(w, b)) hy(w)hg(w) = K(w, h) exp[pK (w, h)]J (w, h)M

1 |pn(w)*
where
(w)l 1
Lt [pn(w)? — 2
So the local integrability only requires
K(w, h) exp(pK(w, h))J (w, h) € Li,o(D). (4.1.2)

On the other hand, by a similar argument to in Section 2.5, we can prove the
following analogue of Theorem 2.5.4:

Theorem 4.1.1 If h is a minimiser of Problem /.0.1, and there is a ¢ > p such
that
exp(¢K(w, h))J(w, h) € L},.(D), (4.1.3)

then h satisfies the Euler-Lagrange equation (4.1.1).
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Note the condition (4.1.2) is covered by (4.1.3). Furthermore, by Theorem 1.4.5,
both f and h satisfy Lusin’s condition A, thus in exactly the same way as in
Theorem 1.4.6, we can prove that

| explai(e, )z = [ explaiw, m)J(w, b,
h(A) A

for any ¢ > 0 and compact subset A C D. Thus condition (4.1.3) is equivalent to

expgK(z, f)] € Lige(D).

Recall that in (3.4.2) we got the Hopf differential W(w) under the assumption
that f is a C°°-diffeomorphism, which is guaranteed by our earlier assumption
(3.2.12): exp[pK(z, f)] € L; .(D) for some

s> 14k,
So here we get a weaker condition for this:

Theorem 4.1.2 Let f be a minimiser of Problem 2.0.1, and h = f~*. If
expl¢K(z, f)] € L*(D) for some q > p, then the Hopf differential

U (w) = exp(pK(w, h)) b (w) hs(w)

18 holomorphic.
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5 The Extremal Teichmuller Problem

We recall the Teichmiiller problem: Let f; : D — D be a quasiconformal mapping.
Let F. be the class of all quasiconformal mappings from D to ID such that f = fy
along 0D, and £ (f) be the maximal distortion of f in D, that is

Eoo(f) = IK(z, )l oo m)-

Problem 5.0.1 Find the minimal mappings f € Foo such that

= mi . 0.1

Ex(f) = min £xc(g) (5.0.1)

Theorem 5.0.2 (Teichmiiller’s Existence Theorem) For every quasiconformal
fo : D — D, there is an extremal mapping [ € Fu that satisfies (5.0.1) and
either f is conformal or the Beltrami coefficient of its inverse h = f~1 satisfies

v

Mn = k_7
V|

where 0 < k < 1 1s a constant and V is a holomorphic mapping.

5.1 A minimising sequence.

We will solve this problem by pushing p — oo in the exponential problems &,.
Let f, be a minimiser of the the p-exponential problem, h, = f~ 1 and assume
that the condition in Theorem 4.1.1 is satisfied. That is, for each p we have the
holomorphic Hopf differential

W, = exp(pKo, ) (hy)u () = exp(pK, Ko, Jn, 712

m. (51.1)

Lemma 5.1.1 Let 0 < p < g < co. For every f such that [ exp[gKy] < oo,

1

?og[%/mexp(pKf)] < %10g[%éexp(qu)]-

Proof. This is equivalent to

Q=

= [ eotRnp < [ [ et

D

Meanwhile, it follows from Holder’s inequality that

/DeXp(pKf) Sﬂqf[/nexp(qu)] :

[
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Lemma 5.1.2 1 ]
Ex(f) = lim —log[—&,(f)],

p—o0 p

3 |

if either side is finite.

Proof. On one hand,

%log[% /Dexp(pKf)] ! — loglexp(p€ac(f))] = Eco(f)-

On the other hand, for any M such that 0 < M < E,(f), we set
E={zeD:K¢(z) > M}.

From the definition of £, (f) we have m := |E| > 0. Then,

1 1 1 1
lim —log[— /exp(pKf)] > lim —log[—/ exp(pKy)]
T JE

p—=oo P p—=oo P
1 m
lim =1 M
2 lim og[—(exp(pM))]

= M.
O

Lemma 5.1.3 There is a subsequence of {f,} (which we still call f,) that con-

verges uniformly and weakly in WHF(D) to some fso, where P(t) = —2

log(T—&-t while

h, converges uniformly and weakly in W2(D) to hy = f!.

Proof. Let fy be as in the setting of Problem 5.0.1. Then, for each p > 1, as f,
is a minimiser of the p-exponential problem,

08 -61(/)] < ~108[&()] < ~10g[~ &, (fo)] < Exlfo)

Then, it follows from Theorem 1.4.2 that f, has a uniform W" (D) norm. Simi-
larly, for h, we have

1 1 1
10%[;||th||L2(D)] = ;51_1(%) = }&(fp) < Ex(fo)- (5.1.2)

Then the claims follow the same reasoning as in the proof of Theorem 1.4.9. O

Theorem 5.1.4 Let f, and fs be as in Lemma 5.1.5. Then,

Eoo(foo) = lim —108;[ »(fp)] < 0. (5.1.3)

—)oop

In particular, fs is a minimiser of Problem 5.0.1.
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Proof. Let 1 < p < q < oo. Then, by Lemma 5.1.1 and Lemma 5.1.2,

Elog[ p(fp)] < - log[ p(fa)]

<

<

< Exlfo)- (5.1.4)

So %log[%gp( fp)]; p > 1is a bounded increasing sequence. This proves the exis-
tence of the limit in (5.1.3). As we proved in Theorem 1.4.9, for each fixed k& > 0
we have

Together with Lemma 5.1.1 we get

k
Then, by Lemma 5.1.2,

0B8] < liminf £ log[-E0(f)] < lim ~log[~ 6, (£,

Excfoc) = Jim 7 log[E(f)] < lim ~ log[_&,(f).  (5.15)

%oop

Conversely, for each p,

1 1
plog[ <fp>1_];10g[ W(foo)] < Enclfoc): (5.1.6)

Now (5.1.3) follows from (5.1.5) and (5.1.6). Finally, in (5.1.4) we can replace f
by any g € F, and the same inequality holds, so

ol ) = lim 2 TogE,(£)] < Exlg), Vo € Fo

This proves the second claim. O

5.2 The equation for inverse function.

Let fo be asin Lemma 5.1.3. We have already shown it is a minimiser of Problem
5.0.1. In this section we prove it satisfies the conditions in Theorem 5.0.2. First
of all, if £ (fx) = 1, then f is a conformal mapping, which turns back the first
case in Theorem 5.0.2. So from now on we will always assume that E(fx) > 1.
Set

o gOO(fOO) —1
ko= A 0. (5.2.1)
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Recall we have the holomorphic sequence

Tin,
\pr = exp(pth)(hp)w(hp)@ = exp(pth)th Jhpm.
Define . .
Cyls) 1= 3 gl [ exp(psi, )l(hyulhy)all 0 <5 <1
p ™ Jp
and

Gy = ~logl [ |1,

Lemma 5.2.1 With the notation above we have the following two inequalities.
i) For any s € (0,1),

limsup Cp(s) < Exo(foo)- (5.2.2)
ii)
liminf Gy (1) > Exc(fo). (5.2.3)

Proof. 1) For every fixed s we can choose p so large that

|in, |
/Dexp(ps h) | (Mp)w (B )] /Dexp(ps ) K, ", |2

1
< §/exp(pth)Jhp
D

1

1 1
- 55;; (hp) - §gp(fp)'

Then the claim follows from (5.1.3).

ii) We observe that by elementary computation,

iyl 142 1442
K, ) <K K . d 2 Vo 0,1).
exp(pKy,) < K, exp(p hp)1+ w3, +exp(py _53)7 p € (0,1)
Multiply by Jj,, and integrate both sides over D, we get
2 2
1+9, 1+9,

Eulf) = &' ) < = | Nyl + mexplpg—g5).

For sufficiently large p we can find a §, € (0,1) such that

L+67 1
mexp(py—gs) = 5E(fy)
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Then

1—-62 p
That is,
. 500<f00) B
lim §, = = k.
oo P TN e (fo) + 1

So for every p,

51’ 1 p
| st = £ 8 2 Fa )

and then . . ) 5
Z - > = il )
gl [ 1w (w)] 2 10l 26,(7,)]

Let p — oo then (5.2.3) follows. O

Lemma 5.2.2

lim/“ Yol — K| (By)ul| = 0. (5.2.4)

p—0o0

Proof. Choose any € > 0 which is so small that both k£(1+¢) and k(1 —¢) are in
(0,1), and set
E, ={weD: |up,(w)] > k(l+e)},

Fy={weD: |u,(w)| <k(l-e)}
First,

7 explpCl(s)] = / exp(psKs, )| (hp)u ()]

> / exp(psKn, )| () ()

P

LR ey [l

> IR Sl
Z PPy 5,

Rearrange this to obtain

/ |(h < k: T+ (exp[Cp(s) —s5- T—Ritey (5.2.5)

Here we can choose s < 1 so near to 1 that

1+ k*(1+¢)?

ST Sl
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By (5.2.2), we know that for p sufficiently large,

1+ k*(1+¢)?

e PURTE
TRt ee =

Cp(s)

Then,
1+ k*(1+¢€)* \»
(exp[C’p(s) — ST k:2((1 n 5))25]> — 0.

So we conclude that
lim [ |(hy)w]* = 0. (5.2.6)

p=oo J g
In E, the condition |up, (w)| > k(1 + €) gives
| ()| = K[ (Bp)uw| = B(L 4 €)[(hp)u| = K| (hp)w| = kel(hp)w| = 0.

On the other hand, since |(h,)w| < [(hp)wl,

0 < [(hp)w| = k[ (hp)w| < (1 = K)[(hp)uwl
Then

(1(hp )l = kI (hp)w)* < (1 = K)*| (hp)ul*.
So by (5.2.6),

lim | (|(hp)a| — kl(hp)ul)* = 0.

— OO
p E,

Then the Cauchy-Schwarz inequality gives

lim [ {IGty)sl = Fl(y)al| = 0 (5.2.7)

p—0o0

We now turn to F,. Set

_ v, v,
= = = . 5.2.8
S T 7 epCy(L)] (5.28)

Then {=,,p > 1} form a normal family and then up to a subsequence there is a

holomorphic limit
U = lim =,. (5.2.9)

p—00

We compute

F, |Hp| B WeXp[PCp(l)] Fp

N
=

@

”
=,
=
9
—~
=

@
"
=.
S
-
|
o
[\
—
e
o



Using a similar argument to the £, case we have

1 1+ k(1 —e)?
oG] PP e

| —=0.

Also recall || Dhy|| 2y are uniformly bounded as in (5.1.2). Thus

p—o0

lim/ =,| = 0. (5.2.10)
Fp

Equation (5.2.10) leads us to two cases: either |F,| — 0 or the limit function
U = (0 throughout D, as it is holomorphic. But the latter happens only when

p—o0

which returns to the case £ (fx) = 1. So for our case we have

lim/F 11yl — K1)l | = 0. (5.2.11)

p—00
Finally, in D — E, — F,,
k(1 —¢) <|pn,| < k(1 +e).

Then
lim ()l = kI

P70 Jp_E,—F,

= lim oyl 12, | =

P70 Jp_E,—F,

<ke lim ()l

P70 JD—E,—F,

1 1
<m2ke|| Dhy|| 2 p)-

Again we have that || Dh,| 2@y are uniformly bounded. Then (5.2.4) follows as
€ can be arbitrarily small. O

Lemma 5.2.3 Let ¥ be the holomorphic limit of =, as defined in (5.2.8), (5.2.9).
Then,

pin = k—. (5.2.12)
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Proof. By (5.2.4),

5 v
[ Nzt = k] = [ [ — kit
D =] D Wy |
(op )uw | (Pp )|
= — k(hy)u|
/]D) | ()] !
:/D iyl — K| ()] — 0 (5.2.13)
We set
D, :={weD: |V(w)| >c}.
Then in each D, we have
5 v
Dl Y]

locally uniformly. Since ¥ is holomorphic, we have |[D—D.| — 0 as ¢ — 0. Then,

as || Dhpl| 12y are uniformly bounded, it follows that for any € > 0 and compact
ACD,

¥
lim ‘hm——khw’
i [ (o~ ki)

vz =
< lim ‘hw——f’Jr/ ‘h@f—khw—w
Jm [ el gDl * [ [leg sy = k)

By Lemma 5.1.3 we know

v v
(hp)wm — k(hp)w — hwm — khy
in L?(D). So we conclude
v
hg— — kh,, = 0.

As h is quasiconformal we have |h,| > 0 a.e. Thus

b7
B
0|

L
Nh:k%

almost everywhere in D. N A. By the arbitrariness of € and A this holds almost
everywhere in . O

5.3 When p — 0.

We consider the case p — 0 for the &, problems, and it will turn out that the limit
is the L' minimising problem connecting harmonic mappings and quasiconformal
mappings.
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Theorem 5.3.1 Let f be a finite distortion function such that for some pg > 0,

/exp(poKf) < 0.
D

Then

1 1
lim —1 K K
pl_I{(l)p og[— /Dexpp )] / 7

Proof. Assume p < py. By Jensen’s inequality we have

1
—/eXp(pKf) > eXP(B/Kf)7 Vp > 0.
T JD T JD

This proves one direction. For the other direction, we note

exp(pKy) = > —7.

= 7

By the monotone convergence theorem,

1
W/DGXP(pKf) Zp] Kf

30‘7'

We write

M = 7;0 (/ exp(pOKf))

For every € > 0, we can choose p so small that pM < e. That is,

1 1
—/exp(pKf) < 1+p<—/Kf+5>.
™ Jp T™Jp

It follows that

log[%/mexp(pKf)] < log [1 +p(%/DKf+€>]

Sp(%/DKfJ%),

1 1
—log[—/exp pKy)] /Kf+€
p T Jp

This proves the other direction. O

and then
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6 Exponential Minimisers between Annuli and
Examples between Disks

In Theorem 2.1.1 we have seen that a linear mapping is a unique minimiser for its
own boundary values. The main target of this chapter is to find more extremal
mappings from D to D. However, we will start with the annuli.

6.1 An equation for exponential minimisers between an-
nuli.

It is proved in [41] that the minimisers among homeomorphisms of finite dis-
tortion between two annuli (with no restriction on the boundary values) are
radial stretchings. In particular, for the exponential problem, the minimiser
f(pe) = F(p)e? satisfies

F(p) pPE(p) | Elp) v _
2F20) "R TR e T O+

where « is a constant. This is [43, Theorem 3.4] but we put our distortion func-
tion exp(pKy) into it.

PPl —

We will find a parametric formula for F(p). Write

o= LEel0) (6.1.2)

F(p)
Since f is sense-preserving we have a > 0 a.e. in its domain. Then (6.1.1) reads

as
1

a p
=(C— —= -], 6.1.3
p==C |a2_1|exp[ 2lat =)l (6.1.3)
where (] is a positive constant. By (6.1.2) we can also compute F. Note

F a
locF) =~-°2 ==
(Og )P F p

Using this and (6.1.3), we obtain

logF:/@dp:/ﬁpa(a)da

:/(l—l—a4—2a2)p+4ada

4a — 4a3
v va+1 ap)>

= p(—3
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So we obtain the relation of F' and a:

. varl 2
P @mﬁ exp(~ =), (6.1.4)

where Cy is also a positive constant. Now (6.1.3) and (6.1.4) together give the
function of F(p). This is well-defined. Examples are shown in the graphs.

p
5-

o 2 & s s 10
The graph of p(a), with p =1, Cy = 1.

o 2 4 6 8 10
The graph of F(a), with p =1, Cy = 1.
So either with 0 < a <1 or 1 < a < oo, by adjusting C7, C5 we can get a family

of functions F'(p) that satisfy (6.1.1). We claim these functions, together with
the conformal mappings, are all of the minimisers between annuli.
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Theorem 6.1.1 Consider the p-exponential Nitsche-type problem for mappings
between annuli A(r, R) and A(r', R"), where p > 0, and

O<r<R<oo, 0<7 <R <oo.
i) If% = %, then there 1s a unique minimiser

/
z— Oz, C’:i E
r/or

i) If & > %, then there is a unique minimiser pe® — F(p)e, where

® expl-L(a+ )],

=C —
1Y 1,1 T—az 1 a

where 0 < a < 1, and C 1, C1 2 are adjusted so that F' maps (r, R) — (', R).

ai) If & < f;,', then there is a unique minimiser pe’ — F(p)e?, where

a P 1

p= CQ’lﬁ eXp[—Z(a + 5)]’

Va+1 » a’p
a® exp(——),
va—1 8

where 1 < a < 0o, and Cy 1, Cys are adjusted so that F' maps (r, R) — (', R').

F=0Cyp

Proof. Tt is proved in [41] that for each pair of annuli there is a unique minimiser
that satisfies (6.1.1), so it must be with the form in either one of the cases
described in the theorem. So we only need to prove the claims with respect to g

7 . . F,
and %. The conformal case is obvious. For the case a = pr < 1, we have

F 1
(logF)p:Fp<;.
Then ( ) " "
F(R 1 R
log ——= = log d —dp = log —.
8 T /T(Og )p(p)p</r Sdp =log =
Thus
R_FH) R
o F(r) Cor

And similarly we can prove the case a > 1. O
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6.2 Extend to the origin.

The minimisers obtained in the last section can also be extended to the origin as a
homeomorphism, which we will see below. Then, they become homeomorphisms
between disks. In particular, as minimisers between annuli, they satisfy the
distributional equations, but away from the origin. Precisely, every function in
Theorem 6.1.1 satisfies the following:

/eXp(Kf)goz = 2p/ %exp(Kf)wg, Vo € C5° (D). (6.2.1)
D p 1= |pyl

where D* is the punctured disk D\ {0}. Unfortunately, there is no way to extend
this to those ¢ € C§°(ID) such that 0 € Supp(y), as we will see. Nevertheless, we
still have the pointwise property

[exp(pKf)]z = [13P—M_f|2 exp(pKf)] ae. zeD. (6.2.2)

|14 7

This can also be checked by putting the functions into the equation.

6.2.1 0O0<a<]1 case.

We first consider the 0 < a < 1 case.

p=C ¢ —z—j(a + é)], (6.2.3)

Vi—a

V1 p 2
\/1+_“a4 exp(~20). (6.2.4)
—a

Note that p = 0 if and only if a = 0, if and only if F' = 0. See the graphs below.

F =,

a

0.0 0.2 0.4 0.6 0.8 1.0

The graph of the function F(p), with p =1, C; = 1 and Cy = 0.316876....
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0.8F

0.6F

0.4F

0.2f

0.0 0.2 0.4 0.6 0.8 10 °

The graph of the function F(p), with p =1, C; = 10 and Cy = 1.07214....

From the graphs we can also see that if (' is small, the distortion is small, and
the function is close to the identity map f(z) = z. In fact we can let C; move
in (0,00), and adjust Cy to get (1) = 1. Then we get a family of functions
f(pe?®) = F(p)e?? : D — D, where f is a self-homeomorphism of D, and f(z) = z
along JD. For a radial stretching we have the distortion

1 pF, F_ 1, 1
Ki=-(22+—)== ).

1= 5 o) = 5t D

This implies that K;(0) = oo and is finite anywhere else. So away from the origin
f is quasiconformal, but Ky(z) blows up when z approaches 0. Note ||Df(z)]||
also blows up at 0:

i _Fa(a) . Ch b (=a®+24242)p
e A

So f is not a diffeomorphism over D.

We next compute the exp(p) distortion energy of these functions. Write

a 1
pi(a) = ﬁ eXP[—Z(a + 5)]
Then for ]
pla) = O exp| - (a + )] = Cipi(a),
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the mean exp(p)-distortion over D is
1
[ explis 2z =2 [ explys(p)lpds
D 0

py ' (1/Ch)
~or / exp[pK (a)]Cups (@) C (1 )a(a)da

1
_ o /pl /) (g* — 20 + 1)p + 4a
0

a2 = 1) da < 00.

However, K exp(pKy) is not integrable over D
1
[ st explpy )iz = 2x | Ky()explos(p)lpdp
D 0

pyt(1/Ch)
=2 " R ) ol @) Cipn( )i ()l

/G ] (gf =242+ 1)
P+ 4a
C7 - d
T 1/0 (a—l—a) (2 —1)2 a

This also explains why (6.2.1) with 0 € Supp(y) cannot be satisfied.

We now consider what happens if C; moves in (0, 00). Call E,(t) the energy
of the function with €y =t¢. The graph is as follows:

05 10 15 2.0
The graph of E,(t) with p = 1.

We observe that the limit as ¢ — 0 is me- the minimal energy which is given by
the identity f(z) = z. In fact this can be proved by a limit computation:
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Lemma 6.2.1 With the notation above we have
lim E,(t) = we?, tlim E,(t) = oc.
—00

t—0

Proof. Recall

Pt (1/1)
E,(t) = 2t /0 exp[pK 1 (@)]p1 (a) (p1)a(@)dat

We consider
d pyt(1/t)
dt J

= explpEs (o7 (1/0)] 7 (o0)ali™ (/1) [ (7 0/1)]

1 _1 1 1 d /1
=4 esplpy (or ()] o0)alor (/) s [ (7))

exp[pK(a)]pr(a)(p1)a(a)da

_ tlgexp[pKf@;lu/t))J.

So

Pyt (1/t) K d
i ) = 2y i SPDEA )l
—

1
t—0 =

t
— 27 lim & Jo " exp[pK s(a)]pi (a) (p1)a(a)da

t—0 —2%3
. . —1
= mlimexp[pK (pr ' (1/1))]

_ rtimexp/P (a4 -
= mlimexp[(a + ~)]

= meP.
A similar computation works for the case t — oo and we get

lim 7, (t) = 7 lim exp[pK (o1 (1/1))]

t—o00
1

— 1 p 2V =
= W(lll_r{(l)exp[z(a—l— a)] = 00.

The fact lim;,o E,(t) = me? implies that those functions with C; — 0 form a
minimising sequence of the p—exponential distortion problem. Then, by Theo-
rem 1.4.9, it contains a subsequence that converges uniformly to the minimiser-
which is the identity map.

Collecting all the above facts we have proved the following theorem.
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Theorem 6.2.2 There is a sequence of homeomorphisms f; that are radial stretch-
ings defined by (6.2.3) and (6.2.4), with Cy = %, Cy adjusted to F(1) =1, and it
satisfies the following properties:

i) It is a minimising sequence of the p—exponential distortion problem D — D
with boundary values f _(z) = z along OD. In particular, f; converges to the iden-
tity map uniformly in D.

ii) Each f; has
/]Kfj exp(pKy,;) = oo.
D

In particular, they are not inner variational.

iii) Each f; satisfies the pointwise equation

20Tz,
[GXP(PKfj)] = [% eXp(pKf].)]i, ae. ze€D.
z 1 |/“ij| z

The graph of K(z, f) in D, with p =1, C; = 1.
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The graph of K(z, f) in D, with p =1, C} = 10.

6.2.2 1< a< oo case.

In this case we have

B a P 1

p==0C a2_1exp[—1(a+a)],
2

F202\/1—|—CL » a‘p

\/aTla exp(—?).

Then p = 0 if and only if @ = oo, if and only if F' = 0. So this can also be
extended to 0 as a homeomorphism.

10
0B}
06}
04l

[E-3 5

0.0
0.0 02 04 0.6 0.8 1.0

The graph of the function F(p), with p =1, C; =1 and Cy = 0.382442....
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This time F,(0) = 0, as the graph shows. In fact,
(7a3+2a2+2)p

. . Fa(a) . 02 b
g Fy(p) = lim =70y = Jim et (L a)e s =0,

But the energy is not finite:

1 p(1)
/0 explos(plpdp = | explps@lpa)paa)da

“+oo
/°° (a* = 2a* + 1)p + 4a
= 5 5 da = oo.
pfl(l) 4(@ — 1)

6.3 Examples between disks.

We now exploit the functions obtained above to find some extremal mappings
between disks. Consider the function with p =1, 0 < a < 1, C; = 10, and Cy
adjusted to F'(3) = 3. In fact we need Cy = 2.156632.... So the function is

a 1 1

el gt o))

1+a a?
exp(~ L),

pla) =10

;

F(a) = (2.156632...)a+

T

1—a

0.5F

0.0 0.5 1.0 1.5 2.0 2.5 3.0

The graph of F(p).

6.3.1 Away from the origin.

Away from the origin we get quasiconformal minimisers for their own boundary
values. We consider the disk

D(2,1) :={z:|z —2| < 1}.
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Then f maps D(2,1) to some simply connected subdomain of D*. Next, by a
conformal mapping ®, the image f(D(2,1)) can be mapped back to D, and then
with a translation, f = ® o f|p21) works as a quasiconformal minimiser from D

to D, for its own boundary values.

The graph of D(2,1) under f.

The graph of K(z, f) in D(2,1).
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6.3.2 Disks passing the origin.

Let the function f be as above. We consider a disk that passes through 0.
Consider

D(1,1) :={z: |z — 1| < 1}.

The graph of D(1,1) under f.

The graph of K(z, f) in D(1,1).
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We can see that the distortion is small when away from 0 but increases dra-
matically when approaching it. Again by a conformal mapping ® we can map
f(D(1,1)) back to D. Note here although || Df]| blows up at a point on the

boundary, f is still a homeomorphism.

As f = dof satisfies the inner variational equation for every ¢ € C5°(D(1,1)),
it is a critical point. Furthermore, for any subdomain that is away from the origin
f is a unique minimiser, so we believe it is a minimiser in D(1,1), for its own
boundary values. However, at the moment we can not prove this since we do not
know how to handle the origin.

Conjecture 6.3.1 f = ® o f[p(1,1) is a minimiser for its boundary values.

We finally conclude that with a translation, f works as an example of home-
omorphism from D to D such that

i) f is a diffeomorphism and locally quasiconformal in .

ii) At a point zq of the boundary 9D, K(2) = oo, and | Df(20) = 0.

iii) f satisfies the inner variational equation

o
/exp(K)gpz —/ _,u 5 exp(K)pz,  Vp € Cg°(D).
D p 1=yl

Furthermore, if Conjecture 6.3.1 holds, then f is a minimiser for its boundary
values.
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7 Further Research

7.1 The uniqueness of minimisers.

In Section 3.4 we have seen that the inverse minimiser h satisfies the tension
equation (3.4.6)
hww + (log A),(h)hyhz = 0,

with A(2) = eP®(H). In view of [40], this is the equation of a harmonic function
between certain Riemannian surfaces. It was studied by Schoen-Yau [51] and
then followed by others in more general settings, for example, Li-Tam [36], [37],
that under certain circumstances in a negative curvature space the minimiser
is unique. However, in our case things are more complicated. First, our space
itself depends on the minimiser h. Secondly, we cannot allocate the sign of the
Gaussian curvature of our metric. In fact we can compute that the curvature is

2
K = 500 = M),

Put \(2) = e’ =) into consideration we get

_2pKz,§

So the sign of the Gaussian curvature K depends on that of K,;. In particular,
the space (D, A) has non-positive curvature if K is Euclidean subharmonic. We
can also compute that

4

2 2y 2 2\
K.: = W(M )2z + = W)g(w )=(|1l)=

|f?)?
ﬁ (1-— W|2)(|H|2)zz + 2(|“|2)Z(‘M|2)z ’

but we cannot get anything simply about its sign in this expression.

We recall that in Ahlfors’ paper [1], he gave the uniqueness theorem for the
original Teichmiiller’s problem with respect to quadratic differentials on Riemann
surfaces. However, in the more general setting, there are examples of boundary
values for the L*> extremal quasiconformal problems where the minimisers are
not unique [35], [52]. So we are not sure whether the uniqueness holds in the
exponential case or not (though we tend to believe it does). We remark this
problem is also open in the LP (p > 2) cases [§].
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7.2 Variational minimisers.

In Chapter 2 we gave the equations for variational minimisers of the exponential
problems. However, it becomes a critical problem that the homeomorphisms
with exponentially integrable distortion might not be variational. To solve the
problem we gave different conditions to guarantee that the function is variational.
However, we still believe that the minimisers must be inner variational. This
is hopefully to be solved if we can discover more properties of the truncated
exponential problems (as we will introduce below), or with the help of other
auxiliary functionals.

7.2.1 Truncated exponential problem.

To get the holomorphic Hopf differential U = e”®rh, hy, one may consider the
truncated inverse problems

KJ (w, h)
/Zp] J(w, h)dw, hlop = holop.

This functional converges to fD exp(pKy,)J, as m — oo, and each one is a linear
combination of some inverse LP distortions, so each E.! admits a continuous
minimiser h,, that has the holomorphic Hopf differential

K

m 7—1
22:]_1

This sequence has a uniform W'?(D) norm, since

o (Pm ) -

/||Dh JI[2duw = /K 0, h) T (0, T} < B (hyn) < B (o) < €57 (h).

So there is a limit function h such that h,, — h in W?(D). In fact the above
computation holds not only for hy but for all ¢ € H,, which gives

limsup B, (hy,) < min £ '(g).

m—00 gEHp

On the other hand, for the limit function A we have that for each fixed k,

E_'(h) < liminf E_ ' (h,,) < liminf E ! (h,,),

m—ro0 m—r0o0
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where the first inequality follows from polyconvexity. Then, by Fatou’s Lemma,

EN(h) = /Dexp[pK(w,h)]J(w,h)dw

k

I
:/ lim ZPMJ(w,h)dw
Dk—mojzo j'

J
< liminf E, ' (h,) < min &, (g).

m—00 gEHp

k .
J
< liminf / 3 PRI D) 5 b
k—o00 D e !

So h is a continuous minimiser of the exponential problem. By the same method
we can prove that

U reay < liminf ||W,,| 114, for all A CC D.
m—00

So ¥ € L (D) if only we can show that the holomorphic functions ¥, form a
normal family. But unfortunately we cannot show this at the moment. Another
problem of this method is that although we have the limit function A is a min-
imiser, the sequence h,, might not be a minimising sequence: as m — 00, we
have E, ' (hy) — £, (h), but &, (hy,) might blow up to +oo.
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