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Abstract 

Recently, the exponential growth in mobile data demand, fuelled by novel use-cases, such as high-

definition video streaming, etc., has caused massive strain on cellular networks. As a solution, the fifth 

generation (5G) of cellular technology has been introduced to improve network performance through 

various innovative features, such as millimeter-wave spectrum, device-centric communication, and 

heterogeneous networks (HetNet). The HetNets will comprise of several small-cells underlaid within 

macro-cell to serve densely populated regions, like stadiums, malls, etc. On the other hand, due to the 

constant rise in the use of mobile phones while traveling, the concept of mobile-cells has emerged. 

Mobile-cells may well be defined as public transport vehicles (e.g., buses or trains etc.) equipped with in-

vehicle cellular antenna to serve commuters. The argument for using mobile-cell is based on the 

observation that commuters often experience poor quality of service (QoS) due to vehicular penetration 

loss (VPL). Mobile-cell will decouple commuters from the core network, thus eliminating VPL, along 

with relieving base station off large number of users.  

Mobile-cells will contain multiple wireless links. Commuters will be served over access link (AL), 

while the communication with the core network will occur over the backhaul link (BL). On the other 

hand, neighboring mobile-cells will mutually exchange data over sidehaul links (SLs). Like any other 

device-centric communication, mobile-cells need to ‘discover’ their neighbors before establishing SLs. 

Neighborhood discovery is challenging for mobile-cells. Relevant literature on this topic has only 

focused on static devices, and discovery for mobile devices has not been investigated in detail. Hence, as 

our first research problem in this thesis, we have focused on the autonomous discovery by a mobile-cell. 

In general, due to randomness involved in an autonomous process, neighborhood discovery often fails 

due to collision and half-duplexing effects. This thesis focuses on mitigating these effects. Firstly, we 

have proposed a modified time-frequency frame structure to subside the collision and half-duplexing 

effects. Later on, we have presented a more reliable solution that utilizes proximity awareness to adapt 

transmission probability of individual devices. This scheme has resulted in a drastic increase in the 

probability of successful discovery as compared to the conventional approaches.  

On the other hand, actual data exchange via mobile-cell’s links requires interference-free resource 

allocation for each link. Mobile-cells’ wireless links will cause severe interference to the out-of-vehicle 

cellular users. Few researchers have assigned separate bands for in-vehicle and out-of-vehicle links. 

However, given the scarcity of spectral resources, these methods are practically inefficient. Thus, we 

have addressed the issue of resource allocation as the second research problem in this thesis. Instead of 

assigning individual resources to each link, we have focused on resource sharing between multiple 

wireless links. To achieve this goal, we have exploited VPL and utilized successive interference 

cancellation. Our results have shown high QoS at each individual link. We have also demonstrated the 

effect of mobility on the proposed resource sharing schemes. The schemes proposed in this thesis will 

ensure that the mobile-cell increases the capacity of 5G networks through aggressive resource sharing 

such that more links will use available spectral resources.  
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0.1, κ = 1, PM, PS , Pã = 45, 23, 3 dBm). c© 2019 IET [39]. . . . . . 112
5.12 Mobile-cells mobility towards m (λM = 2× 10−6, λS = 10λM,f =
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Chapter 1

Introduction

Since the inception of the first generation (1G) of wireless cellular technology
in the late 1980s, its popularity has expanded tremendously due to its wide
geographical coverage, reliability, and portability. The first generation focused
merely on making voice calls with brick-sized mobile phones. However, due to
the continued research and improvements in computing hardware and software,
exciting new use-cases for this technology have emerged with every passing gen-
eration [1]. For example, the use of mobile Internet became widely available with
3rd and 4th generations (See Fig. 1.1). Currently, the mobile data traffic has
outgrown voice traffic over cellular networks by a large proportion [2] as shown in
Figure 1.2. This growth in data traffic is the consequence of a massive increase
in the number of connected devices and a persistent rise in average data volume
per device, fueled primarily by heightened viewership of online video contents [3].

In near future, due to the emergence of novel use-cases (such as, 4K/8K video
streaming [4], vehicular communications, and virtual-reality based applications,

1980s 2020 1990 2010 
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Tactile internet 
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Application 

beyond 5G 
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??? 

Figure 1.1: Past, present, and future of cellular technology
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Figure 1.2: Extrapolated growth of voice and data traffic over the
years [Source: Ericsson Mobility Report 2018]

etc.), available cellular bands will reach saturation limits [5]. As a potential
remedy, the fifth generation (5G) of cellular technology has promised to enhance
the network performance by offering several new features including millimeter
wave (mmWave) spectrum, heterogeneous networks (HetNet), and device-centric
communication [6, 7]. These features, as we shall explain in the later sections,
will collectively contribute to enhance the network bandwidth, enable aggressive
frequency reuse, and alleviate load on the base station by promoting network-free
communication.

The ubiquity of wireless cellular technology, coupled with the portability of
modern devices (such as, smartphones, tablets, and smart-watches, etc.), has
also contributed in its widespread popularity among commuters inside public
transport (such as buses, trains, and subways, etc.). The public transport pas-
sengers often utilize their traveling time by engaging in several activities over
their smartphones and tablets [8–10]. As the demands of the in-vehicle users
grow, the load on the core network also increases almost without bounds. Of-
tentimes these commuting users receive very poor quality of service (QoS) even
while using very basic cellular services [11], due to the effects such as vehic-
ular penetration loss (VPL), and Doppler effect etc. Hence, the researchers
have proposed to install a dedicated antenna inside public transport to form
a ‘mobile-cell’. The mobile-cells will improve QoS for the commuting users by
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Figure 1.3: Envisioned 5G and beyond heterogeneous network.

bringing the communication antenna inside the vehicle, consequently eliminating
VPL along with releasing the base station off large number of cellular users.
As mobile-cells will be an integral part of future networks, it is essential to
first discuss the anticipated underlying changes in the next generation of cellular
technology.

1.1 Main Features of 5G Networks

1.1.1 Millimeter-wave Communication

Current wireless bandwidth will become a major bottleneck in fulfilling increasing
traffic demands in future networks. On the other hand, there is huge bandwidth
available in the unexplored mmWave bands between 30 and 300 GHz. Hence,
this mmWave spectrum has been proposed as an integral part of 5G radio access
network interface [12] to provide multi-gigabit communication services such as
ultra-high definition video streaming, etc. The physical properties of mmWave
radio signals do not allow the provision of coverage to larger geographical ar-
eas [13]. Therefore, this very high frequency spectrum has found much popular-
ity in solutions that are indoor, such as inside confined offices or shopping malls,
etc. [14] The shorter geographical regions that the mmWave-enabled base sta-
tions cover are often known as small-cell regions [15]. The challenges associated
with mmWave transmissions demand highly directional antennas with efficient
beam-forming mechanisms for both the base stations (on downlink) and cellular
users (on uplink). Furthermore, massive multiple-input-multiple-output (MIMO)
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Figure 1.4: Examples of device-centric communication.

antennas are required for, at least, the transmitting base station to serve mul-
tiple users located in different positions within the cell. Alternatively, many
researchers have explored small-cell densification using long term evolution ad-
vanced (LTE-A) spectrum (often called the sub 6 GHz spectrum). Hence, the
overall architecture of future 5G networks can be pictured as layers of small-cells
(mmWave-enabled or sub 6 GHz) that serve densely populated regions overlaid
by macro-cell layer that provides services to wider regions [16]. Such a heteroge-
neous architecture will effectively enable 5G networks, which we will discuss in
the next section.

1.1.2 Heterogeneity

To overcome the imminent saturation of current 4G spectrum, researchers have
focused on distributing the load of macro-cell to several small-cells that provide
services in regions where user density is medium to high (for example, inside
shopping-malls, stadiums, or offices, etc.) [17]. Due to this network densification,
spectrum can be reused very aggressively to accommodate ever larger number of
users. As depicted in Figure 1.3, to enable ubiquitous cellular coverage, these
small-cells are underlaid within macro-cellular layer to form a HetNet [18].

A conventional small-cell eNB (SeNB) is a fixed low-power base station. On
the contrary, the mobile-cell is a wireless hotspot mounted on-board public ve-
hicles (e.g., buses or trains, etc.) to serve the commuting passengers [19]. The
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mobile-cell is connected to the core network over backhaul link (BL) and commu-
nicate with neighboring vehicles over sidehaul links (SL). However, as mobile-cell
may travel from one geographical area to another in short amount of time, it
should remain self-reliant in operations, such as discovering neighbors, or es-
tablishing sidehaul communication links. This network-independence will also
offload devices from the macro-cell eNBs (MeNBs), enabling device-centric com-
munication. The device-centric communication will also enable frequency reuse
to improve the spectral efficiency of future network [20, 21]. In particular, a
mobile-cell will act in device-centric mode when, for example, two neighboring
buses share data on the SL as shown in Figure 1.4. Mobile-cells will also relay
services (using SLs) to out-of-vehicle cellular users in regions with no network
coverage [22, 23]. To establish SLs mobile-cells must discover its neighbors or
out-of-vehicle users.

A fast and efficient discovery procedure will ensure that more users will be
connected to mobile-cells, effectively increasing the capacity of 5G networks, as
we shall present in Chapter 4. The mobile-cells will also increase the capacity
of 5G networks by accommodating more cellular users through resource sharing,
as we shall demonstrate in Chapter 5 and Chapter 6. These various features,
along with few others, have motivated us to undertake a detailed examination of
mobile-cell in this research. These motivations are formally discussed in the next
section.

1.2 Motivation Behind Mobile-Cells

The main motivation behind focusing on mobile-cells is based on the observa-
tions that the traveling time for commuters within public transport is enough to
freely access smartphones and similar devices. A study conducted in Australia
found that more than 80% of the commuters in Australian transport system use
cellular devices while traveling inside buses or trains [11]. Similar trends have
been reported for cities like New York, London, Shanghai, and São Paulo where
more than 93%, 89%, 84%, and 53% commuters use cellular devices, respectively.
However, most of these commuters are dissatisfied with the QoS they receive in-
side vehicle. For example, almost 55% of the New Yorkers are not satisfied with
the cellular connectivity inside public transport [10]. The main cause of user dis-
satisfaction is the VPL which drastically reduces signal strength as radio waves
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Figure 1.5: Effect of VPL on the outage probability. c© 2018 IEEE
[11].

penetrate through vehicular body. A mobile-cell will circumvent VPL using in-
vehicle antenna, consequently improving QoS for commuters [24]. For example,
Figure 1.5 shows how VPL compensation may reduce the outage probability for
in-vehicle users. A mobile-cell will also have out-of-vehicle antennas to connect
with the core network over BL and with neighboring mobile-cells over SLs as
shown in Figure 1.6.

Furthermore, a study presented in [25] has found that commuters traveling
inside public buses often make similar data requests. For example, it was found
in an experiment conducted in 2015 that during peak traveling hours in Sweden,
85% of requests were generated only from the public transport of a specific route.
The authors demonstrated that if these public buses were equipped with on-board
cache mechanism, nearly 40% buses could have saved 20% of daily bandwidth.
Note that the on-board cache mechanism within mobile-cells will provide data
services to commuters without accessing the network [26].

Another motivation for mobile-cells stems from the fact that the group of
commuting users inside fast moving public transport causes large number of si-
multaneous handovers as the vehicle moves from the coverage of one cell to an-
other [11]. High handover rate (per hour) exerts undesirable signaling overhead
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Figure 1.6: Mobile-cells and associated links

on the network [27]. In future networks, with smaller-sized cells and multiple
radio access technologies (such as mmWave and microwave, etc.), the issue of
handover will become more concerning unless effective measures are taken. Note
that as a rule of thumb, the handover rate is proportional to the number of ac-
tive connections per vehicle and the vehicle’s speed [28], as illustrated in Figure
1.7. Hence, as mobile-cells cater for a large number of users through in-vehicle
antenna, the number of handovers will also reduce [29].

Another significant utility of mobile-cell is anticipated under scenarios where
the main network gets offline due to natural calamity or other reasons. In such
settings, mobile-cells can provide basic connectivity to the users via SLs and
connect to the main network using BLs where possible [30–32].

It should be noted that unlike other new additions in 5G, no significant hard-
ware modifications are required in the current cellular equipment (e.g., smart-
phones) in order to benefit from mobile-cells. The in-vehicle antenna will com-
municate with commuters like a regular transmitter-receiver pair. On the other
hand, the installation of in-vehicle antenna will be a minor variation considering
that many vehicles today are already equipped with Wi-Fi transceivers. We will
discuss about this issue in Chapter 2. Apart from the benefits associated with the
mobile-cells, there are still some technical challenges which are yet to be resolved,
e.g., neighborhood awareness for establishing SLs, and interference management,
etc. In this thesis, our research contribution pivots around addressing these chal-
lenges, as we shall explain in the next section.

7



Chapter 1: Introduction.

Figure 1.7: The impact of base station density and public vehicles’
velocity on handover rate (with 10 passengers and an average of 10
active-links per-vehicle). c© 2018 IEEE [11].

1.3 Problem Statement and Research
Contribution

This thesis addresses two main problems concerning mobile-cells. The first prob-
lem relates to the discovery of neighboring mobile-cells or out-of-vehicle users to
establish SLs. Neighbor discovery is an active research problem for any device-
centric communication and several aspects, such as power consumption, resource
allocation, and time-to-discovery, etc., have been addressed by researchers [33].
For mobile-cells, the time-to-discovery is of utmost importance as mobile-cells
are moving nodes and their neighborhood may change very rapidly. Note that
in the presence of network connectivity, the base station may assist nodes in the
discovery process, at the cost of additional overhead on the network. However, in
the absence of cellular coverage, neighborhood awareness gets more challenging.
The devices that participate in out-of-network autonomous neighborhood aware-
ness often suffer from discovery failure issues which we shall discuss in detail in
Chapter 2. These issues severely degrade the performance of discovery processes,
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consequently increasing the time-to-discovery. We will propose an adaptive mech-
anism which optimizes the discovery procedure by considering density of nodes in
the neighborhood. Furthermore, we will develop an analytical model for neigh-
borhood discovery by a mobile-cell, which, to the best of our knowledge has never
been presented in the literature before.

After accomplishing neighborhood discovery, mobile-cells can exchange data
over sidehaul links. The mobile-cells have two additional links, namely back-
haul link and access link (AL). The mobile-cell’s wireless links will cause severe
interference to the neighboring out-of-vehicle users. Therefore, our second re-
search problem is related to resource allocation and interference management for
mobile-cells. Ideally, each link should be assigned separate frequency resources to
maintain optimal link quality with minimum interference. However, the alloca-
tion of unique frequency resources for multiple links associated with mobile-cells
(i.e., AL, BL, and SL) will waste a large amount of cellular bandwidth. To address
this issue, this thesis will propose resource sharing between mobile-cell’s wireless
links and out-of-vehicle cellular users. Unlike other schemes that are available in
the literature, our proposed schemes will ensure that mobile-cells do not consume
any additional resource from the spectrum, and share sub-channels with other
links within the coverage of macro-cell base station.

1.4 Thesis Organization

This thesis is organized as follows. In the next section of this chapter, we present
the summary of research outcomes which comprise of peer-reviewed journal and
conference articles. The details of the remaining of chapters are as follows:

Chapter 2: Literature Review. This chapter reviews the latest literature
pertinent to the problems that we will be addressing in this thesis. These prob-
lems include neighbor discovery, interference management and resource allocation
for mobile-cells. The following publications [11,34] have contributed to this chap-
ter.
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• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Mobile-Cells Assisting Future
Cellular Networks”, Vol. 37, Issue 5, IEEE Potentials, September 2018.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Making a Case for Moving
Small cells”, IEEE 26th International Telecommunication Networks and
Applications Conference (IEEE ITNAC), 2016, December 2016, Dunedin,
New Zealand.

Chapter 3: Distributed Neighborhood Discovery. This chapter outlines
our initial work towards neighborhood discovery. We have proposed a modified
time-frequency frame structure that enables transmission of multiple discovery
messages during a single discovery period. Comparisons between the perfor-
mance of conventional and proposed frame structures have also been presented.
The results demonstrate significant improvement in the probability of successful
discovery due to the proposed frame structure, particularly when neighborhood
density remains medium to low. Following publication [35] has contributed to
this chapter.

• Shan Jaffry, Syed Faraz Hasan, Yaw Wen Kuo, Xiang Gui, “Distributed
Device Discovery in ProSe environment”, IEEE Region 10 Conference (IEEE
TENCON), November 2017, Penang, Malaysia.

Chapter 4: Proximity-aware Neighborhood Discovery. In this chapter,
we have presented a scheme that utilizes neighborhood density information to
optimize the rate with which devices broadcast discovery messages. The adaptive
scheme presented in this chapter ensures minimal time-to-discover neighbors. We
have further analyzed the effect of mobility on the discovery process, which to
the best of our knowledge, has not been presented in the literature before. The
following publications [36, 37] have contributed to this chapter.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Neighborhood-aware Out-of-
Network D2D Discovery”, IET Electronic Letters, February, 2018.

• Shan Jaffry, Syeda Kanwal Zaidi, Syed Tariq Shah, Syed Faraz Hasan, Xi-
ang Gui, “D2D Neighborhood Discovery by a Mobile-Device”, IEEE Inter-
national Conference on Communications (IEEE ICC), May 2019, Shanghai,
China.
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Chapter 5: Downlink Backhaul and Access Link Resource Sharing.
In this chapter, we have developed a scheme which ensures that downlink AL
transmissions do not require additional frequency resources. We have proposed a
scheme that enables AL’s resource being shared with either backhaul link or out-
of-vehicle cellular user. We have also derived expressions for success probabilities
and ergodic rates for all resource sharing links. The following publications [38,39]
have contributed to this chapter.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Interference Management and
Resource Sharing in Moving Networks”, IET Communications, (Accepted
July 2019).

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Shared Spectrum for Mobile-
Cell’s Backhaul and Access Link”, IEEE Global Communications Confer-
ence (IEEE Globecom), December 2018, Abu-Dhabi, UAE.

Chapter 6: Sidehaul and Uplink Access Link Resource Sharing. In this
chapter, we have presented two algorithms that enable resource sharing between
following three links: (i) mobile-cell’s sidehaul links, (ii) uplink access link, and
(iii) uplink communication for out-of-vehicle users. The following publication
( [40]) has contributed to this chapter

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Efficient Resource-Sharing
Algorithms for Mobile-Cell’s Sidehaul and Access Links”, IEEE Networking
Letters, February 2019.

Chapter 7: Final Discussion. This chapter concludes the whole thesis along
with the discussion on some of the future directions that may originate from this
research.

The bibliography is presented at the end of this thesis.
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1.5 Summary of Research Outcomes

This thesis has led to the following peer-reviewed publications.

Journals Publications

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Interference Management and
Resource Sharing in Moving Networks”, IET Communications, (Accepted
July 2019).

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Neighborhood-aware Out-of-
Network D2D Discovery”, IET Electronic Letters, February, 2018.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Efficient Resource-Sharing
Algorithms for Mobile-Cell’s Sidehaul and Access Links”, IEEE Networking
Letters, February 2019.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Mobile-Cells Assisting Future
Cellular Networks”, Vol. 37, Issue 5, IEEE Potentials, September 2018.

Conference Publications

• Shan Jaffry, Syeda Kanwal Zaidi, Syed Tariq Shah, Syed Faraz Hasan, Xi-
ang Gui, “D2D Neighborhood Discovery by a Mobile-Device”, IEEE Inter-
national Conference on Communications (IEEE ICC), May 2019, Shanghai,
China.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Shared Spectrum for Mobile-
Cell’s Backhaul and Access Link”, IEEE Global Communications Confer-
ence (IEEE Globecom), December 2018, Abu-Dhabi, UAE.

• Shan Jaffry, Syed Faraz Hasan, Yaw Wen Kuo, Xiang Gui, “Distributed
Device Discovery in ProSe environment”, IEEE Region 10 Conference (IEEE
TENCON), November 2017, Penang, Malaysia.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Making a Case for Moving
Small cells”, IEEE 26th International Telecommunication Networks and
Applications Conference (IEEE ITNAC), 2016, December 2016, Dunedin,
New Zealand.
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Other Publication

• Dong-Ru Lee, Shan Jaffry, Syed Faraz Hasan, Yaw Wen Kuo, Xiang Gui,
“Performance Evaluation of Handover Protocols in Software Defined Net-
working Environment”, 3rd EAI International Conference on Smart Grid
and Innovative Frontiers in Telecommunications, Auckland, New Zealand,
April 2018.
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Chapter 2

Literature Review

The use of smartphones and tablets from public transport (such as, buses, trains,
and subways etc.) is constantly on the rise [9]. However, many in-vehicle users
receive low quality of service (QoS) due to vehicular penetration loss (VPL) which
may degrade signal strength by as much as 23 dB [41]. As a solution to eliminate
VPL, the installation of dedicated in-vehicle antenna was first proposed in [24].
Later, Third Generation Partnership Project (3GPP) introduced specifications for
mobile-cell in Release 12 [42]. More recently, researchers have demonstrated that
mobile-cells not only eliminate VPL, but also reduce the number of handovers,
increase network performance, provide cellular services in out-of-coverage regions,
and offload the core network [19,43–48].

On the other hand, there are some challenges associated with the mobile-cells
which we have briefly introduced in Chapter 1. In this chapter, we will provide
the literature review to explain how researchers have addressed these issues in the
past. The review is done systematically and is organized as follows. In Section
2.1 of this chapter, we review the research related to architecture of mobile-cells
followed by the description of their use cases in Section 2.2. Section 2.3 and
Section 2.4 discuss the relevant work related to neighborhood discovery and re-
source allocation, respectively, taking mobile-cells into account. The publications
related to this chapter are mentioned in Section 2.5.
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Figure 2.1: Mobile-cell with wireless backhaul link.

2.1 Mobile-Cell Architecture

The mobile-cells are connected to the cellular network through backhaul link
(BL). Unlike fixed small-cells, backhaul connectivity is more challenging for mobile-
cells due to their mobility. Few researchers have proposed optically backhauled
mobile network (OBMN) for trains and subways [29, 49]. The authors in [29]
have demonstrated that the OBMN provides high bandwidth for backhaul and
stable connectivity to the on-board users. In OBMN-supported architecture, a
mobile-cell is connected to the core network through autonomous base stations
(ABSs). These ABSs are deployed at multiple stops (e.g. railway stations) and a
fiber optic reel is attached to the roof of the mobile-cell to connect with the ABS.
The on-board users get connectivity over wireless access links (AL) via in-vehicle
antennas. The simulation results have demonstrated drastic load reduction for
the core network. The number of handovers also scaled down drastically. How-
ever, the installation of optical fiber to cover the whole track (e.g. for connected
train or subway) may incur huge deployment and maintenance cost.

On the other hand, ‘wireless’ backhaul has low cost of deployment and is more
suitable for outdoor urban environment. Hence, many researchers have focused
on wirelessly connected backhaul links for mobile-cells as shown in Figure 2.1.
For example, authors in [44] have exploited coordinated multi-point (CoMP)
transmission in LTE-advance (LTE-A) to improve QoS for mobile-cell’s backhaul
link. In LTE-A, CoMP utilizes coordination between neighboring cells to improve
the QoS for the cell-edge users. The authors in [44] utilized CoMP to enable
smooth handover as mobile-cells move from the coverage of a resident macro-cell
to the neighboring cell. The authors have demonstrated 40% reduction in outage
probability of on-board users. Similarly, [31] has demonstrated that installation
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Table 2.1: A comparison of optical and wireless backhaul links.

Characteristic feature Optical Backhaul Wireless Backhaul

Bandwidth support Very large (> Gbps) Small to medium (Mbps)
Interference issues None Yes
Mobility support Only deterministic Deterministic/random
Deployment/maintenance
cost

High Low

Connectivity to cellular
network

In-direct links Direct

In-vehicle data services Yes Yes
In-vehicle cellular services No Yes

of dedicated antenna within trains increases uplink cellular coverage for on-board
users by 50%. The authors have also extended the use of mobile-cell to provide
services to the out-of-vehicle cellular users at the cell-edges through cooperative
communication.

Many transport service providers have started offering on-board wireless Inter-
net for the commuters [50]. Up until now, Wi-Fi has remained a prime candidate
for such services as all modern devices support this technology [51,52]. However,
since Wi-Fi operates on unlicensed Industrial, Scientific, and Medical (ISM) radio
bands and follows carrier sense multiple access (CSMA) medium access control
(MAC) protocols, high performance cannot be guaranteed, particularly as the
number of users increases. On the other hand, interference management in unli-
censed bands will pose additional challenges for mobile network operators [53]. In
order to solve issues such as user authentication, user billing, and providing user
security, the existing Wi-Fi modules inside cellular equipment have to access the
device’s universal subscriber identity module (USIM). This requires changes in
device’s hardware and software [30]. Wi-Fi provides only data services and often
users need to switch to cellular mode. More importantly, an on-board Wi-Fi can-
not boost the actual capacity of cellular networks [54]. As mobile phone operators
are lowering the cost of data services, it is anticipated that more users will shift to
cellular mode as compared to often bandwidth-limited and less ubiquitous Wi-Fi
technology [55].

The performance enhancement for in-vehicle communication using cellular
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Table 2.2: A comparison of Wi-Fi vs cellular in-vehicle access links.

Characteristic feature Wi-Fi Cellular

Band support 2.4/5 GHz Sub-6 GHz / mmWave
Control for cellular operators Complicated Easy
Deployment/maintenance cost Low Low
Connectivity to cellular networks In-direct links Direct
In-vehicle data services Yes Yes
In-vehicle cellular services No Yes

ALs has been reported by several researchers, for example [19, 30, 56–58]. The
authors in [59] have proposed wireless backhaul for mobile-cell coupled with
mmWave-enabled AL to mitigate interference between out-of-vehicle and in-vehicle
communications. Researchers in [14] have demonstrated that 60 GHz spectrum
is an ideal candidate for short range indoor AL communication.

From security point of view, researchers in [60] have proposed a mechanism to
secure physical layer transmissions for in-vehicle users. The researchers have ex-
ploited differences in channel state conditions to distinguish between a legitimate
user and an eavesdropper. The out-of-vehicle eavesdroppers are denied access to
in-vehicle transmission exploiting VPL which severely reduces the signal quality
outside mobile-cell. At this stage, it is important to mention that the considera-
tions of security parameters are out of scope of this thesis and are only provided
for the sake of completion of our discussion.

With the on going discussion on architecture for mobile-cells, several use cases
have also been proposed by researchers which stem from the increasing cellular
users’ demand for high quality of services and ubiquitous connectivity. The next
section will focus on some of these use cases.

2.2 Mobile-Cell’s Use Cases

The role of mobile-cells as an intermediary relay for public safety has been pre-
sented by Shin et al. in [32]. The authors have demonstrated that using sidehaul
links, a mobile-cell may extend coverage to the cellular devices in unconnected
regions and link to the core network using wireless backhaul channel as shown in
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Figure 2.2: Mobile-cell assisting communication in out-of-coverage
region as presented by Shin et al. [31]

Figure 2.2. In this research, the sidehaul operations share cellular uplink spec-
trum as specified by 3GPP, while the relaying operations utilize 700 MHz band
dedicated for public safety use cases [61].

The authors in [58] have demonstrated that mobile-cell assisted communica-
tion in dense metropolitan areas will improve network connectivity for out-of-
vehicle users. However, authors in [45] cautioned that inefficient deployment of
mobile-cells will cause severe interference to static cellular layers. The authors
have emphasized that unplanned and random mobility of mobile-cells may de-
crease the overall network performance. In particular, when a mobile-cell moves
towards out-of-vehicle users that share the same sub-channels as in-vehicle users,
high interference between the links may reduce the QoS for all resource shar-
ing devices. On the contrary, the planned mobility of mobile-cells demonstrated
significant improvement in QoS for all users, particularly at the cell-edges.

The increasing trend of using mobile data by commuting users is exerting
excessive load on the cellular bandwidth. Hence, researchers have also proposed
to install on-board cache mechanism [23, 25, 30]. In [30], authors demonstrated
the role of a mobile-cell as a relay between in-vehicle user and the macro-cell base
stations, and as a mobile cache. The authors demonstrated that in cases where
mobile-cells act as relays, the main bottleneck for maintaining high QoS is the
backhaul link. As a simplistic solution, the authors proposed to solve this issue
by increasing the available bandwidth for the backhaul. Researchers in [31] have
argued that the role of mobile-cells as relays should not be limited to providing
in-vehicle services. The authors demonstrated that mobile-cells can also relay
macro-cell transmission to out-of-vehicle users at the cell-edges through sidehaul
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cooperative communication. However, before establishing sidehaul links (with
neighboring mobile-cells or out-of-vehicle users), mobile-cells must discover their
neighboring devices. Hence, in the next section we will show how the researchers
have addressed neighborhood discovery in the past.

2.3 Neighborhood Discovery

In a device-centric communication, each node (e.g., mobile-cell) has to maintain a
neighborhood table to exchange data over its sidehaul links with neighbors [62].
For this purpose, nodes announce their presence by broadcasting Beacon sig-
nals periodically, as shown in Figure 2.3. A beacon payload may contain posi-
tioning information, MAC/IP address, or other relevant data. Upon successful
reception of beacon messages, all interested nodes update their neighborhood ta-
bles [63]. The existing algorithms make use of this table to establish SL. There are
two broad categories of neighbor discovery algorithms that have been presented
in the literature. The first category includes the ALOHA-like algorithms [64],
while the second category relies on schemes that are derived from LTE/LTE-A
standards [65].

2.3.1 Details of Discovery Procedures

The ALOHA-like discovery procedures follow random transmission and reception
of beacons [66]. Devices participating in this type of neighborhood discovery
randomly select a time-slot to broadcast beacons. When in the receiving mode,
interested nodes listen for beacons during the remaining time. In slotted (also
called synchronous) ALOHA, as depicted in Figure 2.4, nodes can only transmit
beacons at the start of the time-slot [67]. On the contrary, nodes participating
in unslotted (also called asynchronous) ALOHA discovery can transmit at any
time [68]. A successful discovery occurs if and only if a single node (within the
discovery range of receiving node) transmits during a certain time period, called
the vulnerable period. For example, as depicted in Figure 2.5, Node 1 (or N1)
and N3 are successfully discovered by all neighbors (not shown in the figure)
as no other nodes transmitted during their vulnerable period of 2τ . Examples
of collision can be seen when N1, N2 collide during the first failure phase, and
N2, N3 collide in the second failure phase. Due to collision, the neighbors could
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Figure 2.3: Discovery Phase and sidehaul communication between
mobile-cells

not discover transmitting nodes and N2 remains undiscovered. The main draw-
back in ALOHA-like algorithms is the pure randomness in transmitting beacon
messages which deteriorates the time-to-discovery. The slotted schemes are syn-
chronized and may reduce the time-to-discovery, however it is very difficult to
achieve synchronization in distributed ALOHA-like algorithms [67].
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Figure 2.4: Example of one-way slotted ALOHA discovery proce-
dure with single transmission channel.

On the other hand, several LTE-A enabled neighbor discovery schemes have
been presented in the literature, [33, 69–74]. 3GPP has specified guidelines for
discovery scheme in Release-12 which have been revised in Release 13 and 14.
Under these guidelines, neighbor discovery can occur only during a dedicated
physical sidelink discovery channel (PSDCH) [75], as shown in Figure 2.6. Each
PSDCH-period containsM sub-frames and shares spectrum with physical uplink
shared channel (PUSCH) [75]. The PSDCH-period is repeated after every ∆τd
milliseconds. No uplink cellular transmission takes place during PSDCH-period.
Each beacon is transmitted over a Beacon Transmission Unit (BTU), where a
BTU consists of two consecutive resource blocks in the time domain (i.e. two slots
or a sub-frame). A BTU carries payload which contains all information related to
the transmitter. A node’s discovery may fail due to collision. A discovery may also
fail due to half-duplex constraint [63]. The collision occurs when, for example,
two nodes in close vicinity use the same BTU for beacon transmission, hence
both the nodes remain undiscovered by their common neighbors. Half-duplexing
occurs when multiple nodes select the same sub-frame, even with different sub-
channels, and could not discover to each other [33]. This is due to the fact that a
device can either transmit or listen during any given time. For example, referring
back to Figure 2.6, N1, N2, and N3 are unaware of each others’ existence due
to half-duplex constraint. On the contrary, other neighbors can discover these
nodes.

From an operational point of view, neighbor discovery procedures can be
categorized as either network-assisted or autonomous discovery procedures [33].
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Figure 2.5: Example of one-way unslotted ALOHA discovery pro-
cedure with single transmission channel.

In network-assisted discovery, all or most aspects of transmission, such as resource
allocation, power-control, etc., are controlled by a network entity such as the
base station. On the other hand, nodes participating in autonomous discovery
procedure select their own transmission resources and power. The literature
related to these two categories is presented in the following sub-sections.

2.3.2 Network Assisted Discovery

The most important aspect of network-assisted discovery schemes is the central
management of important parameters such as device synchronization [76–78],
resource allocation [79, 80], and transmit power control [80–82], etc. For exam-
ple, in [80], a base station divides nodes into two groups based on their respec-
tive locations. Nodes located far away from the base station are categorized as
Group-1, while remaining devices are ranked as Group-2. The PSDCH-period
(as shown in Fig. 2.6) is accordingly divided to manage beacon transmissions,
and BTUs are assigned to each device. The base station also assigns transmission
powers for beacon broadcasting to reduce interference among nodes.

In another work presented in [73], the base station measures euclidean dis-
tance between any two nodes to calculate node proximity before initiating dis-
covery process. The base station then transmits neighbor’s information to the
intended devices to accomplish discovery process. In [69,74], the authors proposed
LTE-A underlaid discovery models whereby resources are allocated to each node
by the base station. These researches do not follow 3GPP specifications for
neighborhood discovery. In [69], the authors have demonstrated that discovering
devices can share spectrum with downlink cellular communication to increase the
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Figure 2.6: 3GPP specified neighborhood discovery frame structure.

overall sum rate of the network. However, this downlink underlaid discovery is
accomplished at the expense of more transmit power for all devices. In [74], us-
ing the channel state information of each node, the base station estimates nodes’
spatial locations and proximity. The base station then allocates a timing window
to each device. Each node is allowed to broadcast its beacon and listen to the
neighbors within this timing window. Note that the two nodes with similar CSI
are assigned the timing window such that they receive each other’s beacon mes-
sages with high probability of success. However, the performance of this scheme
degrades as the number of devices increase. Authors in [79] have presented a
base station governed interference management scheme to assist discovery pro-
cedure underlying an LTE-A system. The base station assigns resources to all
participating devices to ensure the successful completion of discovery process.

In [83], the authors have proposed a network-reliant vehicular discovery mech-
anism in which the base station broadcasts vehicles’ information in a particu-
lar geographical region. The proposed scheme extensively relies on the existing
LTE-A downlink control channel to distribute the information to fast moving
vehicles in a highway environment. However, such an approach will exerts addi-
tional load on the base station.

The main parameters of transmission are computed by the base station in the
network-assisted discovery as reported in [69, 73, 74, 79–83]. However, with the
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Figure 2.7: (a) Simple one-way ALOHA discovery (b) Gossip-based
one-way ALOHA discovery.

large number of connected devices in the future, it is likely that the network-
assisted mechanisms will consume excessive bandwidth for overhead signaling.
Hence, the researchers are focusing on autonomous discovery mechanisms which
can operate even in the absence of network coverage.

2.3.3 Autonomous Discovery

The autonomous discovery aims at mitigating the role of base station (or network)
in discovery process and reduces overhead signaling [33]. Such schemes are also
appropriate for neighbor discovery in regions where network coverage is poor or
does not exist at all.

In an out-of-network scenario, Vasudevan et al. have proposed ALOHA-like
neighborhood awareness scheme using “gossip-based” one-to-many approach in
[84]. Using one-to-one scheme, a node only broadcasts its own details in the
beacon message to its one-hop neighbors as shown in Figure 2.7(a). On the
contrary, gossip-based approach enables indirect neighbor discovery by sharing
the entire neighborhood table in the beacon message to enable quick discovery,
as depicted in Figure 2.7(b). The Gossip algorithms drastically reduce time-
to-discovery as compared to one-to-one discovery approach. In [67], the same
authors have simplified the task of neighbor discovery as a Coupon Collector’s
problem.

In [85–88], multi-way and multi-channel ALOHA-based algorithms have been
presented to ensure timely completion of the discovery process. In each of the
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mentioned researches, the authors have developed unique multi-way feedback-
based algorithms. It was noted in [88] that with the availability of multiple
channels, the nodes acheive successful discovery with low collision probabilities.
The neighborhood discovery schemes presented in [67,68,84–88] are ideally suited
for machine-type communication or sensor-networks, etc. where participating
nodes are either static, or moving with low speed.

In [89], Chao et al. proposed a bio-inspired algorithm to simultaneously ac-
complish synchronization and discovery. The researchers have developed a tech-
nique that is inspired by firefly algorithm, which is suitable for any protocol.
However, the time-to-convergence for such algorithms still remains too high for
applications such as mobile-cell discovery. In [90], researchers have argued that
beacon transmission for discovery purposes is often accompanied by background
transmissions (e.g., for data exchange) made by other proximity devices. In such
cases, the signal-to-interference-plus-noise ratio (SINR) gets lower and the re-
ceivers may fail to decode the beacon. Hence, the authors have proposed a novel
correlation based discovery scheme whereby every device generates a Pseudo-
random sequence consisting of a specific preamble and a signature. At the re-
ceiving nodes, the algorithms use cross-correlation to decode these preambles and
signatures to discover the respective transmitter. The authors tested this scheme
on Universal Software Radio Peripheral (USRP) hardware test-bed to demon-
strate that the proposed mechanism efficiently discovers neighbors even in high
interference environments.

In an LTE-A enabled scheme presented in [70], authors have developed si-
multaneous neighbor discovery and sidehaul channel estimation mechanism by
listening to the standard uplink transmission from the peers in the vicinity.
In particular, the authors have focused on sounding reference signals (SRS) and
physical random access channel (PRACH) in the LTE-A. Researchers in [91] have
proposed channel sensing based resource selection for beacon
transmission for discovery purposes. The authors have demonstrated that chan-
nel sensing reduces the chances of beacon collisions as compared to purely random
discovery.

Another out-of-coverage discovery scheme is presented in [92], in which
authors have developed an adaptive wake-sleep cycle for beacon transmission
and reception. The nodes remain asleep unless the probability to contact neigh-
bors surpasses a threshold. This probability is predicted based on a stochastic
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Table 2.3: Highlights of network-assisted and autonomous discovery
schemes.

Characteristic feature Network-Assisted Autonomous
Operational domain In-coverage In-coverage, out-of-coverage.
Synchronization base station base station, independent.
Collision/half-duplex failures None Inevitable.
Time-to-discovery Highly predictable Less predictable.

model which uses node’s contact history as an input parameter. However, the
authors have focused on improving energy efficiency, instead of parameters like
time-to-discovery, etc.

In 3GPP governed autonomous discovery (also known as mode-2 type proce-
dures [93]), the devices select BTUs randomly from a dedicated time-frequency
resource pool (See Fig. 2.6). The main reason for failures in mode-2 type are
collision and half-duplexing. In [94], Hong et al. proposed to carry collision infor-
mation in the BTU payloads (i.e., actual message in a beacon) to avoid failures
in discovery. More recently, researchers in [71, 95] have proposed to optimize
transmission probability to increase successful beacon delivery in out-of-network
scenarios. The proposed schemes rely on the number of nodes in the vicinity of
beacon transmitter. As an extension to [71], researchers in [96] and [97] have pre-
sented algorithms that predict optimal transmission probability based on number
of discovered devices in the neighborhood table.

The algorithms proposed in this section [67,68,70,71,84–92,94,95], like most
others in the literature, have focused on discovery procedure from the stand
point of static nodes. However, many 5G-enabled nodes, such as mobile-cells,
will be non-stationary [98–100]. A survey of mobility-aware neighborhood dis-
covery for IoT applications has been presented in [66]. However, all the schemes
discussed in this survey cover non-cellular protocols including 802.11, Zigbee,
or Bluetooth standards, etc. On the other hand, a network-reliant vehicular dis-
covery scheme has been presented in [83] . However, the excessive reliance on
network in this scheme makes neighbor discovery impossible in regions without
cellular coverage.

As part of our contribution in this thesis, we will propose a modified PS-
DCH frame structure for out-of-network mode-2 type discovery in Chapter 3.
We will later use a more robust approach in Chapter 4 and utilize proximity
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Table 2.4: Summary of neighborhood discovery schemes.

Related Work Type of schemes Operational Domain

[67,68,84–88] ALOHA-like discovery In-coverage,
out-of-coverage

[69,73,74,79–83] LTE/LTE-A network-assisted
discovery.

In-coverage only.

[70,89,90,92] Non-3GPP distributed discov-
ery.

In-coverage,
out-of-coverage.

[71,91,94–97] 3GPP-enabled distributed dis-
covery.

In-coverage,
out-of-coverage

awareness to increase the probability of successful discovery. In Chapter 4, we
will also an analytical model for mode-2 type neighbor discovery by a moving
mobile-cell.

In the next section, we will cover the literature review for our second research
objective, i.e., interference management and resource allocation for mobile-cells.

2.4 Interference Management

The envisaged heterogeneous architecture of 5G comprises of multiple tiers. The
most popular layout for HetNets contains a macro-cell layer underlaid by small-
cell layers as shown in Figure 2.8. The small-cells enable high spatial reuse of
spectrum through deployment of several low-powered base stations [101]. The
coverage of small-cells is smaller. Therefore, significant network densification is re-
quired to enhance cellular capacity [102] using small-cells. An immediate concern
associated with increasing the number of small-cell transmitters is the increased
level of interference. More recent generations of cellular networks, i.e., Long Term
Evolution (LTE) and LTE-Advanced use orthogonal frequency-division multiple
access (OFDMA) modulation scheme which successfully eliminates intra-cell in-
terference. However, cell-edge users still suffer from co-channel interference from
the neighboring cells [103].

A key to designing any interference management and resource allocation
scheme for HetNet is modeling multiple cellular layers with random base sta-
tion deployments. Cellular network models enable researchers to examine the
effect of base-station’s location and the position of cellular users, inter-layer and
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Figure 2.8: An example of 5G heterogeneous network comprising of
multiple layers of communication.

intra-layer interference, and channel conditions etc. Hence, in the next section, we
will review the network modeling techniques that are available in the literature.

2.4.1 Cellular Network Modeling

The coverage of cellular base stations has been traditionally examined using a
hexagonal grid design (See Fig. 2.9) [104]. The hexagonal grid model is quite
simplistic in terms of its coverage representation and fails to capture random-
ness in the modern cellular architecture. The grid model is also mathematically
intractable [105]. To evaluate the performance metrics using the grid model, a
complex network-level simulation is usually required. On the contrary, in the fu-
ture HetNets, base stations are expected to be deployed in heterogeneous manner.
Multiple layers of cells of different sizes and radio access technologies (e.g. sub 6
GHz and mmWave etc.) will transform the network into more complex form than
the one represented by a simplistic hexagonal grid. Therefore, researchers have
started to rely on tools of stochastic geometry to model future cellular networks
with more accuracy and mathematical tractability [106–108].

From the deployment point of view, the randomness in the heterogeneous
networks can be accurately captured using Point Processes (either homogeneous,
non-homogeneous, or clustered point process etc.) [109]. In a pioneering research
in [106], J. Andrews et. al. have developed a comprehensive analytical and
tractable mathematical model for downlink cellular network using homogeneous
Poisson point process (H-PPP). Extensions to this research includes designing a
K-tier HetNet model [107] and uplink communication model in [108]. To validate
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the use of stochastic geometry tools, these researches compared the proposed
models with the data available from cellular operators and hexagonal grid ar-
chitectures. For example, in [106], it was observed that compared to the actual
base station deployment, the proposed H-PPP model provides the lower-bound
of cellular coverage (pessimistic analysis) and the grid-design provides the upper-
bound of coverage (optimistic analysis). Interestingly, all three models (real-
world, hexagonal, and PPP) demonstrated similar trends in terms of coverage
probability.

Several researchers have utilized the findings in [106–108] to explore interest-
ing properties of heterogeneity in networks and proposed novel mechanisms to
improve network performance. For example, the researchers in [110] have pre-
sented an intelligent ON/OFF mechanism for randomly deployed small-cell base
stations. The uplink analysis of dense cellular networks have been presented
in [111] considering dual-slop path loss model, i.e., line-of-sight (LoS) and non
line-of-sight (NLoS) transmissions. Often researchers consider only either LoS
or NLoS transmission model during analysis to develop tractable mathematical
model. However, the results in [111] have demonstrated that both LoS and NLoS
transmissions have significant impact on the analysis performed for the coverage
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Figure 2.10: Voronoi tessellation for the H-PPP. The blue and red
dots depict the macro-cell and small-cell base stations, respectively.

of dense cellular networks. The authors in [112] have proposed a stochastic dis-
tance based inter-cell interference coordination scheme for small-cell networks.
Likewise, authors in [113] have used cluster-based stochastic geometry to model
communication for small-cell networks.

Note that in contrast to conventional grid model, the coverage region around
the base station in a PPP forms a Voronoi cell [109]. As shown in Figure 2.10,
the cell boundary of a randomly deployed cell is formed by the line segments that
are equidistant to the closest two sites. Hence, the cell sizes and the location of
base stations are both described as random variables. Consequently, inter-cell
interference also depend on, at least, two random variables that are channel gain
and the distance from the interfering transmitter. This is in striking contrast
to the hexagonal grid model [6] and has made the performance analysis a more
complicated and non-trivial task, even for fixed small-cells.

Since there are many similarities between fixed and mobile cells, for the sake
of completeness, the review in the next sub-section will focus on fixed small-
cells. This review will enabled us to learn important lessons which we will utilize
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appropriately in this thesis.

2.4.2 Interference Mitigation in Fixed Small-Cells

The randomness associated with the distribution of fixed small-cell base stations
makes coverage analysis a challenging task [18]. Analysis of user association
with macro-cell and small-cell layers is another challenge in modern networks.
Researchers have utilized multiple approaches to solve these challenges which we
will discuss in this section.

i. Stochastic Analysis

In order to perform coverage analysis and develop user-association model for
a two-tier cellular network, the authors in [114] have used stochastic method.
The authors have used joint and disjoint sub-channel access schemes (JAS and
DJAS, respectively) for small-cell user associations. In JAS, the whole spectrum
is shared by the two layers while DJAS only allows partial spectrum for the small-
cell layer. The macro-cell can use the entire spectrum in both cases. From the
point of view of user association, open and closed access schemes were considered.
In the closed access scheme only registered cellular users can communicate with
small-cell access points (SAP). On the other hand, in the open access scheme,
cellular users can communicate to any base station (either in macro- or small-cell
layer) whose signal strength is above a certain threshold. The optimization of
resource allocation for JAS and DJAS was performed with constraints on suc-
cess probability and throughput for each layer. Intuitively, the open access user
association coupled with JAS delivered optimal system throughput and coverage
because the users can associate to the layer that delivers the best signal quality.

The researchers in [115] have proposed frequency reuse model for indoor small-
cell network, exploiting material penetration losses (e.g., through walls, floor, or
roofs) in a building. Different scenarios for the two-layered architecture were con-
sidered by the authors, each of which allowed resource-sharing between macro-
and small-cell layer. In the first scenario, when reference signal received power
(RSRP) is below -100 dBm, the small-cells were deployed at macro-cell’s bound-
ary. In this setting, frequency sharing provided very high throughput. The
small-cell deployment extended coverage to as far as 60 meters. In the second
scenario (−100 dBm ≥ RSRP ≥ −10 dBm), the small-cell coverage decreased

31



Chapter 2: Literature Review.

Figure 2.11: Flow diagram for the operations as presented by Chen
et al. [108]

by 25% in comparison. The authors also considered small-cell clusters within
a macro-cell layer to study inter-tier and intra-tier interference. In this case,
the small-cell coverage reduced to 36% as compared to scenario-I. The simula-
tions have demonstrated an average coverage gain of more than 25% using indoor
small-cell deployment.

Virtual resource allocation with full-duplex self-backhauled communication
has been presented by Chen et al. in [116]. The proposed network infrastructure
used virtual resources (VRs) including radio spectrum, macro-cell base station
(MBS), small-cell base station (SBS) and transmission time slots. The VRs were
managed by an Infrastructure Provider (InP) which also owns MBSs, SBSs, and
radio spectrum to offer services to different mobile virtual network operators
(MVNOs). This model exploited sharing of the same physical resources and
infrastructure with multiple MVNOs to fulfill network demands. Figures 2.11
and 2.12 show the overall scenario and the block diagram of the model proposed
in [116], respectively.

Researchers have also used optimization tools to solve complex interference
problems. This topic is covered in the next subsection.
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Figure 2.12: Virtualized (abstracted) layers as modeled by Chen et
al. [108]

ii. Optimization based Solutions

A popular tool that researchers have used to optimize complex resource alloca-
tion problems is graph coloring. In graph coloring the adjacent vertices (i.e.,
transmitter-nodes) are joined with each other via edges (i.e., interference). The
coloring objective is to ensure that adjacent vertices are not assigned the same
color. Colors may represent a distinctive parameter such as a sub-channel. An
example has been shown in Figure 2.13 in which cell-1 has cell-2 and cell-6 as
neighbors. Cell-1 is colored red, while cell-2 and cell-6 are colored green and blue,
respectively. Note that the difference in coloring for cell-2 and cell-6 is due to the
fact that they are also neighbors. Other objective of any graph coloring scheme
may be to utilize minimum number of colors (i.e., in terms of cellular networks,
use minimum number of sub-channels for better spectral efficiency, etc.)

Exploiting the tools of stochastic geometry and graph coloring, Sadr et al.
presented a partially distributed resource allocation method for a small-cell net-
work [117]. The scheme comprises of cell association (step 1), load estimation
at small-cell base station (step 2), channel assignment to each SBS (step 3), and
resource allocation to associated users (step 4). Steps 1, 2, and 4 occur at indi-
vidual SBSs to offload the core network. Each SBS calculates average data rate
requirement as per its user association, and informs the network core (step 1 and
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Figure 2.13: Example of graph coloring scheme for resource-sharing
between neighboring cells.

2). In step 3, the network core uses graph coloring to allocate sub-channels to
each of the small-cells. Finally in step-4, sub-channels are distributed by SBS to
individual users. Such an scheme requires an additional backhaul communication
link between small-cells and the core network.

In another two-layered network scenario, distributed resource allocation for
downlink cellular communication has been presented in [118]. In the proposed
scheme, the small-cell base stations maintain a strong interference table (SITable)
and a weak interference table (WITable). SITable and WITable register interfer-
ence levels from the neighboring cells. Two more tables, strong resource status
table (SRSTable) and weak-resource-status-table (WRSTable), are maintained at
each base station which record information of resource blocks (RB) assigned to
the cells in SITable and WITable, respectively. The SITable records the neigh-
bors with strong interference to the serving cell, and its associated SRSTable
maintains information about the RBs being currently used in the cells within
SITable. Based on the information in SRSTable and WRSTable, the base sta-
tions allocate RBs to the users. During resource allocation, priority is given to
RBs that are not presented in both WRSTable and SRSTable, followed by RBs
present in WRSTable. This mechanism ensures minimum inter-cell interference.
The overall objective in [118] is to find the optimal resource allocation solution in
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Figure 2.14: System model as presented by Abdelnasser et al.

each timeslot to maximize the average throughput of the system while satisfying
the minimum data rate demand of each cellular user.

Abdelnasser et al. [119] have presented resource allocation and small-cell ad-
mission control framework in another two-layered network. The resource alloca-
tion problem for both the macro- and small-cell tiers was formulated as optimiza-
tion problem. The macro-cell, being aware of the small-cells within its coverage,
allocates resources to its users ensuring maximum tolerable interference. On the
other hand, the small-cells aim to maximize the number of admitted users follow-
ing minimum spectrum constraint (i.e., using as fewer sub-channels as possible).
Macro-cell assigns sub-channels to its users and calculates maximum tolerable
interference per sub-channel. On the other hand, the small-cells enable channel
reuse by controlling transmit power per sub-channel. This way the inter-layer co-
channel interference is minimized. Both layers are connected to the core network
through wired Internet link as shown in Figure 2.14. In this iterative process,
dual-decomposition method has been used to decentralize resource allocation at
the small-cell level. The flowchart for [119] is shown in Figure 2.15.
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Figure 2.15: Flow diagram for the operations as presented by Ab-
delnasser et al.
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iii. Game Theoretic Approach

Game theory is another interesting tool that researchers have used for interference
mitigation. The idea behind this technique is explained by Zhang et al. in
[120]. The authors considered a network with macro-cell and cognitive small-
cells (CSC), such that the later share the spectrum in an opportunistic manner.
The macro-cell broadcasts the so-called “interference temperature” at regular
intervals to the CSC base stations. The small-cell uplink sub-channel and power
allocation problem is solved using Nash’s bargaining game to alleviate the cross-
tier interference. This optimization problem maximizes the rate (i.e., utility in
the game) for the cognitive small-cells while adhering to QoS for the primary
macro-cell users.

In [121,122], Semasinghe et al. have used evolutionary game theory to develop
distributed resource allocation scheme for downlink transmissions. In this work,
each small-cell base station acts as an agent interested in selecting strategy to
maximize its utility. The total SINR for all users is considered as the utility of
SBS. The combination of sub-carrier and power levels (referred to as transmission-
alignment) helps to develop the set of strategies for the agents in the game. First,
the SBSs select random transmission-alignment values. Meanwhile, the central
core broadcasts the average network utility. Then the SBSs compare their utilities
with the average utility of population as broadcasted by the network (i.e., small-
cell network). If the SBSs’ utility remains lower than the average value, the SBSs
raise their users’ power levels. When the maximum power level is reached, the
SBSs randomly select another available sub-carrier and repeat the process.

Table 2.5 summarizes the research work discussed for interference manage-
ment and resource allocation for HetNets with fixed small-cells. Note that the
resource allocation mechanisms presented in [106–108, 110–122] observed inter-
ference management from the point of view of fixed cellular layers. On the other
hand, mobile-cells rapidly change their positions and hence interference pattern
varies very quickly. Furthermore, there are at least three links associated with
the mobile-cells, i.e. backhaul, access, and sidehaul links. Therefore, interference
management and resource allocation are more challenging for mobile-cells. In the
next subsection, we will provide a review of how the researchers have addressed
these challenges in the past.
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Table 2.5: Summary for resource allocation and interference miti-
gation in HetNet with fixed cells.

Proposal Core Technique Resource allocation type

[119] MINLP Optimization for tier
aware RB and power allocation

Resource allocation and ad-
mission control

[116] Full duplex self-backhaul, vir-
tual resource allocation

-

[106–108, 110,
111,113]

Stochastic Geometry sub-channel allocation

[112] Stochastic Geometry Distance based inter-cell inter-
ference coordination

[114] Stochastic Analysis and opti-
mization

Resource allocation and ad-
mission control

[115] Stochastic Analysis, System-
level simulation

Resource Allocation and inter-
ference management

[117] (4-step) Graph coloring partial
distribution

Channel allocation

[118] Using Neighbor relation table
to decide orthogonal RB distri-
bution to UE in small-cells

Sub-channel and power alloca-
tion

[120] Cognitive Small-cell based
two-tier network, distribution
based on Nash Bargaining
Game

Sub-channel and power alloca-
tion

[121,122] Evolutionary Game Theory Sub-carrier and power alloca-
tion
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Figure 2.16: Dual spectrum resource allocation for in-vehicle and
out-of-vehicle users in a mobile-cell environment as proposed by
Chae et al. [115]

2.4.3 Resource Allocation in Mobile-Cells

Several researches, have demonstrated the performance enhancement of networks
with mobile-cell integration [19,26,30,43–46]. In [25], the researchers have empir-
ically demonstrated that a cache mechanism installed within mobile-cells can sig-
nificantly reduce bandwidth consumption for the network. Intuitively, a mobile-
cell with caching capability will not frequently access the core network. To achieve
optimal benefits from mobile-caching, [26] has proposed a radio resource manage-
ment scheme. The authors focused on downloading the data from macro-cell base
station to the mobile-cell. Based on content’s popularity, macro-cell base station
uses either broadcast or multicast mode. For example, if similar requests are
made by several mobile-cells, then the broadcast mode is used. The multicast
mode is used only if each mobile-cell requests unique contents. The popular con-
tents can also be requested from the neighboring mobile-cell over SLs. System
level simulations have demonstrated that optimal selection of transmission mode
(i.e., either multicast or broadcast) based on popular web content increased the
overall network performance. The network throughput improved with the rise
in content popularity and the number of mobile-cells. Furthermore, the mutual
sharing of contents among mobile-cells over SLs released the backhaul resources
for the conventional cellular users.

The mobile-cell may also act as relay for commuting users to increase the QoS
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MC 

Figure 2.17: System model as presented by Jangsher et al. for
deterministic mobility [48, 117].

by eliminating VPL [43]. In [19], authors have presented sub-channel utilization
for backhaul and access links in half-duplex decode-and-forward relays (HDFR)
within mobile-cells. The authors have used the same sub-channel for both links in
orthogonal time slots to increase the SINR for downlink transmission to in-vehicle
users. The researchers in [31] have demonstrated that HDFR may increase uplink
coverage for in-vehicular users by 50%. By using cooperative communication,
HDFR can also provide services to out-of-vehicle cellular users at the cell-edges.

The work in [45] has demonstrated the challenges associated with the addi-
tional interference that mobile-cells’ links may add to the network. Therefore it
is essential to devise dynamic resource allocation schemes for mobile-cells so that
interference to the fixed cellular layer is minimized. To eliminate the interfer-
ence between in-vehicle and out-of-vehicle cellular users, Chae et al. [123] have
proposed to use separate frequency bands as shown in Figure 2.16. By isolating
two operating bands (fo, f1 ∀fo > f1), this scheme eliminates intra-tier interfer-
ence, but, at the cost of poor spectral efficiency. Since frequency spectrum is an
expensive commodity, such a scheme is not a viable solution for mobile network
operators. In contrast, optimization based resource allocation methodologies for
mobile-cells have been developed by Jangsher et al. in [56,124–126]. The authors
have combined graph theory and mixed integer non-linear programming (MINLP)
to optimize resource allocation in networks containing mobile-cells. In [124], the
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Figure 2.18: Graph coloring as presented by Jangsher et al. for
deterministic mobility [481, 117].

authors have proposed probabilistic resource allocation for mobile-cell considering
the public transport mobility model presented in [127]. The proposed probabilis-
tic resource allocation utilizes the fact that buses often follow nondeterministic
route and timing. For vehicles that have deterministic mobility, such as for trains,
resource allocation algorithms have been presented by the same authors in [56]
and [125].

In [56, 124–126], the allocation of resources (i.e., sub-channel and transmit-
power) is formulated as an MINLP problem. In the proposed scheme, a central-
ized controller (e.g., base station) calculates the interference pattern for a fixed
timeslot. Because of its motion, mobile-cells interfere with adjacent cells as they
travel through their routes. Hence, the central core calculates the interference
patterns for different timeslots. Note that for each timeslot, several subslots are
formed based on the consequent interference patterns. Hence a single time inter-
val dependent interference (TIDI) graph is formed for each subslot. The number
of TIDI graphs depends on the speed and direction of vehicles. The core then
solves the optimization problem for sub-channels and power distribution for up-
link transmission for each TIDI graph for a single timeslot. In summary, the
centralized core has the following functions: (i) formation of graph for a time
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frame, (ii) solving the joint optimization problem for sub-channels and power al-
location, and (iii) resource distribution using graph coloring. Figure 2.17 shows
the system model and Figure 2.18 shows graph formation. The solid lines in
Figure 2.18 shows the permanent interference between two cells, e.g., between
the neighboring fixed cells or the mobile-cells. The dotted lines indicate varying
interference between the cells for a given time period. Intuitively, fine tuning for
timeslots is required to achieve accuracy which exerts additional load on the base
station in terms of computational complexity. In [126], the same authors have
presented resource allocation for BL using separated spectrum for in-vehicle and
out-of vehicle link.

In [30], Shah et al. have demonstrated that mobile-cell can be simultaneously
used either as relay between macro-cell base station and the commuting users,
or as a dedicated on-board cache for online content delivery. The authors have
demonstrated that multiple links of mobile-cells share resources with fixed macro-
cell layer. For example, access link for mobile-cell and the macro-cell users share
the same 2.0 GHz spectrum. On the other hand, uplink backhaul links of mobile-
cell shares spectrum with its sidehaul links on 3.5 GHz spectrum. Through sys-
tem level simulations, the authors demonstrated significant improvement in the
capacity of cellular network.

The solutions presented in [19, 30, 31, 56, 57, 123–126] have assigned either
dedicated frequency resources to mobile-cell’s individual link, or utilized sepa-
rate bands for in-vehicle and out-of-vehicle users. However, these schemes lower
the spectral efficiency of cellular network. On the other hand, in our research,
we have proposed resource sharing between mobile-cell’s links and out-of-vehicle
users. Our schemes not only guarantee QoS for each user, but also improve spec-
tral efficiency. We present resource sharing between downlink access link with
backhaul link and out-of-vehicle users in Chapter 5. The dense resource sharing
between uplink access link and out-of-vehicle users, along with sidehaul links is
presented in Chapter 6. Note that mobile-cells need to discover their neighboring
nodes before establishing sidehaul links. The neighborhood discovery constitutes
our first research contribution in this thesis, which we will present in the next
chapter.
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2.5 Related Publications

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Mobile-cells Assisting Future
Cellular Networks”, Vol. 37, Issue 5, IEEE Potentials, September 2018.

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Making a Case for Moving
Small Cells”, IEEE 26th International Telecommunication Networks and
Applications Conference (IEEE ITNAC), December 2016, Dunedin, New
Zealand.
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Chapter 3

Distributed Neighborhood
Discovery

3.1 Introduction

A mobile-cell may communicate with neighboring mobile-cells and out-of-vehicle
cellular users over sidehaul links to exchange data or to extend coverage of cellular
networks [23,30–32]. The network-independent sidehaul communication requires
a mobile-cell to discover its neighbors during the ‘neighborhood discovery phase’.
The Third Generation Partnership Project (3GPP) has specified a basic frame
structure for physical sidelink discovery channel (PSDCH) to facilitate neighbor-
hood discovery [93]. The PSDCH will eliminate the interference to/from conven-
tional cellular communication. The 3GPP specifications are meant to facilitate
neighborhood discovery for any device, not particularly mobile-cells. Therefore in
this discussion, we refer to any node seeking to discover neighbors as a discover-
ing user equipment (DUE), keeping in view that the proposed schemes and their
performance evaluations apply directly to mobile-cells. Regardless of the type of
device involved in the process, successful neighborhood discovery is limited by two
main factors: collision and half-duplexing. In this chapter, we propose a modified
discovery frame structure to mitigate these constraints. First, we present the fun-
damentals of neighborhood discovery procedure. Later, our contribution towards
achieving successful discovery to initiate sidehaul communication is presented.
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Base-stationCUE

Device centric links

Conventional cellular link

DUE
DUE

DUEDUE

MC1 MC2

MC = Mobile-cell CUE = conventional user equipment

DUE = Device-centric user equipment

Figure 3.1: A cellular environment with conventional communica-
tion and device-to-device communication.

3.1.1 Overview of Neighborhood Discovery

According to 3GPP specifications, devices can only transmit and receive discovery
beacons during the PSDCH-period as shown in Figure 3.2 which is periodically re-
peated after ∆Td milli-seconds. The DUEs can initiate discovery by autonomously
selecting transmission resources from PSCDH-period. This network-independent
mode of discovery, also known as mode-2, supports out-of-network autonomous
neighborhood discovery. However, mode-2 type discovery often suffers from fail-
ures due to the effects of collision and half-duplexing, which are the consequences
of random selection of beacon transmission resources.

As discussed earlier in Chapter 2, collision between two (or more) devices
occurs if both (or all) of them select exactly the same resource for beacon-
transmission. In this case, rest of the neighboring devices are unable to detect
either (or all) of the colliding devices. On the other hand, half-duplexing occurs
if more than one neighboring devices select different transmission resources (i.e.
different sub-channel) in the same sub-frame. Consequently each device fails to
discover one another.
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Figure 3.2: 3GPP standardized Physical Sidelink Discovery Channel
and frame structure.

Following 3GPP guidelines, researchers in [71, 94, 95] have proposed mecha-
nisms to avoid failures under mode-2 type discovery. Authors in [92] have pre-
sented a probabilistic wake-sleep process according to which nodes wake up to
transmit beacon messages following a stochastic process that exploits device’s
communication history. However, the authors has focused more on energy con-
servation of the devices than reducing collision or half-duplexing effects.

3.1.2 Research Contribution

To mitigate the effects of collision and half-duplexing, we have proposed a modi-
fied frame structure for neighborhood discovery. We have split the PSDCH-period
into two sub-periods. The participating devices will transmit beacon messages
in both sub-periods. If the transmission fails during the first sub-period, devices
will attempt to successfully transmit beacons in the subsequent sub-period. The
frame splitting will enhance the probability that the devices may get discovered
in either of the two sub-periods.

3.1.3 Chapter Organization

The rest of the chapter is organized as following. In Section 3.2, we present the
system model. Section 3.3 explains our proposed discovery frame structure. The
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R 

Neighboring nodes Tagged node 

Euclidian region 

Figure 3.3: Node distribution in homogeneous Poisson point pro-
cess.

analytical and simulation results are presented in Section 3.4. We conclude this
chapter in Section 3.5. The publication related to this chapter is presented in
Section 3.6.

3.2 System Model

We have considered that DUEs are distributed uniformly and randomly forming
a homogeneous Poisson point process (H-PPP) Φ with density λ (per m2) on the
euclidean plane. Each interested DUE has equal opportunity to participate in
the discovery process, that is, they can independently select any resource from
the available PSDCH time-frequency resource pool.

Each DUE can discover only those neighbors that are within its discovery
rangeR (in meters) as shown in Figure 3.3. With slight abuse of terminology,
the expected number of neighbors around any receiving DUE may be
considered as a binomial point process (BPP) ΦD with D points [Section
2.2.2, [128]]. For the sake of clarity, each point in a BPP refers to a neighboring
node. The discovery range R is same for all devices. Within the discovery range
of a DUE, there are an average of D = λπR2 − 1 possible neighbors. All DUEs
(including mobile-cells and out-of-vehicle users) are static at this stage. Mobility
shall be considered in Chapter 4.
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Neighborhood discovery can take place only during the dedicated PSDCH-
period which shares the spectrum with physical uplink shared channel (PUSCH).
Note that according to 3GPP Release-12, physical uplink control channel (PUCCH)
operates normally for transmitting uplink control signals from cellular user to
the base station, even during the PSDCH-period. The PSDCH-period is re-
peated after every ∆Td milliseconds and consists of |M| sub-frames such that
each sub-frame has a duration of 1 ms. A total of |F| sub-channels are available
per sub-frame. Interested DUEs select resources, called the beacon transmission
unit (BTU), during PSDCH-period (see Fig. 3.2) to transmit discovery beacons.
A BTU consists of two consecutive slots in time (also called a sub-frame) at a
given frequency. All nodes are assumed to be synchronized in time and frequency
following the 3GPP standards [76]. No cellular communication takes place dur-
ing PSDCH-period [Section 5.10.7 [78]]. This frame structure is same for both
frequency-division duplexing (FDD) and time-division duplexing (TDD). We have
used FDD mode in this work. However, our modifications can be used with TDD
mode equally well.

The sub-frames and sub-channels form the set M and F , respectively. The
individual sub-frames are denoted as m, such that m ∈ M = {1, 2, 3....|M |},
where |.| shows the cardinality of the set. Similarly, the sub-channels are denoted
as f ∈ F = {1, 2, 3...|F |}. Note that a sub-frame contains |F| sub-channels
as shown in Figure 3.2. In total |M × F| BTUs are available during a single
PSDCH-period and a BTU is represented as {(m, f) | m ∈M and f ∈ F}. Each
interested device randomly selects one BTU for beacon transmission. We have
considered collision based discovery at this stage to acheive tractability in the
analysis. Considerations of signal-to-interference-plus-noise ratio (SINR) will be
presented in Section 3.3.1.

DUE j may successfully discover the DUE i if both DUEs do not select the
same sub-frame and other devices do not select the same BTU as i. Mathemati-
cally, the successful discovery probability (δi,j) can be written as:

δi,j =
(
MF

1

)( 1
MF

)(MF −F
MF

)(
1− 1
MF

)D−2
. (3.1)

Since δi,j can be generalized for any transmitter-receiver pair i and j, we
will remove the subscripts in the remaining discussion. The probability that any
particular DUE is discovered by a receiver after n PSDCH-periods is:
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PD,i = 1− (1− δ)n. (3.2)

Given that there are D−1 neighbors within the coverage range of an arbitrary
receiver, the expected number of DUEs that can be discovered is given as:

E[ND] = (D − 1)× PD,i. (3.3)

In the next section we will propose a modified frame structure. Intuitively,
this modification should lead to higher successful discovery probability as each
device will transmit at least twice.

3.3 Multiple Beacon Transmission

The main modification in the proposed structure is that each PSDCH-period
of length |M| sub-frames and duration of tp (milli-seconds) is equally divided
into sub-period 1 and sub-period 2, with tp1 and tp2 milli-seconds, respectively.
Each sub-period now comprises of |M|/2 sub-frames. The devices will transmit
a beacon in one of the randomly chosen sub-frames, and will listen to the other
devices in the remaining tp1 . During tp2 , the devices will again randomly choose
a BTU for beacon transmission. Even if two (or more) nodes select BTUs in the
same sub-frame during tp1 , they may choose BTUs in a different sub-frame during
tp2 . The modified frame structure for the PSDCH-period is shown in Figure 3.4.
The frequency-time grid is similar to that shown in Fig 3.2 so it is not included
in the figure.

As the PSDCH-period is divided into two sub-periods, i.e., sub-period 1 and
sub-period 2, the discovery probabilities are respectively denoted as δ1 and δ2.
These probabilities are calculated in the same way as Eq. (3.1). The total
discovery probability for a given PSDCH-period becomes:

δT2 = δ1 ∪ δ2 − δ1 ∩ δ2. (3.4)

where δ1 = δ2 = δ due to homogeneity of the point process.
For a homogeneous binomial point process, Eq. (3.4) can be written as:

δT2 = 2δ − δ2. (3.5)
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Figure 3.4: Proposed frame structure for PSDCH-period following
3GPP guidelines. c© 2019 IEEE [35].

For the sake of completion of our analysis, we have also calculated the case
when PSDCH-period is divided into three (equally sized) sub-periods. In this
case, and following homogeneity of point process, the probability that a particular
neighbor is discovered by a receiving DUE is:

δT3 = 3δ − 3δ2 + δ3. (3.6)

In Section 3.4, we will compare the performance difference when we divide
PSDCH-period into two sub-periods, versus when PSDCH-period is divided into
three sub-periods.

3.3.1 Modeling Noise and Interference

In a noise and interference limited environment, SINR plays an important role.
During any discovery process, a DUE is discovered if the transmitted message
on a BTU-payload is decoded successfully by the receiving DUE. The success
in decoding beacon information is possible only if the SINR at the receiver is
greater than a threshold value [94]. The SINR of beacon transmitted by DUE i

and observed by receiver j is calculated as:

γi,j =
Pir
−α
i,j ζ|hi,j|2∑

k∈ΦD,k 6=i,j
Pkr

−α
k,j ζ|hk,j|2+σ2 (3.7)

where Ptx is the transmit power of transmitter tx, |htx,tr |2 is exponentially
distributed power for a Rayleigh fading channel between tx → tr, and rtx,tr is
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Table 3.1: Parameters for Monte-Carlo simulation.

Parameter Values
Range of discovery 500 m

Number of discovering devices in a cell 50 to 1000
Beacon transmit Power 23 dBm (-7 dB)

Channel Bandwidth 10 MHz
Number of sub-channels per sub-frame 44

Total Number of sub-frames 64
pathloss-exponent (α) 4

AWGN (σ2) -121 dBm
SINR threshold (γthr) 3 dB

Log-normal shadowing (ζ) 6 dB standard deviation

the distance between tx → tr. The symbols ζ, α denote the log-normal shad-
owing and pathloss exponent, respectively. The aggregate interference from the
other transmitters in ΦD excluding transmitter i and receiver j is denoted as∑
k∈ΦD,k 6=i,j

Pkr
−α
k,j hk,j. The Additive White Gaussian Noise (AWGN) is referred to

as σ2.
The node discovery under a noise and interference limited environment is

calculated using a detection parameter βi,j ∈ {0, 1}. For a given DUE receiver
j, βi,j = 1 when the SINR of the received beacon from ith DUE is above the
threshold (γthr). If the beacon from i is received with a lower SINR, then βi,j = 0.
Mathematically, we can express this binary parameter as:

βi,j =


1, γi,j ≥ γthr

0, γi,j < γthr
. (3.8)

We define ξj as the ratio of all DUEs discovered by receiver j ∈ Φ to the total
number of DUEs in ΦD which are within the discovery range of DUE j:

ξj = 1
D − 1

D∑
i=1,i 6=j

βi,j. (3.9)

3.4 Results and Discussion

To demonstrate the accuracy of our model and analysis, we will first focus on the
collision based model which does not include SINR decoding. In a collision based
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Figure 3.5: Analytical and simulation results per single discovery
period for various number of devices. c© 2019 IEEE [35].

model, if two (or more) devices select the same resource, they are not discovered
by their neighbors. On the other hand, in the SINR-based model, the device
with high signal strength gets successfully discovered if their SINR is above a
certain threshold. Hence, collision based model gives the pessimistic assessment
of successful discovery. In our simulations, we have run 500 iterations for each
case and then averaged the outcomes. The simulation observations were found
to be matching closely with the analytical results. The relevant parameters for
simulations are presented in Table 3.1.

Figure 3.5 shows the comparison of the successful discovery probability achieved
using the proposed and the conventional discovery frame structure. It can be seen
that the successful neighbor discovery probability per PSDCH-period decreases
linearly as the number of devices increases. However, the proposed scheme dis-
covers more neighbors compared to the conventional scheme.

For very large number of neighbors, the proposed scheme slightly underper-
forms as compared to conventional discovery mechanism. In fact, for the chosen
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Figure 3.6: Performance comparison of the proposed vs conventional
schemes for very large number of devices. c© 2019 IEEE [35].

Figure 3.7: Performance comparison between single, two, and three
beacons per PSDCH-period.
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Figure 3.8: Discovery results for different SINR thresholds (γthr).
c© 2019 IEEE [35].

parameters of M and F , the discovery ratio decreases even below the conven-
tional scheme for very high density of devices in the neighborhood. This is shown
in Figure 3.6. Note that the reduction in successful discovery is due to the fact
that as the number of devices increase, the failure in discovery will also increase
as more devices will select the same BTU and the sub-frame.

For the sake of completeness of our analysis, Figure 3.7 shows the comparison
of successful discovery probability when the PSDCH-period is divided into three
sub-periods. It can be observed that the difference in the discovery success ratio
with two or three sub-periods per PSDCH-period is only marginal. It can be
further observed that when PSDCH-period is sliced into three sub-periods, the
discovery probability starts to decrease sharply when participating devices gets
larger than 600. This is again due to the increased number of collisions and
half-duplexing when number of participating neighbors gets higher.

In Figure 3.8 and Figure 3.9, we present the simulation results introducing
noise and interference. If two (or more) DUEs select the same BTU, then the
DUE with SINR exceeding threshold level at the receiver gets successfully dis-
covered. We assumed the same communication range for all DUEs. Again, it
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Figure 3.9: Discovery results with different discovery ranges and
varying DUE distribution rate (λ). c© 2019 IEEE [35].

can be observed from Figure 3.8 that there is increase in the discovery ratio with
the proposed scheme as compared to conventional single beacon transmission.
However, this increase is lower than our initial expectations.

Figure 3.9 compares the proposed scheme against conventional single beacon
transmission model for different densities of neighboring nodes in a noise and
interference limited environment. It can be observed that for low density of
nodes, we achieve comparatively higher discovery ratio. This is especially true
for larger radius of communication for all DUEs. On the contrary, as the density
of nodes increase, the difference between the two schemes gets marginal.

3.5 Conclusion

In this chapter, we have presented our initial work to mitigate the effects of colli-
sion and half-duplexing in mode-2 type neighborhood discovery. All the nodes are
considered static in this chapter. We have proposed to split the PSDCH-period
into multiple sub-periods. We have observed that if the PSDCH-period is sliced

55



Chapter 3: Distributed Neighborhood Discovery

into two sub-periods, a comparatively higher probability of successful discovery
is achieved. Splitting the PSDCH-period into three sub-periods does not provide
any significant improvements. The gains achieved through the proposed scheme
depends upon the density of nodes in the neighborhood. For example, as the
number of neighbors gets very high, the proposed scheme tends to underperform
as compared to the conventional scheme. This is because as number of participat-
ing devices gets higher, the collision between devices also increases which result
in discovery failure.

In the next chapter, we will propose a dynamic discovery scheme which will
utilize the neighborhood information to transmit beacon messages. We will
demonstrate how this dynamic scheme will enhance the probability of successful
discovery using the knowledge of neighborhood density. We will also formulate a
mathematical model for the discovery by the moving device, such as a mobile-cell.

3.6 Related Publication

• Shan Jaffry, Syed Faraz Hasan, Yaw Wen Kuo, Xiang Gui, “Distributed
Device Discovery in ProSe environment”, IEEE Region 10 Conference (IEEE
TENCON), November 2017, Penang, Malaysia.
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Proximity-aware Neighborhood
Discovery

4.1 Introduction

3GPP has specified mode-2 type neighborhood discovery so that devices may
know their neighbors without network assistance [129]. The devices may then
establish sidehaul communication with their neighbors. For example, a mobile-
cell may communicate with neighboring mobile-cells [23] or with out-of-vehicle
users [32, 57]. Following the convention used in Chapter 3, we will use the term
discovery user equipment (DUE) to refer to all static devices that participate in
discovery process, including mobile-cells and out-of-vehicle users.

The inherent randomness of mode-2 type procedures may prolong the success-
ful discovery of neighbors due to collisions and half-duplexing effects as earlier
explained in Section 3.1.1. In the previous chapter, we have proposed a basic
modification to the PSDCH-period to mitigate these effects and expedite the dis-
covery process. We observed that our proposed scheme underperformed as the
density of neighboring devices increases. In this chapter, following the modifi-
cations by 3GPP in Release 14 (R-14), we will develop a scheme which adapts
according to the neighborhood density to increase successful discovery probabil-
ity. We will also develop a mathematical model to study the effect of mobility on
the neighborhood discovery by a mobile cell which, to the best of our knowledge,
has not been presented in the past literature. First, we will briefly explain the
modification related to neighborhood discovery in 3GPP R-14 in the next section.
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4.1.1 Overview of 3GPP Modifications

The 3GPP R-14 has introduced a transmission probability parameter
txProbability (TxP ) to control the beacon broadcast rate by DUEs. Each discov-
ery beacon is carried by a fundamental resource called beacon transmission unit
(BTU) (See Fig. 3.2). According to 3GPP, if a DUE wants to participate in the
discovery process, it selects a random variable, say p1, such that p1 ∈ (0, 1]. This
is an internal process within each device. The DUE will only broadcast its BTU
if and only if p1 < Txp [130], where TxP is the threshold transmission probabil-
ity which can take only 4 values: {0.25, 0.50, 0.75, 1.0}. In case p1 ≥ Txp, the
DUE will buffer its message and make another attempt to broadcast in the next
PSDCH-period using the same protocol. This mechanism has been introduced
by 3GPP to avoid redundant beacon transmission in regions where DUE density
is very high (Sec 6.3.8, [129]). If DUE density is very high and Txp = 1, excessive
collisions may occur leading to decrease in successful discovery probability. On
the other hand, if Txp is reduced to lower values, then the number of transmitting
devices during a given PSDCH-period will reduce. Consequently, the number of
failed attempts during the discovery phase will also decrease.

In the presence of network infrastructure, the base station broadcasts the value
for TxP . In a base station free environment, the DUEs select the predefined value
of TxP to begin beacon transmission. However, the selection of TxP value without
the awareness of the number of neighbors in the proximity of transmitting device
may lead to failure in discovery.

4.1.2 Research Contribution

The contribution of this chapter is the development of a proximity-aware mode-2
type neighborhood discovery scheme for network-independent scenarios. To this
end, we will first numerically formulate the effect of neighborhood density on the
successful discovery probability. We will propose a mechanism which will enable
a DUE to select optimal value of Txp based on neighborhood density. Devices
will broadcast beacons using this Txp value. Later, we will develop an analytical
model for the neighborhood discovery by a mobile DUE (mDUE), such as mobile-
cell. To the best of our knowledge, the mode-2 type discovery for mDUE has never
been studied in the literature before.
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4.1.3 Chapter Organization

The rest of this chapter is organized as follows. In Section 4.2, we present our op-
timized beacon transmission scheme. Neighbor discovery by a mDUE is presented
in Section 4.3. We will conclude this Chapter in Section 4.5. The publication
related to this chapter is presented in Section 4.6.

4.2 Adaptive Out-of-Coverage Discovery

4.2.1 System Model

In our system model, DUEs are distributed on the euclidean plane as a homoge-
neous Poisson point process (H-PPP) Φ with density λ. We consider that there
are D − 1 DUEs around DUE i ∈ Φ that participate in the discovery process,
where D = λπR2. With slight abuse of terminology, we can say that D forms
a binomial point process with |D| points [Sec. 2.2.2, [128]], and |.| shows the
cardinality of the set. Note that all devices have a discovery range of R (meters)
within which they can discover neighbors by listening to their beacons.

The PSDCH-period has |M| sub-frames and |F| sub-channels which make a
total of |M × F| available BTUs. Each DUE can select any BTU with equal
probability. We have considered a collision-based discovery model, i.e., if two
devices select the same BTU, their discovery messages will be lost due to collision.
All devices are assumed to be synchronized in time and frequency (Section 5.10.7
of [129]).

DUE i will successfully receive a beacon from DUE j ∈ D − 1 if the latter
does not collide with any other transmitting DUE, and i and j do not select the
same sub-frame for their respective BTUs. If Ψ is the probability of an event
when p1 < Txp, then probability that i discovers j is:

pj→i = Ψ
(

1− Ψ
M

) (
1− Ψ

MF

)D−2
(4.1)

The probability to discover j after n PSDCH-periods is:

ρ = 1− (1− pj→i)n (4.2)

DUE i successfully discovers DUE j in εij PSDCH-periods which forms a
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Geometric Distribution given by parameter pj→i, where εij = 1
pj→i

. For all D

DUEs, the successful discovery ratio is given by P = Dρ. Finally, for all static
DUEs within the discovery range, the expected number of discovered neighbors
after the discovery period Td can be found by using Exclusion-Inclusion principle
[131] as:

DTd = D
Td∑
n=1

(−1)n+1
Td
n

pnj→i. (4.3)

It is evident from Eq. (4.1) that successful discovery probability pj→i depends
on the factors such as Ψ,M,F , and D. Hence, with a prior knowledge of these
parameters, we can increase the discovery probability. Note that in case of net-
work coverage, the eNB decides the value of Ψ (or Txp) based on network traffic
conditions, etc. On the contrary, in case of network unavailability, Ψ will be a
pre-set constant [71]. We propose that DUEs can adaptively control Ψ to increase
the discovery probability, even in out-of-network environments. In the next sec-
tion, we will first formulate the optimal value of Ψ in terms of parameters like
M,D, etc. We will then present an adaptive out-of-network discovery scheme.
A complete list of important variables are presented in Table 4.1.

4.2.2 Optimal Transmission Probability

The expression of successful discovery probability given in Eq. (4.1) shows that
we can control pj→i by changing parameters such as Ψ,M, and F . This section
will evaluate the effects of these parameters on discovery probability, given the
awareness of the neighboring devices (i.e., information of D). To find the optimal
number of sub-frames required to increase discovery probability, we take partial
derivative of Eq. (4.1) with respect to M to get:

∂pj→i
∂M

= p′j→i(M) =
Ψ2

(
1− Ψ

FM

)D−2

M2 +
(D − 2) Ψ2

(
1− Ψ

M

) (
1− x

FM

)D−3

FM2
(4.4)

Letting p′j→i(M) = 0 , we get M∗ = Ψ(D − 1)
D + F − 2. After second partial deriva-

tive of p′j→i(M) and inserting M∗ in Eq. (4.4), we get:
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Table 4.1: System model parameters

Symbol Definition
Φ Homogeneous Poisson Point Process.
λ Density of H-PPP points.
M,F Number of sub-frames, number of sub-channels.
R Discovery range of a DUE.
D Number of points (DUEs) in a binomial point pro-

cess within a circle of radius R.
pj→i Probability that DUE i successfully receive a bea-

con from DUE j.
ρ The probability to discover j after n PSDCH-

periods.
p1 A random variable selected by DUE within the

range (0, 1].
Txp Threshold value for Transmission Probability.
Ψ Probability of an event when p1 < Txp.
Ψ∗ Optimal value of Ψ.

∂′′pj→i
∂M′′ = p′′j→i(M) = (D + F − 2)4

Ψ(D − 2)(F − 1)(D − 1)2

((D − 2)(F − 1)
F(D − 1)

)
(4.5)

Since D � 1 and F > 1, Eq. (4.5) will always yield a non-negative result,
because p′′j→i(M) > 0. This means that we will get the minima of pj→i at M∗.
Thus pj→i cannot be optimized with respect to the number of sub-frame per
PSDCH-period. On the contrary, we can get the maxima of pj→i by differentiating
Eq. (4.1) with respect to Ψ as [71]:

∂pj→i
∂Ψ = p′j→i(Ψ) =

(
1− Ψ
M

)(
1− Ψ
MF

)D−2

−

Ψ
(
1− Ψ

MF

)D−2

M
−

(D − 2) Ψ
(
1− Ψ

M

) (
1− Ψ

MF

)D−3

MF
(4.6)
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Figure 4.1: Discovery probability per PSDCH-period versus Ψ,
M = F = 10. c© 2018 IET.

Letting p′j→i(Ψ) = 0, we get the roots for Eq. (4.6) as

Ψ1 =
√

4F2 − 4F +D2 − 2D + 1M+ (2F +D − 1)M
2D and

Ψ2 = −
√

4F2 − 4F +D2 − 2D + 1M− (2F +D − 1)M
2D . The second order par-

tial derivative for pj→i is a negative quantity, because ∂
′′pj→i
∂Ψ′′ < 0, ∀ Ψ ≤ 1. This

suffices the condition for finding optimal Ψ.

Note that Ψ1 >> 1 since M,F > 1, and D >> 1. We already know that
0 < Ψ ≤ 1. Hence, Ψ1 cannot be the optimal Ψ. On the contrary, Ψ2 will yield
an optimal value (Ψ∗), such that Ψ∗ = Ψ2. However, this optimality is only valid
under for the following conditions:

A ≤ B2 − 4BD
M

+ 4D2

M2 (4.7)

where A = 4F2 − 4F + D2 − 2D + 1 and B = 2F + D − 1. In case when this
condition does not suffice, we notice that Ψ2 > 1. Hence, in that case, we consider
Ψ∗ = Ψ2 = 1 (i.e., we round off to 1 following 3GPP guidelines).

Following the discussion above, we now know that the optimal transmission
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Figure 4.2: The frame structure for adaptive neighborhood discov-
ery in out-of-coverage scenario. c© 2018 IET.

probability for the discovery of DUE j by a DUE i is:

Ψ∗ = M2D

(
2F + (D − 1)−

√
4F2 − 4F +D2 − 2D + 1

)
(4.8)

From Eq. (4.8), it can be deduced that the knowledge of parameters like D
will increase pj→i. Figure 4.1 plots successful discovery probability as a function
of Ψ which demonstrate that Eq. (4.1) is an upward convex function with respect
to Ψ. The maxima for Eq. (4.1) is different for various values of D. For example,
for greater number of devices, the optimal point of the function is achieved for
lower values of Ψ. This is because for lower value of Ψ, fewer devices transmit
leading to smaller number of collisions. On the other hand, when D is a small,
optimal point of Eq. (4.1) occurs at higher values of Ψ. This is due to the fact
that the lower number of devices tend to cause less number of collisions, even for
Ψ = 1. Since only four Txp values can be set according to 3GPP guidelines, i.e.,
Txp ∈ {0.25, 0.50, 0.75, 1.0}, we round-off Ψ∗ to the nearest value within Txp.

4.2.3 Adaptive Beacon Transmission

We have shown in Section 4.2.2 that optimal transmission probability for neighbor
discovery can be predicted with prior information about the number of devices in
the neighborhood. However, in the absence of any central entity (such as base sta-
tion) in out-of-coverage scenarios, this information is not readily available to the
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Figure 4.3: Relationship between discovery probability and Ψ (M =
10,F = 10, λ = 1.9× 10−4). c© 2018 IET.

transmitting devices. We propose a short sub-period which we call Information-
period (Ti). The Information-period is reserved for neighborhood awareness only
and always initiates before PSDCH-period as shown in Figure 4.2. If we consider
M ′ sub-frames during Ti, then there are total of M ′ × F resources available for
information transmission. Ti is very short period and consumes small spectral re-
sources but enables more successful discoveries as we will demonstrate in Section
4.2.4. No neighborhood discovery or uplink cellular communication takes place
during this period.

During the Information-period, proximity information like neighborhood den-
sity, etc. is broadcasted to the DUEs by the dedicated devices. We call these de-
vices as cluster-heads (CH). In a typical out-of-network scenario, the device trans-
mitting the synchronization signals (e.g., physical sidelink synchronization signal)
to the neighboring DUEs may assume the role of cluster-heads [132]. Several
other techniques and algorithms have been presented in the literature [133–135]
for cluster-head selection which is not the focus of our study. We assume that
a sufficient number of cluster-heads are always present to provide information to
the available DUEs. In the worst-case scenario, if no cluster-head is present, the
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Figure 4.4: Neighbor discovery per available resources for different
values of Ψ (M,F = 10)

devices will select the pre-set values as specified by 3GPP [71].
To understand the process of information broadcast by cluster-heads, consider

that CH C1 wants to transmit information about DUE-density (λ1) in period Ti.
There is a risk that C1’s broadcast may collide with other CHs’ transmission
on the same sub-channel. In order to avoid collision, each CH selects a random
variable χ ∈ {k}, where k is a positive integer and 1 ≤ k ≤ F , and the CH
selects sub-channel F = χ. This mechanism will ensure successful transmission
of information during Ti with probability Psucc =

(
1 − 1
M′F

)C−1
, where C is

total number of CHs within DUE communication range. For example, given that
M′ = 4 and F ′ = 10, if 10 CHs participate in information transmission, then
80% of messages will be delivered successfully to the participating DUEs. In other
words, 8 out of 10 cluster-heads will successfully transmit their information. For
a required Psucc , M′, is calculated as:

M′ '
⌊ 1
F

( 1
1− C−1

√
Psucc

)
⌋
. (4.9)

where b.c denotes the floor value.

65



Chapter 4: Proximity-aware Neighborhood Discovery.
M=15, Nch=10

Figure 4.5: Neighbor discovery per available resources for different
values of Ψ (M = 15, F = 10)

Figure 4.6: Estimated PSDCH-periods to discover single DUE based
on different Ψ (M = 10, F = 10).
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Figure 4.7: Probability of success per PSDCH-period versus sub-
frames (Nf = 10, DUEs = 150). c© 2019 IET [36].

4.2.4 Performance Evaluation

In this section, we evaluate the performance of the proposed adaptive discovery
scheme. For this purpose, we have performed Monte-Carlo simulations with 100
runs per simulation and averaged the results for all devices.

Figure 4.3 compares the discovery probability to different values of Ψ. It
can be seen that with λ = 1.9 × 10−4 (150 neighbors when R = 500m radius)
discovery probability is highest when Ψ = 1.0. On the other hand, for Ψ = 0.25,
the discovery probability is significantly low. In this case, out of all the devices
that participate in the discovery process, only those that have p1 < 0.25 are
allowed to transmit discovery beacons. Figure 4.4 and Figure 4.5 show the effect
of Ψ on the ratio of neighbors discovered to the available resources (BTUs). We
consider M = F = 10 in Figure 4.4 and M = 15,F = 10 in Figure 4.5. Both
these figures demonstrate that for lower number of devices in the proximity, the
ratio of discovered neighbors per resources will linearly increase with the increase
in the value of Ψ. On the contrary, if number of neighbors gets very high (for
example, > 250), then the ratio decreases with an increase in Ψ.
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Figure 4.6 shows the results for the expected number of PSDCH-periods re-
quired for a DUE to successfully discover an individual neighbor. It is evident
from the figure that if we use a fixed value of Ψ, optimal performance during the
discovery process cannot be guaranteed. As an example, it can be observed from
Figure 4.6 that for scenarios with sparse density of DUEs, the higher values of Ψ
will enable a DUE to discover its neighbor in fewer PSDCH-periods. For instance,
if there exist 75 DUEs in the vicinity, an estimated number of 2 PSDCH-periods
are required to discover an individual neighbor when Ψ = 1.0. Keeping all other
variables unchanged, setting Ψ = 0.25 will require roughly 5 PSDCH-periods to
discover a neighbor. In more densely populated regions, where D > 100, neither
Ψ = 0.25 nor Ψ = 1.0 gives optimal discovery results. This is because when Ψ
is very small, the devices miss the opportunity for successful discovery. On the
other hand, if Ψ is very high (Ψ = 1.0), there may be more collisions resulting
in lowering of successful discovery probability. In such a case, Ψ = 0.5, 0.75 are
optimal values as shown in Figure 4.6.

Figure 4.7 demonstrates the impact of varying M with different values of Ψ.
It can be observed that as M gets higher, the successful discovery probability
per PSDCH-period improves. However, it is intuitive that varying M is not
desirable since larger values of M mean more spectral resources are required
for the PSDCH-period. Consequently, these resources will have to be borrowed
from PUSCH, which is not recommended as it will affect the cellular uplink
communication.

4.2.5 Percentage Error in Neighborhood Information

There may be difference in the actual number of neighbors and the estimated
neighbors calculated by each device during the Information-period. We will
formulate this difference as percentage error Er. The information transmission
by the cluster-heads depends on the available sub-frames (M′) reserved for the
Information-period. The expected neighborhood density around a DUE is λ′,

where λ′ =
C̄∑
c=1

λc/C̄ and C̄ = C × Psucc is the expected number of CHs within

DUE’s range whose messages successfully arrive at DUE and C is the actual num-
ber of CHs. The estimated number of neighboring DUEs are D∗ = λ′πR2. If λ
is the actual DUE density, then the estimated percentage error Er in evaluating
neighboring DUEs is:
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Figure 4.8: Percentage error in approximating neighborhood with
different Ti (F = 10, λ = 1.9× 10−4). c© 2019 IET [36].

Er =
∣∣∣∣∣λπR

2 − πR2

N

∑C̄
c=1 λc

λπR2

∣∣∣∣∣× 100 (4.10)

Er =
∣∣∣∣∣1− 1

λC

( MF
MF − 1

)C−1 C̄∑
c=1

λc

∣∣∣∣∣× 100 (4.11)

Figure 4.8 demonstrates the percentage error with respect to the number of
CHs and the size of Information-period. It can be observed that as the duration
of Information-period increases, the percentage error decreases. On the other
hand, as the number of cluster-heads increases, percentage error also rises as a
consequence of increased collisions.

To this end, we have shown that our proposed scheme chooses the optimized
value of Txp to expedite the neighborhood discovery. In the next section, we will
analyze the performance of the proposed scheme for a mobile-cell.
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Figure 4.9: Mobility Scenario for mDUE and H-PPP distribution
of static DUEs

4.3 Neighborhood Discovery by Mobile-Cell

Most of the existing works that have discussed mode-2 type discovery [71, 92,
94–97] (also references therein) have only focused on the static DUEs. In case
DUEs are moving, such as mobile-cells, it is essential to consider mobility while
investigating discovery process. Authors in [100] have discussed resource assign-
ment for sidehaul links between mobile DUEs. The authors in [99] have noted
that the mDUEs inside moving vehicles can share popular contents using sidehaul
links. However, the researchers in [99,100] have assumed that mDUEs are aware
of their neighboring devices. It is important to note that factors such as time-
to-discover-neighbor, etc., are crucial for mDUEs and need an in-depth analysis
to fully realize a completely autonomous and mobile sidehaul communication.
In [66], the authors have presented a survey of non-cellular neighborhood discov-
ery schemes for mobile-devices, particularly for IoT-based applications. On the
contrary, in [83] the LTE-A base station broadcasts neighborhood information to
mobile vehicles. However, the scheme proposed in [83] fails when the network
availability is poor. To the best of our knowledge, the analysis provided in the
following sections for mode-2 type autonomous discovery for a mDUE has never
been presented in the literature. We start this discussion by first explaining the
system model.

4.3.1 System Model for Mobility

The main system model remains the same as described in Section 4.2.1. In order
to incorporate mobility we have considered an mDUE which seeks to discover
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the neighboring DUEs while on the move [99]. For sake of simplicity only single
mDUE is mobile in our analysis. The to-be-discovered DUEs remain static at
all times and are distributed as homogeneous Poisson point process with den-
sity λ (1/m2) on 2D plane (see Fig. 4.9). This scenario can be best described
when a mobile-cell tries to discover out-of-vehicle devices while on the move to
provide sidehaul connectivity, for example, in regions with poor network cover-
age [32, 136]. This model enables analytical tractability which can further be
extended to scenarios when multiple DUEs are mobile. We use the combinatorial
technique to develop an analytical model for 3GPP-based mode-2 type discovery
for mDUE. The probability that mDUE discovers any neighbor is similar to Eq.
(4.1). However, since static devices are distributed as a homogeneous point pro-
cess, the probability of discovering any randomly selected neighbor is the same.
Therefore, we omit the subscript (j → i) from pj→i in Eq. (4.1) and denote this
probability simply as p:

p = Ψ
(

1− Ψ
M

) (
1− Ψ

MF

)D−2
(4.12)

where M,F , and D,Ψ have been described in Section 4.2.1.
To model the motion of mDUE, we have used random way-point (RWP) mo-

bility in 2D euclidean plane [137]. However, the analysis presented below can
be easily extended to other mobility models as well. In context of wireless net-
works, RWP is frequently used stochastic model to study the mobility behaviors
of mobile devices. In RWP, the destination points for a mobile device are called
way-points. A device randomly chooses it’s destination point and moves in a
straight line towards that point with a constant velocity as depicted in Figure
4.9. After choosing a certain pause time, the device selects another way-point and
resumes its motion in the way-point’s direction with the chosen velocity [138].

In our analysis, the way-points are identically and independently distributed
(i.i.d.) [139]. At first, mDUE starts from X (t̄) at time t̄ and moves in a straight
line to a randomly selected location X (t̄ + 1) at time t̄ + 1 with velocity v(t)
following velocity distribution fV (v). The transition time between two way-points
is denoted as Tt. Without the loss of generality, we can select any two adjacent
way-points X (t̄) and X (t̄+ 1) to analyze the discovery process.
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4.3.2 Transition Lengths and Durations

We consider the movement of mDUE in a square shaped 2D space with L×L area,
where L is the maximum length of the region along both x- and y- axes. Hence,
the expected transition length between X (t) and X (t + 1) is E[l] = 0.5214 L

[139]. In the similar manner, the expected lengths for other shapes (such as
rectangular and circular regions) are already derived in the existing literature
[140–142]. Assuming that the mDUE moves with a fixed velocity (vconst), the

transition time (Tt) is measured as E[Tt] = E[L]
vconst

. Considering that an mDUE
chooses its speed from a distribution fV (v), then E[Tt] is:

E[Tt] = E[L]
vhigh∫
vlow

1
v
fV (v)dv, (4.13)

If fV (v) follows uniform distribution between [vlow, vhigh], then the expected
transition time is [139]:

E[Tt] = ln(vhigh/vlow)
vhigh − vlow

E[L]. (4.14)

Here, we define η as the rate of PSDCH-period (i.e., number of PSDCH-
periods per second). Then, an mDUE will experience E[Td] = dηE[Tt]e PSDCH-
periods from X (t̄) to X (t̄+ 1), where d.e is the ceiling function.

4.4 Performance Evaluation

If an mDUE travels with a velocity v towards a way-point, the distance traveled
during the time duration ∆Td between any two PSDCH-periods is w∆Td = v×∆Td.
Hence there exist Dtd+1 new stationary DUEs in the mDUE’s discovery range R.
As the DUEs follow H-PPP, Dtd+1 = λ(πR2−A(w∆Td ,R)), where A(w∆Td ,R) is
the overlapping area ODEF (See Fig. 4.10), A(w∆Td ,R) can be found as:

A(w∆Td,R) = πR2 − (2Asector DEF − 2A4DEF ), (4.15)

The Eq. (4.15) is true because Asector DEF = AsectorDOF (See Fig. 4.10).
Therefore, the corresponding triangles are also equal i.e., A4DEF = A4DOF . The
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Figure 4.10: Depiction of mDUE mobility between two way-points.
c© 2019 IEEE [37]..

sector and triangles formed in Figure 4.10 has the area of AsectorDEF = 1
2R

2Θ and

A4DEF = 1
2R

2 sin Θ, respectively, where Θ is the angle in radians. The region
ODEF in Figure 4.10 has the area of:

A(w∆Td,R) = R2(π −Θ + sin Θ), (4.16)

where Θ = cos−1
(
1− c2

2R2

)
and c = 2R2−

w2
∆Td
2 . The expression for A(w∆Td ,R)

becomes:

A(w∆Td,R) = R2[π − cos−1
(

1− c2

2R2

)
+ sin

(
cos−1

(
1− c2

2R2

))]
,

(4.17)
We use forward-inverse trigonometric function sin(cos−1(φ)) =

√
1− φ2 [131]

to simplify A(w∆Td ,R) as:

A(w∆Td,R) = R2
[
π − cos−1

{
1− c2

2R2

}
+
√√√√4R2 − w2

∆Td
2R2

]
. (4.18)

A(w∆Td,R) = R2
[
π−cos−1 (1− 2

R2 (R2−w2
∆Td)

2)+
√√√√4R2 − w2

∆Td
2R2

]
.

(4.19)
We will use A(w∆Td ,R) to find the expected number of neighbors that a
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mDUE discovers during its transition between two way-points. The number of
neighbors discovered are presented as Theorem 4.1 below.

Theorem 4.1

The expected number of static neighbors discovered by an mDUE traveling in a
straight line for Td discovery periods is given as:

D(Td) = TdDp+
Td∑
n=2

(−1)n+1pn
[ Td−1∑

∆x=n−1
Γ∆xX∆x

]
. (4.20)

where ∆x ∈ N and X∆x = DTo+∆x and N shows the set of natural numbers. To
is the initial PSDCH-period. Γ∆x is the coefficient given as:

Γ∆x = (Td −∆x)
∆x− 1
n− 2

. (4.21)

Proof

For any mobile device initiating discovery for the first time, the expected number
of DUEs discovered during a single PSDCH-period are:

D(Td = 1) = D1p1. (4.22)

whereD1 denotes the neighboring DUEs in the mDUE’s discovery range at Td = 1.

The expected number of discovered DUEs when Td = 2 are:

D(Td = 2) = D1p1 +D2p2 −D1,2p1p2, (4.23)

where D1,2 represents the neighboring DUEs that exist in the common geometri-
cal area for sector ODEF when mDUE is located at X (Td = 1) and X (Td = 2),
respectively (See Figure 4.10).

As the DUEs are distributed following H-PPP, without the loss of generality,
we can write p = p1 = p2. As the discovery range for an mDUE is fixed, we can
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say that D = D1 ≈ D2. Therefore, we can write the expression for D(Td = 2) as:

D(Td = 2) = 2Dp−D1,2p
2. (4.24)

For the third PSDCH-period, the expected number of devices are:

D(Td = 3) = 3Dp− [D1,2 +D1,3 +D2,3]p2 + p3D1,2,3, (4.25)

where D1,2,3 denotes the DUEs that are common within the discovery range of
an mDUE during Td = 1, 2, 3, respectively. Due to the property of H-PPP,
D1,2 ≡ D2,3 = DTo,To+1 = λA(w∆Td ,R), where To is the initial PSDCH-period.

Note that during Td = 1→ 3, the DUEs distributed in the mutual geometrical
region within the mDUE’s range R are essentially only those DUEs that exist in
the overlapping area for Td = {1, 3}. The proof for this statement is trivial which
is explained in the following.

Note that only those DUEs are considered in the common geometrical area
that exist for all discovery periods Td = {1, 2, 3}. It follows that we are looking
at only those DUEs that must appear within mDUE’s range R during Td = 1
and Td = 3. Hence, we are not concerned about the DUEs appearing in common
between intermediary periods. So we can write D1,2,3 ≡ D1,3 = DTo,To+2 = λA(2×
w∆Td ,R). The expressions in Eq. (4.25) for D(Td = 3) can be written as:

D(Td = 3) = 3Dp− p2[2DTo,To+1 +DTo,To+2] + p3DTo,To+2. (4.26)

The expression for the expected number of discovered neighbors by an mDUE
after Td = {1, 2, ..., 7, 8} when mDUE is traveling in a straight line is expressed
as Eq. (4.27).
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D(Td) =



Dp Td=1.

2Dp− p2DTo+1 Td=2.

3Dp− p2[2DTo+1 +DTo+2] + p3DTo+2 Td=3

4D − p2[3DTo+1 + 2DTo+2 +DTo+3] + p3[2DTo,To+2 + 2DTo+3]−

p4DTo+3 Td=4

5Dp− p2[4DTo+1 + 3DTo+2 + 2DTo+3 +DTo+4]+

p3[3DTo+2 + 4DTo+3 + 3DTo+4]− p4[2DTo+3 + 2DTo+4] + p5DTo+4 Td=5

6Dp− p2[5DTo+1 + 4DTo+2 + 3DTo+3 + 2DTo+4 +DTo+5]+

p3[4DTo+2 + 6DTo+3 + 6DTo+4 + 4DTo+5]−

p4[3DTo+3 + 6DTo+4 + 6DTo+5]+

p5[2DTo+4 + 4DTo+5]− p6DTo+5 Td=6

7Dp− p2[6DTo+1 + 5DTo+2 + 4DTo+3 + 3DTo+4 + 2DTo+5 +DTo+6]+

p3[5DTo+2 + 8DTo+3 + 9DTo+4 + 8DTo+5 + 5DTo+6]−

p4[4DTo+3 + 9DTo+4 + 12DTo+5 + 10DTo+6]+

p5[3DTo+4 + 8DTo+5 + 10DTo+6]−

p6[2DTo+5 + 5DTo+6] + p7DTo+6 Td=7

8Dp− p2[7DTo+1 + 6DTo+2 + 5DTo+3 + 4DTo+4 + 3DTo+5 + 2DTo+6+

DTo+7] + p3[6DTo+2 + 10DTo+3 + 12DTo+4 + 12DTo+5+10DTo+6 ]−

p4[5DTo+3 + 12DTo+4 + 18DTo+5 + 20DTo+6 + 15DTo+7]+

p5[4DTo+4 + 12DTo+5 + 20DTo+6 + 20DTo+7]−

p6[3DTo+5 + 10DTo+6 + 15DTo+7]+

p7[2DTo+6 + 6DTo+7]− p8 Td=8

...

.

(4.27)76
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Figure 4.11: Discovery probability at first point of contact mDUE
and static DUE. c© 2019 IEEE [37]..

Let Xi ≡ DTo+i, where DTo+i denotes the devices discovered between initial
period To and any period i. Therefore the expected number of discovered neigh-
bors after Td PSDCH-period(s) are:

D(Td) = TdDp− p2[X1 + ...X(Td2 )] + p3[X1 + ...X(Td3 )]

− p4[X1 + ...X(Td4 )] + ...(−1)Td+1pTd [XTd ], (4.28)

D(Td) = TdDp+
Td∑
n=2

(−1)n+1pn[X1 + ...X(Tdn )]. (4.29)

If X̄ = {X1, X2, ...X(Tdn )}, then |X̄|=
(
Td
n

)
and |.| shows the cardinality of

set. Any combination Xi ∈ X̄ is an n-element subset of S = {1, 2, 3, ...Td}
such that Xi = {x1, x2..., xn} where x1 < x2... < xn ∈ S. ∆x is the width
of set Xi,and is given as, ∆x = max(Xi) − min(Xi) ∀ Xi. For Xi ∈ X̄, iff
∆x = max(Xi) − min(Xi), Xi =⇒ X∆x, where ∆x ∈ N (see Eq. (4.27)). We
simplify the expression for the expected number of discovered DUEs to arrive at
Eq. (4.20).

This completes the proof �
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Figure 4.12: Expected discovery of devices by mDUE with different
values of Ψ (R = 150). c© 2019 IEEE [37]..

4.4.1 Results and Discussion

To validate the accuracy of our analysis, we have performed Monte-Carlo sim-
ulations. The DUEs are distributed randomly and uniformly following H-PPP
with density λ. A single mDUE moves in a linear direction between any two
way-points following RWP mobility. The speed between two way-points is con-
stant in RWP [139]. So we normalized speed to v = 1. We further consider
M = 10, F = 10. The discovery range for all devices is R = 150 m, unless
otherwise stated. During simulation, we averaged the results of 500 iterations for
each case.

Figure 4.11 shows the probability when a particular DUE is discovered by
mDUE during first PSDCH-period. This result can also be interpreted as the
probability of discovery at the first point of contact between the mDUE and
the static DUE. The role of Ψ can be seen in Figure 4.11. It is obvious that
for low density of neighboring devices (e.g. λ = 1 × 10−4), Ψ = 1.0 enables
highest successful discovery probability and Ψ = 0.25 yields the lowest discovery
probability. For highly dense environment, the lower values of Ψ are more suitable
as compared to the higher values of Ψ. The slight difference between analytical
and simulation results is likely due to the inherent addition and subtraction of
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Figure 4.13: Expected discovery of devices by mDUE with different
DUE density (Ψ = 1,R = 150). c© 2019 IEEE [37]..

overlapping DUEs in the analysis using the Exclusion-Inclusion principle (See Eq.
(4.20)). However, this difference remains well below 6% in all cases.

Figure 4.12 shows the expected number of neighbors discovered when mDUE
is on the move. It can be observed that the number of devices discovered when
Ψ = 0.5 are considerably larger than that when Ψ = 0.75. In Figure 4.13, we
have fixed Ψ to the maximum limit of 1.0 and observe the effect of DUE density
as the mDUE moves in a straight line. It is quite evident that as the density of
DUEs increases, the expected number of discovered devices decreases drastically.
This is due to the increased number of collisions as all the participating devices
can potentially transmit their beacon messages simultaneously.

Figure 4.14 shows the relationship between the discovery rate (i.e., neighbor
discovery per PSDCH-period) with λ and Ψ. Note that incorrect value of Ψ may
lead to poor discovery performance. For example, in scenarios where DUEs are
densely deployed, lower values of Ψ enable high discovery-rates. We can observe
that for λ = 35 × 10−4 and λ = 71 × 10−4, the value of Ψ can have significant
impact on the discovery rate. On the other hand, when λ = 21 × 10−4, the
difference in the discovery rate is very small in case when Ψ = 0.5 versus the
cases when Ψ = 1.0.
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Figure 4.14: Effect of Ψ, λ on discovery-rates (DUEs discovered /
PSDCH-period). c© 2019 IEEE [37]..

4.5 Conclusion

In this chapter, we have proposed an adaptive scheme for autonomous neigh-
borhood discovery with proximity awareness. First, in Section 4.2, we have
demonstrated that the probability of successful discovery can be increased by
calculating the optimal transmission probability parameter Ψ. We have found
that in order to transmit beacon messages with optimal Ψ, each device needs to
know parameters such as M,F , and,D. While M and F are known to a device
as they are constants, it is impossible for the DUEs to know D in the absence
of network-coverage. Therefore in Section 4.2.3, we have proposed a scheme to
acquire neighborhood-awareness so that each DUE can successfully choose opti-
mal Ψ. We have also shown that the proposed adaptive scheme also enables high
successful discovery probability even when the discovering device is mobile, such
as a mobile-cell. An analytical model has been developed in Section 4.3 based on
device’s mobility between two way-points following the random way-point model.
Our analysis can also be used for other types of mobility models. The results
have demonstrated that the neighborhood awareness significantly improves the
performance of mode-2 type autonomous neighborhood discovery.
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As part of the future extension to this research, an interesting direction can be
the development of discovery model when multiple devices are moving. In such
a scenario, the biggest challenge will be the intermittent connectivity between
the mobile devices. In the next chapter, we will present our first contribution to
the second research objective of this thesis which is interference management and
resource allocation for mobile-cells with key emphasis on spectral efficiency.
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China.
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Chapter 5

Downlink Backhaul and Access
Link Resource Sharing

5.1 Introduction

Mobile-cells will increase the quality of service (QoS) for commuters inside public
transport (such as buses and trains, etc.) by bringing the communication an-
tenna closer to them [143]. However, the enhancement in QoS will be achieved
at the expense of additional wireless links. The commuters inside mobile-cell will
be linked to the in-vehicle antenna over the access link (AL). The AL-antenna
will be mounted under the roof of the vehicle as shown in Figure 5.1. The out-
of-vehicle antennas (usually attached to the top of vehicle) will be responsible
for mobile-cell’s communication with the core network over backhaul link (BL),
and with neighboring mobile-cells over sidehaul links (SLs). The wireless links
associated with the mobile-cell may cause severe interference to the cellular users
outside the vehicle [45]. The works that have addressed interference management
for mobile-cells have focused on assigning dedicated resources to the individual
links [19, 43, 45, 56, 124–126, 144]. However, as frequency spectrum is an expen-
sive and increasingly scarce commodity, assigning a sub-channel exclusively to
individual links is not a spectrally efficient solution. Therefore in this chapter we
have proposed spectrally efficient resource sharing scheme for mobile-cells. Our
research contribution is presented in the following.
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A-MeNB Interfering MeNB

MUE

SeNB

Mobile-cell

VUE
SUE

Figure 5.1: Mobile-cells with active backhaul and access link com-
munication. c© 2019 IET [39].

5.1.1 Research Contribution

The main contribution of this chapter is the development of a resource sharing
scheme to ensure that additional resources are not required when mobile-cells are
integrated into future cellular network. In the proposed scheme, the AL shares
the sub-channel with mobile-cell’s BL. However, when there is no transmission
on the BL from the base station, AL shares the sub-channel with the out-of-
vehicle macrocell user. When BL and AL share the sub-channels, the transceivers
placed in each others’ close proximity will experience high interference. We have
used successive interference cancellation (SIC) [145] to enhance the signal-to-
interference ratio (SIR) for the weaker BL signals, thus enabling effective resource
sharing. We have derived expressions for success probabilities and ergodic rates
for all resource sharing links. We have presented two algorithms which ensure
that the proposed sub-channel sharing enable high success probability and ergodic
rate for each link. We have also proposed a power control scheme for AL-antenna
so that AL’s interference to the BL can be minimized. The AL power control
does not deteriorate the QoS of in-vehicle users.

5.1.2 Chapter Organization

The rest of this chapter is organized as follows. Section 5.2 presents the system
model that will be used in this chapter. The analysis for resource sharing between
backhaul and access links is presented in Section 5.3. The resource sharing with
out-of-vehicle macro-cell users is presented in Section 5.4. The ergodic rates and
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sub-channel reuse parameter are discussed in Section 5.5. Results are presented
in Section 5.6 followed by conclusion in Section 5.7. The publications related to
this Chapter are mentioned in Section 5.8.

5.2 System Model

5.2.1 Network and Transmission Model

We have considered a heterogeneous network with macro-cell eNB (MeNB) and
fixed small-cell eNB (SeNB) distributed as homogeneous Poisson point processes
(H-PPP) ΦM and ΦS , with density λM and λS , respectively. The mobile-cells
also form a H-PPP Φm with density λm. Mobile-cells are assumed to be static for
very short time instances (for example, in scale of milli-seconds) [125, 146]. The
macro-cell user equipment (MUE) are also dispersed as H-PPP Φm with density
λm, where m is an individual MUE. We assume that each node (e.g., MUE or
mobile-cell) can determine its position very accurately [147] . The nodes transmit
their location information to MeNB periodically over the control channels.

The distance (d) between MeNB and its associated receiver (i.e., mobile-cell
or out-of-vehicle user) is described in terms of probability density function (PDF)
as [106]:

fD(d) = 2πλMde−λMπd
2 (5.1)

Without the loss of generality, we have considered a single small-cell user
equipment (SUE, s) under the coverage of a SeNB. The serving radius of SeNB
is RS within which SUE is randomly deployed. Hence, the PDF of the distance
(rs) of SeNB to its SUE is:

fR(rs) = P[R = rs|R ≤ RS ] = 2πλSrse−πλSr
2
s

1− e−πR2
SλS

(5.2)

Again, without loss of generality, a single active in-vehicle user equipment
(VUE, v) is considered within each mobile-cell. As we are focusing on sharing a
single sub-channel across multiple wireless links, we have considered one active
SUE and VUE within the fixed small-cells and mobile-cells, respectively. How-
ever, this scheme can be generalized to any number of sub-channels or users.

We focus on the downlink communication of all links. These include four
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Τ𝜋 2 Τ𝜋 2 AL-antenna

A-MeNB

VUE

Outdoor BL-antenna

Figure 5.2: AL-antenna mounted under roof inside mobile-cell. c©
2019 IET [39].

links: A-MeNB to MUE, SeNB to SUE, A-MeNB to mobile-cell’s backhaul, and
mobile-cell AL-antenna to VUE. Mobile-cells only communicate with macro-cell
layer and do not interact with SeNB because “mobile-cell to SeNB” backhaul link
will incur a large number of handovers due to smaller coverage of SeNBs [148].

Each mobile-cell is equipped with the out-of-vehicle isotropic BL-antenna with
unit antenna gain. The AL-antenna is mounted under the vehicle’s roof. The
AL-antenna (ã) is highly directional and enable strong line-of-sight (LoS) link
to the in-vehicle users [149]. The orientation of AL-antenna, as shown in Figure
5.2, also reduces the effect of AL transmission on the BL. The AL-antenna and
BL-antenna are connected through wired links which are managed by common
communication control unit (CCU) [145]. The CCU also manages the transmis-
sions (and receptions) for mobile-cell’s backhaul and access links [145]. We employ
SIC at the BL-antenna to enhance SIR for BL by subtracting the interfering AL
signal.

The channel gain is taken as the product of the small-scale and large-scale
fading, along with antenna gains for all links. Standard pathloss model is followed
for large scale attenuation, i.e., d−α, where α is the general pathloss exponent.
In particular, we have used αi and αo as the non-LoS and LoS exponents, respec-
tively, where αi > αo. As for small-scale fading, all the links to the mobile-cell’s
BL-antenna and out-of-vehicle users, including all interfering links, follow quasi-
static Rayleigh fading with exponentially distributed fading power hωtx,tr ∼ exp(1)
between transmitter (tx) and receiver (tr). Due to the presence of strong LoS com-
ponent, AL follows Rician fading with K-factor determining the strength of the
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Figure 5.3: Antenna gains in terms of directivity and angle θ ( = 1)
depicting Eq. (5.4) [143].

LoS signal [150]. The antenna gains are represented as Gtx(θ) for transmitter
tx, and Ḡtr(θ) for receiver tr in direction θ. If Ptx is the transmit power for
transmitter tx, the received power Ptr at receiver tr is:

Ptr = Ptxd
−αGtx(θ)Ḡtr(θ)hωtx,tr . (5.3)

For mathematical tractability, we ignore the side and back lobes for AL-
antenna [151,152]. The gain function is then given as [151]:

G(θ) = 1 + ℘ cos(θ), 0 ≤ ℘ ≤ 1,  ∈ N. (5.4)

The gain function determines the power transmitted (or received) in the direc-
tion θ compared to the power transmitted (or received) by an isotropic antenna.
℘ ∈ [0, 1] determines the directivity such that ℘ = 0 for an isotropic antenna.
For ℘ > 0, AL-antenna has  radiation directions, where  = {1, 2, ...} determines
the number of main lobes. We have considered  = 1. The average antenna gain
in all directions is µG = 1

2π

∫ 2π

0
G(θ)dθ = 1. Figure 5.3 shows the gains with

respect to the direction of antenna. It can be seen that for ℘ = 0, the gain is 1
which is the basic gain for an isotropic antenna. For a highly directional antenna
with single lobe, i.e., when ℘ = 1, the highest gain can be observed at the center
of the main lobe at θ = 0◦. For notational convenience, we will omit θ from the
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gain variables G and Ḡ in the rest of this chapter.
The mobile-cell’s AL shares sub-channel ω ∈ W with either BL or the out-of-

vehicle cellular user. The sub-channel sharing is formally explained in Algorithm-
1 in Section 5.3. We further define κ ∈ [0, 1] as the indicator of transmission over
sub-channel ω in the fixed small-cell layer [114]. The case when κ = 1 represents a
scenario when all SeNBs utilize ω. This will be the worst case scenario when user
population within small-cells is very high and all SeNBs are forced to transmit
over ω. On the contrary, κ = 0 indicates a scenario when no small-cell uses ω.

The links that share the same resources are often characterized by SIR, as
explained in the next section. We have summarized all the variables used in this
chapter in Table 5.1.

5.2.2 Representing Signal-to-Interference Ratio

We have considered an interference limited environment due the presence of large
number of cellular transmitters. In such an environment, noise effect is negli-
gible in comparison to the interference from neighboring transmitters [106, 114].
Therefore we only consider SIR for each link.

In case BL shares sub-channel ω with mobile-cell’s AL, we can find SIR as:

Υ1(ω,M→ m) =
PMGMḠmr

−αi
m hωM,m

IM + IS + Iãγε+ I ′ãε
, (5.5)

where rm is the distance from A-MeNB to mobile-cell m.
IM =

∑
M′∈ΦM\{M}

PM′GM′Ḡmr
−αi
M′

hωM′,m is the cumulative interference from neigh-

boring MeNBs using the same sub-channel. IS =
∑
S∈ΦS

PSGSḠmr
−αi
S

hωS,m is the

interference from SeNBs. The symbols r
M′

, rS denotes the mobile-cell’s dis-
tances from interfering MeNB and SeNBs, respectively. The interference from
AL-antenna of mobile-cell m is denoted as Iã = PãGãḠmr

−αi
ãm hωã,m, where rãm is

the distance between AL-antenna and BL-antenna. The VPL effect is represented
by ε (0 < ε ≤ 1), which determines the quality of isolation between in-vehicle
and out-of-vehicle communication. The higher values of ε show poor isolation
between the two (in-vehicle and out-of-vehicle) links. γ denotes the SIC factor,
such that 0 < γ ≤ 1. SIC is applied at BL-antenna as the CCU cancels out the
dominant AL interference to enhance SIR Υ1 [145].

Note that in Orthogonal Frequency-Division Multiple Access (OFDMA) a
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Table 5.1: System model parameters

Symbol Definition
M,S, ã Transmitter for MeNB, SeNB, and AL-antenna.
ΦM,ΦS H-PPP MeNBs, SeNBs.
Φm,Φm H-PPP MUEs, MCs.
λM, λS Density of MUEs, and MCs.
λm, λm Density of MUEs, and MCs.
m,m, v, s Mobile-cell, macro-cell user,

in-vehicle user, and fixed small-cell user.
rm Distance from A-MeNB to mobile-cell m.
rãv Max. distance between AL-antenna and VUE.
rãm Distance between AL-antenna and BL-antenna.
rS Distance of m from interfering SeNBs.
rM′ m to interfering MeNB distance (excluding A-

MeNB).
ω Sub-channel.
κ Small-cell transmission indicator.
PM, PS , Pã Transmit Power of MeNB, SeNB, AL-antenna.
hωtx,tr Exponentially distributed fading power of

channel between tx − tr pair for ω.
αi, αo non-LoS and LoS pathloss exponents, respectively.
ε, γ VPE, SIC factor (0 < ε ≤ 1) (0 ≤ γ ≤ 1).
Gtx(θ), Ḡtr(θ) Transmit, receive antenna gains in direction θ

single resource is assigned only to one user under the coverage of a cell. Therefore,
no other mobile-cell m′ ∈ Φm,m

′ 6= m under the coverage of A-MeNB will use the
same sub-channel as that used by mobile-cell m ∈ Φm. The interference from the
ALs of mobile-cells residing in neighboring macro-cells is negligible due to low
transmit power of AL-antennas and VPL, hence I ′ãε ≈ 0. Therefore, Eq. (5.5)
becomes:

Υ1(ω,M→ m) =
PMGMḠmr

−αi
m hωM,m

IM + IS + Iãγε
. (5.6)
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The SIR for MUE m that receives transmission over sub-channel ω is:

Υ2(ω,M→ m) =
PMGMḠmr

−αi
m hωM,m

IM′ + IS ′ + I ′ãε
. (5.7)

where rm is the distance between MUE m and A-MeNB. The symbols IM′ and
IS′ denote the respective interference from the neighboring macor-cells and small-
cells as ΦM and ΦS . The interference from access link of mobile-cell m is I ′ã where
I ′ã = PãGãh

ω
ã,mr

−αi
mm and rmm is the distance from m to m.

The SIR for the link between AL-antenna ã and VUE v on sub-channel ω is
Υ3, which is written as:

Υ3(ω, ã→ v) =
PãGãḠvr

−αo
ãv hωã,v

ICε+ I ′ãε2
, (5.8)

where IC =
∑
M∈ΦM

IM +
∑
S∈ΦS

IS is the interference from all cellular transmitters

including MeNBs and SeNBs. The distance between AL-antenna and VUE v is
rãv. The interference from neighboring mobile-cells’ ALs experiences VPL effect
at least twice and can be neglected. Mathematically, I ′ãε2 ≈ 0. Hence, I ′ã factor
can be neglected in Eq. (5.8) and the new form of Υ3 becomes:

Υ3(ω, ã→ v) =
PãGãḠvr

−αo
ãv hωã,v

ICε
. (5.9)

Finally, for SUE s, SIR is given as:

Υ4(ω, S → s) =
PSGSḠsr

−αi
Ss h

ω
S,s

IC + Iãε
. (5.10)

where Iã is the interference from mobile-cells.
Using the expressions of SIR for all respective links that we have formulated

in this section, we will present the analysis for resource sharing scheme in the
coming sections.

5.3 Resource Sharing: Backhaul and Access Links

We propose that mobile-cell’s AL shares the sub-channel with BL or out-of-vehicle
macro-cell user’s transmission. As mentioned earlier, all links follow downlink
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Active BL transmission No BL transmission

MUE 

MC BL

MC AL ω ω ω ω ω
ω ω

ω ω ω

ω = sub-channel no transmission

Figure 5.4: Sub-channel sharing (excluding small-cell layer). c©
2019 IET [39].

Algorithm 1 Resource Sharing Algorithm
A-MeNB : Associated MeNB.
ω : Sub-channel.
t̄ : Unit of time.
for all t̄ > 0 do

if there exists transmission for backhaul link then
A-MeNB assigns ω to mobile-cell’s BL.
mobile-cell’s AL shares ω with BL.

else
A-MeNB assigns ω to MUE following Algorithm-2
mobile-cell’s AL shares ω with MUE

end if
end for

transmission. The Algorithm 1 outlines the resource sharing scheme which is
also shown in Figure 5.4. If there is an active transmission from A-MeNB to
mobile-cell m, the AL shares resources with the BL. On the other hand, if there
is no transmission from A-MeNB, AL shares ω with the MUE m. The criteria to
choose MUE m will be explained in Section 5.4.

We will now analyze the performance of the backhaul and access links with
specific regard to QoS. The parameter of interest is the success probability (p),
which depends on the SIR for each link. For successful signal reception, the SIR
of a signal at the receiver should be greater than a threshold level f. Numerically,
for a link between tx and tr over sub-channel ω, success probability (which is also
called coverage probability) can be expressed as p = P[Υ(ω, tx → tr) > f], where
P[.] shows the probability. The success probabilities of each individual link of a
mobile-cell are derived in the following.
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5.3.1 Backhaul Success Probability

Theorem 5.1: Success Probability for backhaul link

The success probability for BL is calculated for the following two cases:

When κ 6= 0

pBL =
1∫

0

1
$2 exp

{
−
( 1
$
− 1

)
Z1

}
× 1

1 + Y1( 1
$ − 1)2d$. (5.11)

where Z1 =
√
f(π2 − arctan( 1√

f
)) + λS

λM

π

2

√
PSGS
PMGM

f + 1, and

Y1 = γεfPãGã

PMGMπ2λ2
Mr

4
ãm

. (5.12)

When κ = 0

pBL = 2πλM
1∫

0

1
z2 (1

z
− 1)exp { − Z2(1

z − 1)2}
1 + Y2(1

z − 1)4 dz. (5.13)

where Z2 = πλM[ 1 +
√
f(π/2− tan−1(1/

√
f)) ], and

Y2 = γεfPãGã

PMGMr4
ãm

. (5.14)

Note that Eqs. (5.11) and (5.13) are not exact closed-form expressions and
are difficult to solve analytically. Hence, they are evaluated numerically [106] and
the results are presented in Section 5.6.

Proof

We denote success probability for backhaul link as pBL which is averaged over
the euclidean plane. Mathematically pBL is denoted as:

pBL = Erm
[
P[Υ1(ω,M → m) > f | rm]

]
, (5.15)

The expectation E[.] is with respect to the random position of the mobile-cells
and A-MeNB.

pBL =
∫
rm>0

P[Υ1(ω,M → m) > f | rm] fM(rm)drm, (5.16)
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Since hωM,m ∼ exp(1), we use the complimentary cumulative distribution
(CCDF) of hωM,m and re-write Eq. (5.16) as:

pBL = E
[ ∫

rm>0
exp ( −frαim

PMGMḠm

(IM+IS+γIãε))2πλMrme−πλMr
2
mdrm

]
,

(5.17)
The expectation is with respect to the total interference from neighboring

transmitters (i.e., MeNB, SeNB, and mobile-cells). Applying the property of
Laplace transform for random variable i.e., LX(s) = E[e−sX ], and using the fact
that IM, IS , and Iã are identical and independent (i.i.d.) random variables, pBL
becomes:

pBL =
∫ ∞

0
LIM(δ)LIS(δ)LIã(δγε)2πλMrme−πλMr

2
mdrm, (5.18)

where δ = frαim
PMGMḠm

.

Keeping in view the conditions when small-cells transmit on the same sub-
channel as shared by the AL, we have following two cases.

Backhaul Success Probability when κ 6= 0

In case, the fixed small-cells also transmit on the sub-channel shared by access
link, we will resume from Eq. (5.18) to calculate LIM(s) as [106]:

LIM(δ) = exp(−πr2
mλMρ(f, αi)), (5.19)

where ρ(f, αi) = f2/αi
∞∫

f−2/αi

1
1 + Λαn/2

dΛ.

Then, we find LIS (δ) as:

LIS(δ) = EIS [ exp { − λSπr2
mβ(αi)(

PSGSḠmf
PMGMḠm

)2/αi}], (5.20)

where

β(α) = Γ(α/2)Γ(1− α/2) = (2π/α)
sin(2π/α) (5.21)

92



Chapter 5: Downlink Backhaul and Access Link Resource Sharing.

and Γ(.) is the Gamma function.

LIS(δ) = EIS [ exp { − λSπr2
mβ(αi)(

PSGSf
PMGM

)2/αi}], (5.22)

Let s = γεf(rm/rãm)αi PãGã

PMGM
. Using the property that Lh(s) = 1

1 + s
for

exponential random variable h ∼ exp(1), we find LIã(s) for Eq. (5.18) as:

LIã(s) = 1
1 + γεf( rmrãm )αi PãGã

PMGM

, (5.23)

Hence, pBL becomes:

pBL =
∫ ∞
rm=0
LIã(s)LIM(s)LIS(s)e−λMπr

2
m2λMπrm (5.24)

pBL =
∞∫
0

exp
{
− λMπr2

m[ρ(f, αi) + λS
λM

π
2

√
PSGS
PMGM

f + 1]
}

2πλMrm

1 + fγεPãGãr
αi
m

r
αi
ãmPMGMπ

2λ2
M

drm,

(5.25)
Eq. (5.25) does not have a closed-form expression. However, for specific

values of αi, for example αi = 4 [106], a more tractable form can be obtained for
numerical evaluation. Considering = = λMπr

2
m, then drm = 1

2λMπrm
d=. Then

Eq. (5.25) becomes:

pBL =
∞∫
0

exp
{
−=[ρ(f, 4) + λS

λM
π
2

√
PSGS
PMGM

f + 1]}

1 + fγεPãGã=2

r4
ãmPMGMπ

2λ2
M

d=, (5.26)

Considering $ = 1
1 + = , we get = = 1

$
− 1, and d= = − 1

$2 integrable over
region from 0 → 1. Hence, a simplified form of Eq. (5.26) is represented as
Eq. (5.11).

Backhaul Success Probability when κ = 0

In case no small-cell transmits over the AL’s sub-channels, we can write the
success probability pBL as:
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pBL =
∫ ∞
0
LIM(δ)LIã(δ)2πλMrme−πλMr

2
mdrm, (5.27)

where δ is defined in Eq. (5.18). Using LIM(δ) and LIã(δ), pBL becomes:

pBL =
∫ ∞

0
exp(−πr2

mλMρ(f, α))× 2πλMrm exp(−πλMr2
m)

1 + γεf(rm/rãm)αiPã/Pc
drm,

(5.28)

pBL = 2πλM
∫ ∞

0

e−πλM(1+ρ(f,αi))r2
m

1 + γεf(rm/rãm)αiPã/Pc
rmdrm, (5.29)

Again note that Eq. (5.29) is not a closed-form expression. Again, consider-
ing αi = 4, a numerically tractable form for this equation can be evaluated by
considering z = 1

1 + rm
which is represented as Eq. (5.13).

This completes the proof. �

Corollary 5.1.1: Effect of AL directivity on the BL

At the backhaul, we have considered an isotropic antenna which can receive
signals with equal gain from all directions. On the other hand, AL-antenna
transmits with gain Gã in direction θ. Hence, in order to capture the effect of
directivity of AL-antenna on the BL, we average AL-antenna gain over π2 →

3π
2

(See Fig. 5.2) to get the following:

When κ 6= 0

Y1 = γεfPã
PMGMπ3λ2

Mr
4
ãm

(π − 2℘). (5.30)

When κ = 0

Y2 = γεfPã
PMGMπr4

ãm

(π − 2℘). (5.31)

We call the variables Y1 and Y2 as the BL’s success link parameters. The
success link parameters represent the BL’s success probability in terms of transmit
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power and AL-antenna gain. Both Y1 and Y2 have been expressed in terms of Pã
(i.e., AL-antenna transmit power), which we will derive in Section 5.3.3. Next,
we will present the success probability of AL transmission.

5.3.2 Access Link’s Success Probability

Theorem 5.2: Success Probability for Access Link

The success probability of AL is given as:

pAL =
J∑
j=0

j∑
j̄=0

Kj(−f)j−j̄
eKj! (j − j̄)!

Q∑
q=0

(−1)qΩq
κ

q! .
1
P q
ã

f
2q
αi
−(j−j̄)Ψ(2q/αi,j−j̄).

(5.32)
where

Ψ(2q/αi,j−j̄) = Γ(2q/αi + 1)
Γ(2q/αi − (j − j̄) + 1)

(5.33)

and Γ(.) is the Gamma function.
The symbols J , Q are the upper limits for index parameters j, q respectively.

The numerical values of J,Q are given in Section 5.6, and Ωκ is given as:

Ωκ = π

(
γεrαoãv
Gã

) 2
αi

(
λM(PMGM)

2
αi + κλS(PSGS)

2
αi

)
β(αi). (5.34)

and β(.) is defined in Eq. (5.21).

Proof

The success probability of AL, denoted by pAL, can be mathematically
written as:

pAL = EI ′ã
[
P[hωã,v > f

ICr
αo
ãmγε

PãG(ã)G(v)]
]
, (5.35)

Let I ′ã = ICr
αo
ãvγε

PãG(ã)G(v) , then pAL can be found as:

pAL = EI ′ã[1− P[hωã,v ≤ fI ′ã]], (5.36)

The link between AL-antenna ã and in-vehicle user’s receiver v follows Rician
fading. Hence, the channel hωã,v follows non-central Chi-squared (χ2) distribution.
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In this case, the probability density function for fhωã,v(hã) is given as [Ch:3, [150]]:

fhωã,v(hã) = K + 1
Pavg

e
−KPavg−(K+1)hã

Pavg I0(2
√√√√√K(K + 1)hã

Pavg
), (5.37)

where I0(.) is the modified Bessel function of the first kind of Zeroth order [153]
and K (ratio of the power of dominant to the multipath component) denotes
the K-factor. For example, K = 0 refers to the scenario when the signals com-
pletely follow multipath fading with no prominent LoS component. On the con-
trary, K = ∞ depicts the scenarios when a direct LoS link exists between the
transmitter and the receiver. The average power received after Rician fading is
Pavg =

∫ ∞
0

hãfhωã,v(hã)dhã = 2σ2(K+ 1) [150]. If the multipath component of the
access link is modeled as Gaussian random variable with the variance σ2 = 1/2,
then Pavg = K + 1. Hence Eq. (5.37) becomes:

fhωã,v(hã) = I0(2
√
Khã)

eKhã
. (5.38)

The CDF of random variable hωã,v is denoted as P
[
hωã,v ≤ fI ′ã

]
which we write

as F ω
h . However, due to the presence of Zeroth order Bessel function, we will use

expansion series provided in Eq. (8.447.1) in [154] to solve F ω
h . This way, we get

the PDF of hωã,v as:

fhωã,v(hã) =
∞∑
j=0

(Khã)j
e(K+hã)(j! )2 (5.39)

The CDF for Eq. (5.39) is given as:

Fhωã,v(hã) =
∫ x

0

∞∑
j=0

(Khã)j
e(K+hã)(j! )2dhã (5.40)

Fhωã,v(hã) =
∞∑
j=0

(K)je−K
(j! )2

∫ x
0
hjãe

−hãdhã (5.41)

So pAL will become:

pAL =
∞∑
j=0

j∑
j̄=0

eK

Kjj! (j − j̄)!
(f)nð(f, n) (5.42)
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where ð(f, n) =
∫ ∞

0
e−yynfI′ã(y)dy = (−1)nDnLI′ã(f) and Dn(.) is the nth deriva-

tive of the function. The combined Laplace transform of I ′ã can be written as:

LI′ã = exp
{
−π

(frαoãvγε
GãḠv

)2/αi
.

(
λM

(PMGMḠv

Pã

)2/αi +κλS
(PSGSḠv

Pã

)2/αi
)
β(αi)

}
(5.43)

where β(α) is defined in Eq. (5.21), and

ð(f, n) = (−1)nd
nLI ′ã(f)
dfn

= (−1)nd
n exp(−Ωκf2/αi)

dfn
. (5.44)

where Ωκ is given in Eq. (5.34).

Let f(f) = exp(−Ωκf2/αi). Using e(.) =
∞∑
q=0

(.)q
q! , we can solve (5.44) as:

ð(f, n) = (−1)n
∞∑
q=0

(−1)qΩq
κ

q! f
2q
αi
−n Γ(2q/αi + 1)

Γ(2q/αi − n+ 1) . (5.45)

So, pAL will become:

pAL =
∞∑
j=0

j∑
j̄=0

Kj(−f)j−j̄

eKj! (j − j̄)!

∞∑
q=1

(−1)qΩq
κ

q!
1
P q
ã

f
2q
αi
−(j−j̄) Γ( 2q

αi
+ 1)

Γ( 2q
αi
− (j − j̄) + 1)

. (5.46)

Eq. (5.46) is a closed-form expression. But we can further define upper lim-
its for parameters j and q as J and Q, respectively. This idea comes from the
intuition that for very large values of J,Q, 1

J ! → 0 and 1
Q! → 0. Thus, we can

rewrite (5.46) as Eq. (5.32).

This completes the proof. �

Corollary 5.2.1: Effect of Directivity on AL

Since we have considered isotropic antennas for macro-cell and small-cell trans-
mitters, hence we use GM = GS = 1. We further average the gain of the AL-
antenna from −π2 →

π

2 (see Fig. 5.2) as Gã = 1
π

∫ π/2

−π/2
(1 + ℘ cos(θ))dθ = 1 + 2℘

π
.
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Considering αi = 4, we re-write Eq. (5.34) in terms of antenna directivity as:

Ωκ = (
√
γεrαoãv)(λM

√
PM + κλS

√
PS)β(αi)√

1 + 2℘
π

. (5.47)

The highly directional AL-antenna focuses the AL transmission towards in-
vehicle users. The secondary effect of directional transmission is the reduced
interference on the BL-antenna. To further decrease the interference effect of AL
transmission, we will next propose transmit power control scheme.

5.3.3 Access Link Transmit Power Control

Mobile-cell’s BL experiences high interference from AL in case both share the
same sub-channel. Likewise, AL’s signal quality is affected by the neighboring
MeNBs and SeNBs. However, due to the use of directional AL-antenna, we have
reduced the effect of AL interference on the BL. The directional AL-antenna also
ensures high link quality for in-vehicle user even with low transmit power. This
is made possible due to strong LoS link between AL-antenna and the receiving
VUE.

To further reduce the effect of AL transmission on the BL, we propose that
mobile-cell dynamically changes AL-antenna’s transmit power (Pã) to enhance the
SIR for backhaul transmission. We ensure that the QoS for commuting cellular
users is not compromised. The mobile-cell’s CCU controls the transmit power for
AL-transmission [145].

If we consider αi = 4 and use the property e(.) =
∞∑
q=0

(.)q
q! , the AL’s success

probability in Eq. (5.46) can be written as:

pAL = exp (−Ωκ

√
f

Pã
)
∞∑
j=0

j∑
j̄=0

Kj(−f)j−j̄
eKj! (j − j̄)!

∞∑
q=0

f−(j−j̄)Ψ(2q/αi,j−j̄),

(5.48)
where Ψ(2q/αi,j−j̄) is given in Eq. (5.33) and Ωκ is given in Eq. (5.34). Then, AL
antenna’s transmit power will be:

Pã = Ωκ

√
f

log(Ξ)− log(pAL) . (5.49)
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where we define Ξ as:

Ξ =
∞∑
j=0

j∑
j̄=0

Kj(−1)j−j̄
eKj! (j − j̄)!

∞∑
q=0

Ψ(2q/αi,j−j̄). (5.50)

Note that Pã in Eq. (5.49) is the function of AL’s success probability (pAL).
Mobile-cell’s CCU controls the pAL. Other parameters like ε, γ, and K-factor for
Rician channel are assumed to be pre-determined. The parameters λM and λS

are broadcasted by A-MeNB [22]. The transmission power of the macro-cell layer
is assumed to be fixed.

The expressions for BL’s success probability are given as Eq. (5.11) and
Eq. (5.13) for the cases when κ 6= 1 and κ = 0, respectively. Given the power
control expression for the AL, success-link parameters (Y1 and Y2) for backhaul
get modified by inserting Pã from Eq. (5.49) as follows:

When κ 6= 0:

Y1 =
(
γεf(π − 2℘)
PMπ2λ2

Mr
4
ãm

)( Ωκ

√
f

log(Ξ)− log(pAL)

)
. (5.51)

When κ = 0:

Y2 =
(
γεf(π − 2℘)
PMπr4

ãm

)( Ωκ

√
f

log(Ξ)− log(pAL)

)
. (5.52)

Next, we will formulate the effect of resource sharing on the success probability
of users of fixed small-cell.

5.3.4 Effect of Resource Sharing on Small-Cell
Transmission

Following Eq. (5.10), the success probability for small-cell users can be written
as:

pSC =
RS∫
0
fR(rs)P[

PSGSḠsr
−αi
Ss h

ω
S,s

IC + Iãε
> f]drs, (5.53)
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pSC =
RS∫
0
fR(rs) P[hωS,s >

frαiSs(IC + Iãε)
PSGSḠs

]drs, (5.54)

Considering αi = 4 and GS = Ḡs = 1, we get:

pSC = 1− exp(−πλSR2
S(1 + κ))

(1 + κ)(1− exp(−πλSR2
s))
. (5.55)

where

κ =
√
f
[

tan−1
√
f+

√√√√PM
PS

λM
λS

tan−1
√√√√fPM

PS
+
√√√√εPã
PS

λm
λS

tan−1
√√√√fεPã

PS

]
.

(5.56)
In case when A-MeNB does not transmit to the mobile-cell on BL, mobile-

cell’s AL share sub-channel with out-of-vehicle macro-cell user which is presented
in the next section.

5.4 Resource Sharing with Macro-Cell users

The mobile-cell’s AL will share the sub-channel with the MUE in case there is
no backhaul transmission (See Fig. 5.4). We will first derive the expression for
the success probability of the macro-cell user in terms of its distances from the
mobile-cell and A-MeNB. Based on this expression, we will propose an algorithm
for selecting MUE that experiences minimal interference from the mobile-cell’s
AL. The selected MUE and mobile-cell’s AL will share a single sub-channel.
Following Eq. (5.7), the success probability for downlink cellular transmission for
MUE is given as:

pMUE = P
[
hωM,m >

frαim
PMGMḠm

(IM′ + IS ′ + I ′ã)
]
, (5.57)

Using CCDF of hωM,m, we get:

pMUE = E
[

exp
{
− frαim
PMGMḠm

(IM′ + IS ′ + I ′ã)
}]
, (5.58)

We use GM, GS = 1, as mentioned earlier in Corollary 5.1.1. The gain of
the interfering mobile-cell’s AL-antenna is Gã′ = 1

2π

∫ 2π

0
(1 + ℘ cos(φ))dφ = 1

in the azimuthal plane, where φ is the horizontal angle for the antennas. The
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expectation in Eq. (5.58) is with respect to the i.i.d. random variables IM′ , IS′ ,
and I ′ã. Considering αi = 4 we can solve pMUE by applying the following Laplace
transforms on Eq. (5.58),

LI ′M(s) = exp
{−πr2

mλM
2

√√√√PMf
PM

}
, (5.59)

LI ′S(s) = exp
{−πr2

mλSκ

2

√√√√PSf
PM

}
, (5.60)

LI ′ã(s) = 1
1 + Pãfε

PM
( rm
rmm

)4 , (5.61)

The PMUE now becomes:

pMUE =
exp {−πr

2
m

2

√
f
PM

(λM
√
PM + κλS

√
PS)}

1 + Pãfε
PM

( rm
rmm

)4 . (5.62)

It can be observed for Eq. (5.62) that pMUE depends on the distances rm and
rmm.We can notice that pMUE is monotonically increasing with respect to rmm as
rmm > 0. We can verify this statement by taking first-order partial derivative of
Eq. (5.62) with respect to rmm, which yields the following:

∂ pMUE

∂rmm
=

exp (−πr
2
m

2

√
f
PM

(λM
√
PM + κλS

√
PS))4Pãfεr4

m

PM
r3
mm

(r4
mm + Pãfεr4

m

PM
)2 .

(5.63)
Note that ∂ pMUE

∂rmm
> 0. This suffices the condition for an increasing monotonic

function [155].
Simultaneously, Eq. (5.62) is a monotonically decreasing function with respect

to rm i.e., as the distance of MUE from A-MeNB increases, its success probability
decreases. The first order partial derivative with respect to rm gives:

∂ pMUE

∂rm
= −2rme−A r2

m

[2Arm(1 + Br4
m) + 4Br3

m

(1 + Br4
m)2

]
. (5.64)
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Algorithm 2 Dynamic User Scheduling Algorithm
A-MeNB, ω : Associated MeNB, sub-channel.
|M| : Number of MUEs registered with A-MeNB.
rm : Distance between A-MeNB and MUEs (m).
rmm : Distance between mobile-cell m and MUE (m).
t̄ : Unit of time.
for all t̄ > 0 do

A-MeNB knows mobile-cells’ location at time t̄.
A-MeNB knows rm and rmm.
if no transmission for backhaul link then

A-MeNB assigns ω to MUE (m̂) such that:
for all i ≤ |M| do

min sort rm
rmm

∀ rm|rmm
end for
mobile-cell AL shares ω with MUE (m̂) DL such that:

i. rm̂
rmm̂

< 1

ii. rm̂
rmm̂

<
rm
rmm

∀ m̂ 6= m, m ∈ {1, 2, 3, ...|M|}.
end if

end for

where A = π

2

√
f
PM

(
λM

√
PM+κλ

√
PS
)

and B = 1+ Pãfε
PMrmm

. Since ∂ pMUE

∂rm
< 0

in Eq. (5.64), the condition that Eq. (5.62) decreases monotonically with respect
to rm is satisfied [155].

To summarize, an MUE will have high success probability if it is located closer
to A-MeNB, while at the same time positioned at a farther distance away from the
mobile-cell which shares the sub-channel ω. Next, we will present an algorithm
to select a MUE that suffices the above mentioned condition.

5.4.1 Dynamic User Scheduling Algorithm

We propose dynamic user scheduling algorithm (DUSA) to select a MUE which is
farthest away from the mobile-cell, while at the same time closer to the A-MeNB.
Without the loss of generality, we now focus our analysis on those MUEs that
are associated only to A-MeNB. The A-MeNB-to-MUE association is based on
the distance which means that the macro-cell users within the coverage radius of
RM around A-MeNB are associated with A-MeNB. Mathematically, our goal is
to choose an MUE that minimizes rm

rmm
.

102



Chapter 5: Downlink Backhaul and Access Link Resource Sharing.

The MUEs associated with A-MeNB are distributed as stationary point pro-
cess Φm ∼ PPP(λm). If M MUEs are registered with A-MeNB, then average
number of MUEs is |M|= λm|B|, and |B|= πR2

M is the area-bound around A-
MeNB. Conditioned on this area-bound |B|, with slight abuse of terminology,
we can say that Φ̂M is a binomial point process (BPP) with |M| points [Sec.
2.2.2, [128]]. Each MUE is located at a different and unique geographic location
around A-MeNB. According to DUSA, for each time unit, the A-MeNB sorts
the list of MUEs in the increasing order of the ratio rm

rmm
. A-MeNB assigns

sub-channel ω to AL of mobile-cell m and MUE m̂ such that rm̂
rmm̂

< 1 and
rm̂
rmm̂

<
rm
rmm

∀ m̂ 6= m, m ∈ {1, 2, 3, ...|M|}. This arrangement ensures that inter-
ference from the mobile-cell’s AL to the downlink transmission of MUE remains
low.

Another parameter of interest while proposing resource sharing is the ergodic
rate per sub-channel at each link. It is essential that each link achieves high
ergodic rate, for which, we will provide analysis in the next section.

5.5 Ergodic Rate and Sub-Channel Reuse

The cellular users are more concerned about the data rate that they acheive
per link. We have measured the same in terms of ergodic rate in nats/sec/Hz
(1 nat ≈ 1.443 bits). Later on, the analysis for sub-channel reuse parameter is
also presented in this section.

5.5.1 Backhaul Link

The ergodic rate for backhaul link is given as [106]:

TBL =
∫ ∞

0
E[ln(1 + Υ1(ω,M → m))]f(rm)drm, (5.65)

For a positive random variable ζ, E[ζ] =
∫
τ>0

P(ζ > τ)dτ [106].

TBL =
∫ ∞

0

∫ ∞
0

E[ ln(1 +
PMr

−αi
m hωM,m

IM + IS + Iãγε
)]dτdrm, (5.66)

For αi = 4, and ῑ = λMπr
2
m, the rate expression can be written as:
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TBL =
∫ ∞
ῑ=0

∫ ∞
τ=0

exp
{
ῑ
[
1 +
√
eτ − 1

(π
2 − tan−1 1√

eτ − 1
+

κ

2
λS
λM

√
PS
PM

)]}
× 1

1 + (eτ−1)F ῑ2
π2λ2
M

dτ dῑ, (5.67)

where F = Pãγε

PMr4
ãm

. Note that Eq. (5.67) is the combination of two improper

integrals and remains intractable in this current form. Considering g = 1
1 + τ

and σ = 1
1 + ῑ

, we get the definite integral form for Eq. 5.67 which can be solved
using numerical integration method [106].

TBL =
1∫

0

1∫
0

exp
{
−
[
1+
√
e

1
g
−1 − 1

(
π

2−tan−1 1√
exp(1/g − 1)− 1

+ κλS
2λM

√
PS
PM

)]
( 1
σ
− 1

)}
× 1

g2σ2
[
1 + ( 1

σ
− 1)2

(
F exp(1/g−1)−1

λ2
Mπ2

)] dσ dg. (5.68)

5.5.2 Access Link

The ergodic rate for access link can be found as:

TAL = E[ln(1 + Υ3) > ψ], (5.69)

TAL =
∫
ψ>0

EIM[P [hã > (eψ − 1)εIMr
αo
ãv

Pã
]]dψ, (5.70)

TAL =
∫
ψ>0

E[1− Fhã(X)]dψ, (5.71)

TAL =
∫
ψ>0

∞∑
j=0

j∑
j̄=0

Kj(1− eψ)j−j̄

eK .j! (j − j̄)!
∞∑
q=0

(−1)qΩq

q! (eψ − 1)2q/αi−(j−j̄)Ψ(2q/αi,j−j̄)dψ, (5.72)
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where Ψ(2q/αi,j−j̄) is given in Eq. (5.33).

TAL =
∫

ψ>0

∞∑
j=0

j∑
j̄=0

∞∑
q=1

Kj(−1)j−j̄+q(eψ − 1)2q/αi

eK .j! (j − j̄)!
Ωq

q! Ψ(2q/αi,j−j̄) dψ,

(5.73)
Considering g = 1

1 + ψ
, Eq. (5.73) can be further simplified as:

TAL =
1∫

0

1
g2

∞∑
j=0

j∑
j̄=0

∞∑
q=1

Kj(−1)j−j̄+q(e
1
g−1 − 1)2q/α

eKj! (j − j̄)!
Ωq
k

q! Ψ(2q/αi,j−j̄) dg.

(5.74)

5.5.3 Out-of-vehicle Cellular-link

Finally, the ergodic rate of MUE m is given as:

TMUE =
∫ 1

0

exp (− Ã
√
e

1
g̃−1 − 1)

g̃2(1 + B̃(e
1
g̃−1 − 1))

dg̃. (5.75)

where Ã =
πr2

m(λM + λSκ
√

PS
PM

)
2 and B̃ = 1

PM

( rm
rmm

)2
.

The proof for TMUE is trivial and follows the steps used to derive Eq. (5.68).
Note that we have used numerical integration to solve Eq. (5.68), Eq. (5.74) and
Eq. (5.75). The results are reported in Section 5.6. Next, we will present the
sub-channel reuse parameter to demonstrate the spectral efficiency of proposed
resource sharing scheme.

5.5.4 Sub-channel Reuse Parameter

The sub-channel reuse parameter (Qω) specifies the number of links that share
a sub-channel under A-MeNB’s coverage. Mathematically, we can write this
parameter as:

Qω = 2 +
λS |B|∑
η=1

κη. (5.76)
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Table 5.2: Parameters for Monte-Carlo simulations.

Parameter Values
Total simulation runs 10,000
Simulation area 40× 40 Km2

αi, αo 4, 3.5
λM 2× 10−6

λS 10λM
rãv, rãm 8 meters, 5 meters
κ 0, 1
PS 3, 23 dBm

where κη is an indicator function such that κη ∈ 0, 1. When small-cell η transmits
on the sub-channel ω then κη = 1, and κη = 0 when small-cell is silent. It can be
observed from Eq. (5.76) that Qω has a linear relationship with the small-cells’
density (λS) along with the indicator function κη. Intuitively, when no small-cell
shares ω with mobile-cell, then Qω = 2.

In the next section, we will provide the results of our analysis and Monte-Carlo
simulation for the proposed resource sharing scheme.

5.6 Results and Discussion

To demonstrate the validity of our analysis of the proposed schemes, we have
performed Monte-Carlo simulations. In Table 5.2, we have presented the most
important parameters used in our simulations.

Backhaul link’s Performance

The success probability of backhaul link over a given SIR range is shown in
Figure 5.5. We have considered following cases: (i) κ = 0, (ii) κ = 1 with
PS = 3 dBm, and (iii) κ = 1 with PS = 23 dBm. It can be seen that the
success probability remains almost the same for the two cases (i) when κ = 0, and
(ii) when small-cells’ transmit power is low (PS = 3 dBm). On the contrary, when
the small-cells transmit with high power, success probability is lower than the
other two cases. It can be deduced from Figure 5.5 that the main contributor to
interference on BL is the spatially closer AL-antenna. On the other hand, the low-
powered small-cell transmission only marginally affects the success probability of
BL.
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Figure 5.5: Success probability of backhaul link with λM = 2 ×
10−6, λS = 10λM, ε = 0.1, γ = 1 (i.e., No SIC), and ℘ = 0.1. c©
2019 IET [39].

A combined effect of f, ε on backhaul is shown in Figure 5.6. It can be
observed that BL’s quality gets higher as ε gets lower, especially for lower SIR-
thresholds regions. Figure 5.7 shows the impact of successive SIC on the BL.
Intuitively, for ideal SIC-enabled reception, higher success probability for the link
is achieved. In the absence of SIC, link quality degrades drastically, particularly
in regions with high SIR-threshold values. The slight differences between the
analytical and simulation results (see Fig. 5.7 and Fig. 5.8) are because of the
use of numerical approximations in Eq. 5.11 and Eq. 5.13 in Section 5.3, and Eq.
5.67 in Section 5.5.

The ergodic capacity for the BLs are shown in Figure 5.8. It can be observed
that the capacity per sec/Hz increases if SIC is enabled at the backhaul. Note
that even if the macro-cell deployment is sparse (e.g., when λM = 2 × 10−6),
backhaul’s ergodic rate with 90% SIC is much higher as compared to the case
when macro-cells are densely deployed (e.g., λM = 4 × 10−6), but with no SIC.
Next, we will present the performance of the access link of mobile-cell.
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Figure 5.6: Dependence of backhaul link’s success probability on
SIR and ε (λM = 2× 10−6, κ = 1, PS = 3dB, ℘ = 0.1). c© 2019 IET
[39].

Access Link’s Performance

The AL experiences strong LoS component of the transmission from AL-antenna.
For this reason, very high success probability is achievable, even at higher values
of f and ε. This is evident from the results presented in Figure 5.9. Note that
the success probability reaches 1 when high vehicular penetration loss prevents
out-of-vehicle interference (ε = 0.1). Furthermore, the success probability for
AL deteriorates significantly at high SIR regions, for poorly isolated mobile-cell’s
structure (ε = 0.8). We have assumed Rician K-factor as 2 dB, which means that
there exists a nominally dominant LoS component as compared to the multipath
components. If we assume a very strong LoS, then the quality of AL will be very
high in all cases. However, in practice, K does not attain such high values.

Figure 5.10 shows the relationship between success probabilities of access and
backhaul links. The AL’s success probability increases with an increase in AL-
antenna’s transmit power. The subsequent effect of AL’s success probability on
the BL can be observed on the y-axis of Figure 5.10. It can be observed that
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Figure 5.7: SIC effect on backhaul link (ε = 0.1, λM = 2×10−6, κ =
0, ℘ = 0.1). c© 2019 IET [39].

with high vehicular penetration loss along with using accurate SIC suppression
both links acheive high success probabilities. For example, when ε = γ = 0.1,
κ = 1 and AL’s success probability is greater than or equal to 70%, backhaul
coverage does not get lower than 65%. The QoS of both links depends, among
other factors, on the transmission power of AL-antenna (see Eq. (5.49)). It
follows that by adjusting AL-antenna’s transmit power (Pã), we can enhance the
link quality at the backhaul.

Performance of MUE’s Downlink

We have proposed that resource sharing between access link and out-of-vehicle
macro-cell user is enabled using DUSA algorithms. We have compared DUSA
with the random-selection (RS) scheme in Figure 5.11. In a RS scheme, a ran-
domly selected MUE shares sub-channel ω with mobile-cell’s AL. During each
iteration, we randomly deployed a single mobile-cell and |M|= λmπR

2
M MUEs

under the coverage radius of 1 Km around A-MeNB. The results in Figure 5.11
show that DUSA significantly improves the quality of downlink success probabil-
ity for MUEs by selecting each device that is closest to A-MeNB and farther away
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(Well isolated) (Poorly isolated)

Figure 5.8: Ergodic rate for backhaul link in nats/sec/Hz. c© 2019
IET [39].

Figure 5.9: Success probability for access link (κ = 0, γ =
1(i.e., No SIC), ℘ = 0.1, J,Q = 70.) c© 2019 IET [39].
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Figure 5.10: Success probability: Backhaul vs Access links
(λM, κ,f, ℘ = {2× 10−6, 0,−10, 0.1)}. c© 2019 IET [39].

from the mobile-cell. The success probability for DUSA degrades when there is
sparse population of MUE (e.g., λm = 3.18 × 10−5), particularly at high SIR
thresholds. However, this reduced success probability is still distinctively greater
than the performance achieved by RS algorithm. We can observe that λm has
little effect on the performance of RS algorithm and very low success probabil-
ity for MUEs is achieved in all cases. We will show the impact of mobile-cell’s
mobility on the success probability of MUE in the next sub-section.

Effect of Mobility on MUE

Figure 5.12 shows the impact of mobile-cell’s mobility on the success probability
of macro-cell user. We have selected three “mobile-cell and MUE” pairs using
DUSA. We considered the worst case scenario when a mobile-cell moves with a
high speed (150 Km/hr ≈ 42 m/s) towards the MUE. We have observed the sub-
channel sharing for a 1-second interval. The distances are normalized such that
the maximum distance between mobile-cell and MUE is
rmm ≈ 42 m. The mobile-cell moves in a straight line towards MUE [43, 60].
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Figure 5.11: DUSA versus RS (RM = 1 Km, λM = 2 × 10−6, λS =
10λM, ε = 0.1, κ = 1, PM, PS , Pã = 45, 23, 3 dBm). c© 2019 IET
[39].

Interestingly, the performance of MUE that is closer to A-MeNB does not de-
teriorate due to mobile-cell’s mobility because PM >> Pã, and the effect of
mobile-cell’s AL-interference is very low.

5.7 Conclusion

In this chapter, we have proposed a resource sharing scheme for mobile-cell’s AL
with out-of-vehicle links, including BL and macro-cell users. According to our
scheme, the downlink AL will share the sub-channel with the BL when A-MeNB
transmits to the mobile-cell. In case there is no transmission from A-MeNB to
the mobile-cell, AL will share the sub-channel with the downlink transmission of
out-of-vehicle macro-cell user. We have proposed an algorithm to select the MUE
such that it receives minimum interference from AL transmission. We have used
directional antenna for AL and exploited successive interference cancellation at
the backhaul to ensure that such aggressive resource sharing does not deteriorate
performance of any of the links. The directional AL-antenna ensures high QoS for
in-vehicle users even at low transmit power, while at the same time minimizes the
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Figure 5.12: Mobile-cells mobility towards m (λM = 2× 10−6, λS =
10λM,f = 20 dB, κ = 1, PM, PS , Pã = 45, 23, 3 dBm). c© 2019 IET
[39].

interference to spatially closer BL-antenna. On the other hand, vehicular pene-
tration loss is exploited to further reduce the interference between in-vehicle and
out-of-vehicle resource sharing links. We have demonstrated, through analysis
and simulation, that high success probabilities and ergodic rates are achievable
for all resource sharing links when VPL is high and SIC is highly efficient. We
have also proposed transmit power control for AL transmission to further enhance
SIR at the BL without compromising on the in-vehicle link quality. We have also
demonstrated the effect of mobile-cell’s mobility on the proposed resource sharing
scheme. The results have shown that the resource sharing achieves high success
probability for out-of-vehicle cellular user even when mobile-cell is traveling at
high speed towards the user.

In the next chapter, we will present resource sharing for uplink access link
with sidehaul link between mobile-cells and out-of-vehicle cellular user.
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Chapter 6

Sidehaul and Uplink Access Link
Resource Sharing

6.1 Introduction

We have proposed resource sharing for mobile-cell’s downlink access link (AL)
with backhaul transmission or out-of-vehicle macro-cell user in the previous chap-
ter. In this chapter, we now focus on resource sharing between mobile-cell’s uplink
AL and sidehaul link (SL), along with uplink communication for the macro-cell
cellular user (CU). Like before, we will derive expressions for success probability
and ergodic rates of all the resource sharing links.

A mobile-cell’s in-vehicle antenna provides cellular services to commuters over
the AL and communicates with the core network over backhaul link (BL). The
communication between neighboring mobile-cells, or between mobile-cell and out-
of-vehicle cellular user is established over the SLs (see Fig. 6.1). An out-of-
vehicle antenna is installed on the roof of the vehicle for backhaul and sidehaul
communication. Mobile-cell’s SL is essential to exchange data, such as cached
content, with its neighbors [26]. In [23, 30], the authors have shown that the SL
may provide connectivity in regions with low or no cellular coverage. In [31], the
authors have demonstrated that mobile-cells can provide services to the cell-edge
users using SLs to enhance coverage of cellular network.

Resource allocation problems for mobile-cells’ links are uniquely challeng-
ing. On the one hand resources assigned to mobile-cells’ multiple wireless links
should not deteriorate the spectral efficiency of the network. On the other hand,
these links should minimally interfere with the out-of-vehicle cellular users. In
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Mobile-cell

VUE

eNB

Sidehaul link

Access link

Figure 6.1: Mobile-cells communicating over ALs and SL.

Chapter 2, we have already discussed that most of the related works assigned
dedicated frequency resources to the individual mobile-cells’ links [26, 123, 144].
However, the solutions that assign dedicated resources to individual links are
spectrally inefficient and require additional sub-channels. Given the limited avail-
ability of spectral resources, such schemes may not be very practical. Hence, in
this Chapter, our focus is to provide spectrally efficient scheme so that mobile-cell
does not require additional resources from the cellular spectrum.

6.1.1 Research Contribution

Our contribution in this chapter is to enable the resource sharing among the
following three links: (i) CUs transmitting to eNB, (ii) mobile-cell’s uplink AL
and (iii) SL between neighboring mobile-cells. For successful resource sharing, we
will exploit VPL and successive interference cancellation (SIC) technique. Note
that due to VPL, the strength of wireless signal may drastically reduce as it
travels through metallic body of the vehicle. Exploiting this fact, we can utilize
the same sub-channel for in-vehicle and out-of-vehicle transmissions. On the
other hand, we will employ SIC to enhance the signal-to-interference ratio (SIR)
for the sidehaul signals [156]. We have mathematically formulated the success
probabilities and ergodic rates for all the resource sharing links. Our scheme will
ensure that the access and sidehaul links of a mobile-cell do not require additional
spectral resources.
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Figure 6.2: A mobile-cell communication scenario with active and
interfering links. The uplink AL for MC j is not presented. c© 2019
IEEE [40].

6.1.2 Chapter Organization

The rest of this chapter contains the following: The system model is presented in
Section 6.2. In Section 6.3 we will derive the expressions for success probabilities
and ergodic rates for all the resource sharing links which will act as the basis
for the algorithms that we will propose in Section 6.4. We will discuss results in
Section 6.5 and conclude this chapter in Section 6.6. The publication related to
this chapter is presented in Section 6.7

6.2 System Model

We have considered a single-cell environment in which eNB B is at the origin as
shown in Figure 6.2. The out-of-vehicle CUs form a set U and mobile-cells form
a setM. All CUs and mobile-cells are distributed uniformly and randomly with
density λu and λm (per m2), respectively. All CUs are considered static at all
times and are denoted as u ∈ {1, 2, 3, ...|U|}, where |.| shows the cardinality of
the set. Without the loss of generality, we consider i, j ∈M as two neighboring
mobile-cells where i is the transmitter and j is the receiver in a sidehaul com-
munication. We employ SIC at the sidehaul receiver. A common communication
control unit (CCU) manages the communication process within mobile-cells [145].
The CCU performs the decoding and cancellation of the stronger AL interfering
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signal at the out-of-vehicle antenna to increase the quality of SL [156]. We as-
sume that the mobile-cells are not aware of the SIC capabilities of the respective
neighbors. Each device (i.e., mobile-cell and cellular users) is equipped with a
localization system, for example as discussed in [147], which can determine de-
vice’s location. The devices may transmit their positioning information to eNB
on periodic basis over the control channels. Hence, the eNB knows the devices’
locations for any given time-slot T . Note that T is a very short time period, typ-
ically in the scales of milli-seconds. The mobile-cells remain static only during
T [124,126].

The number of commuting users inside a vehicle may vary. However, for the
sake of mathematical tractability and without the loss of generality, we consider
a single in-vehicle user equipment (VUE) vm having active uplink access link
communication inside mobile-cell m ∈ M, and ãm represents the AL-antenna
of m. The sub-channel ω ∈ W is shared across three links: u → B, i → j,
and vj → ãj. We collectively call these resource sharing links as a ‘trio’. The
total number of sub-channels are |W| where W is the set denoting individual
sub-channel ω, such that ω = {1, 2, 3, ...|W|}.

All links follow standard pathloss model r−α as slow fading, where r is the
transmitter-to-receiver distance and α is the general pathloss exponent. In par-
ticular, we have considered αo as out-of-vehicle pathloss exponent and αin as
in-vehicle pathloss exponent. The quasi-static Rayleigh channel represents fast
fading [126]. We have further considered the additive white Gaussian noise with
constant average power η2.

The signal-to-interference-plus-noise ratio (SINR) of CU u’s uplink transmis-
sion at eNB B at a given time-slot T over ω is:

ΥT
UL

= Pur
−αo
u hωuB

Ii + Ivjε+ η2 . (6.1)

where Ptx is the transmit power from transmitter tx and hωtxtr denotes exponen-
tially distributed fading power of ω between transmitter-receiver pair tx − tr.
Ii = Pir

−αo
i hωiB, Ivj = Pvjr

−αo
j hωjBε are the interferences from the SL transmis-

sion of mobile-cell i and from VUE vj’s AL, respectively. The distances from
u, i, j → B are given as ru, ri, rj, respectively. The VPL factor is denoted by ε

such that 0 < ε ≤ 1. As before, the VPL factor represents the quality of isolation
between in-vehicle and out-of-vehicle links. The higher values of ε represent lower
isolation.
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Table 6.1: System model parameters

Symbol Definition
B Macro-cell eNB.
M,U Set of mobile-cells and out-of-vehicle cellular users.
λM, λU Density of mobile-cells, and CUs.
m,u, vm Single mobile-cell, cellular user, in-vehicle user inside m.
i, j Transmitter for sidehaul link, receiver for sidehaul link.
ãj In-vehicle access link antenna.
ru, ri, rj Distance u→ B, i→ B, j → B.
Pu, Pi, Pvj Uplink transmit power for u, MC i, and in-vehicle user.
αin, αo In-vehicle and out-of-vehicle pathloss exponents.
hωtx,tr Exponentially distributed fading power of

channel between tx − tr pair for sub-channel ω.
ε, γ VPL factor, SIC factor (0 < ε ≤ 1) (0 ≤ γ ≤ 1).

SINR for uplink AL from VUE vj to AL-antenna ãj is:

ΥT
AL

=
Pvj l

−αin
vj

hωvj ãj
Iuε+ Iijε+ η2 . (6.2)

where lvj is the distance between vj → ãj. Iu = Pur
−α
uj h

ω
uj and Iij = Pir

−α
ij h

ω
ij are

the interferences from the cellular link and i’s sidehaul transmission, respectively.
ruj and rij are the distances between j → u, and i→ j, respectively.

As for SL from mobile-cell i to j, if γ is the SIC parameter such that γ ∈ [0, 1],
then SINR is:

ΥT
SL

=
Pir
−αo
ij hωij

Iu + Ivjεγ + η2 . (6.3)

Note that in Eq. (6.3), γ = 0.1 represents 90% successful SIC. Likewise,
γ = 0.9 indicates that there is only 10% success in SIC. The performance of SIC
depends on the effectiveness of mobile-cell’s CCU that manages communication
for mobile-cell’s links [145]. A list of all variables and their associations are
presented in Table 6.1 for the readers’ convenience. In the next section, we will
mathematically formulate the parameters of success probabilities and ergodic
rates for the resource sharing links.
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6.3 Link Analysis

6.3.1 Success Probability

Ideally, in a wireless system, a unique sub-channel should be assigned to all in-
dividual users. However, when more than one user share a sub-channel then
the signal from the intended transmitter is successfully decoded by the receiver
if the received signal strength, measured in terms of SINR (Υ), is above a cer-
tain threshold level. Mathematically, this so-called success probability is defined
as P

[
Υ > θ

]
, where P denotes the probability of an event and θ is the SINR

threshold.
For cellular users transmitting over sub-channel ω, the success probability can

be written as:

pω
UL

= P[Υ
UL
> θ]. (6.4)

pω
UL

= E
[

exp
(
− θr

αo
u

Pu
(Ii + Ivjε+ η2)

)]
. (6.5)

pω
UL

= E
[

exp
(
−
(
ru
ri

)αo θPihωui
Pu

)]
E
[

exp
(
−
(ru
rj

)αo θPvjεhωuj
Pu

)]
e−

θr
αo
u η2

Pu . (6.6)

pω
UL

= e−θr
αo
u η2/Pu

[1 + θ PiPu (ruri )
αo][1 + θε

Pvj
Pu

(rurj )
αo]
. (6.7)

where Eq. (6.5) follows the complimentary cumulative density function (CCDF)
of exponentially distributed random variable hωuB ∼ exp(1). The expectation E[.]
is with respect to the random interference. Eq. (6.6) follows the independence
of random variables hωiB and hωjB, and Eq. (6.7) follows the property of Laplace
Transform for random variables, i.e., LX(s) = E[e−sX ]. For hωtxtr ∼ exp(1),
Lhωtxtr (s) = 1

1 + s
.

Similarly, the success probabilities for AL is:

pω
AL

= e−θl
αin
vj η2/Pvj

[1 + θε PuPvj
( lvjruj )

αo][1 + θε Pi
Pvj

( lvjrij )
αo]
. (6.8)
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For SL, success probability is calculated as:

pω
SL

= e−θr
αo
ij η

2/Pi

[1 + θPuPi (
rij
ruj

)αo][1 + θεγ
Pvj
Pi

(rijlvj )
αo]
. (6.9)

Note that in Eq. (6.9) only αo is considered because the AL signal will only
act as the interference for all out-of-vehicle receivers.

6.3.2 Ergodic Rate

An important parameter when considering resource sharing by multiple links is
the ergodic rate per link. Even if the signal is decoded successfully, it is of utmost
importance that each link achieves high rates. We calculate the ergodic rate per
sub-channel in nats/sec/hz (1 nat ≈ 1.443 bits). For a cellular user’s uplink, the
rate is given as:

T ωUL = E[ln(1 + Υ
UL

)] (6.10)

For a random variable ζ > 0, E[ζ] =
∫

σ>0
P[ζ > σ]dσ [106]. Hence:

T ωUL =
∫

σ>0
P
[
hωuB > (eσ − 1)

[(Ii + Ivjε+ η2)rαou
Pu

]]
dσ (6.11)

T ωUL =
∫

σ>0
E[ exp (− (eσ − 1)r

αo
u

Pu
Ii − (eσ − 1)r

αo
u

Pu
Ivjε)]e

−(eσ−1)rαou η2
Pu dσ

(6.12)
Using Ii = Pir

−αo
i hωiB, Ivj = Pvjr

−αo
j hωjBε, we consider s1 = (eσ−1)

(ru
ri

)αo(Pi
Pu

)
and s2 = (eσ − 1)

(ru
rj

)αo(Pvj
Pu

)
ε. Using Laplace Transform for random variable

h̃ ∼ exp(1), we get:

T ωUL =
∞∫
0

e
−(eσ−1)rαou η2

Pu

(1 + s1)(1 + s2)
dσ (6.13)
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T ωUL =
∞∫
0

(
e
−(eσ−1)rαou η2

Pu

[1 + (eσ − 1)X ][1 + (eσ − 1)Y ]

)
dσ (6.14)

where X =
(
ru
ri

)αo(Pi
Pu

)
and Y =

(
ru
rj

)αo(Pvj
Pu

)
ε.

Since η2 << 1, we use the fact that lim
n→0

en ≈ 1 for smaller values of n [157],

T ωUL u
∞∫
0

( 1
[1 + (eσ − 1)X ][1 + (eσ − 1)Y ]

)
dσ (6.15)

Now letting ă = eσ − 1, we get:

T ωUL =
∞∫
0

( 1
[1 + ăX ][1 + ăY ]

)
dσ (6.16)

For ă = eσ − 1, taking derivative on both sides with respect to σ, we get
dσ = 1

eσ
dă⇒ 1

ă+ 1dă. Hence, we can now write Eq. (6.16)as:

T ωUL =
∫ ∞

0

( 1
1 + ă

)( 1
1 + ăX

)( 1
1 + ăY

)
dă, (6.17)

Using the technique of Feynman Parametrization [158], Eq. (6.17) can be
solved as:

T ωUL = (X − 1)Y ln(Y)−X ln(X )Y + X ln(X )
(X − 1)(Y − 1)(Y − X ) . (6.18)

Similarly, the ergodic rates for AL is computed as:

T ωAL = (P − 1)Q ln(Q)− P ln(P)Q+ P ln(P)
(P − 1)(Q2 − (P + 1)Q+ P) . (6.19)

where P =
(
lαinvj

rαouj

)(
Pu
Pvj

)
ε and Q =

(
lαinvj

rαoij

)(
Pi
Pvj

)
ε.

Finally, the ergodic rate for SL is:

T ωSL = (K − 1)J ln(J )−K ln(K)J +K ln(K)
(K − 1)(J 2 − (K + 1)J +K) . (6.20)
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where K =
(
rij
ruj

)αo(Pu
Pi

)
and J =

(
rij
lvj

)αo(Pvj
Pi

)
εγ.

With the mathematical expression of success probability and ergodic rates
derived in this section, the next section presents the resource sharing algorithm.

6.4 Resource Sharing Algorithm

Our main goal is to maximize the ergodic rate while enabling resource sharing
for the trio. The total ergodic rate (R) for N trios is:

R =
N∑
ω=1

Rω. (6.21)

where Rω = T ωUL + T ωAL + T ωSL ∀ ω.
Our main objective is:

max
N∑
ω=1

Rω. (6.22)

subject to (i) ∑
L

βωL ≤ 3,

(ii) βωviãiβ
ω
ij = 0, βωvj ãjβ

ω
ij = 1

where βωL is the binary indicator such that βωL = 1 if ω is assigned to link L and
βωL = 0 otherwise. Constraint (i) ensures that a maximum of 3 links can be shared
over ω, and constraint (ii) guarantees that ω is not assigned to VUE in i and is
only assigned to VUE in j. This constraint guarantees minimal interference for
the low-powered ALs.

While the brute-force (BF) search can provide optimal solution to the problem
presented in Eq. (6.22), the associated computational costs will be high, especially
for large number of mobile-cells and CUs. BF search calculates maximum Rω by
comparing all possible “CU to mobile-cell” combinations before forming a trio.
This takes considerable time to converge, in particular when the number of CUs
around eNB is very large. Random selection (RS) scheme may provide a quick
solution by randomly selecting the nodes to form a trio, but cannot guarantee
optimal rates. Hence, we propose two sub-optimal, yet less time consuming,
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Algorithm 3 Dynamic Resource Sharing for mobile-cell
U ,M, W : Cellular users, Mobile-Cells, Sub-channels.
for time slot T do

for all mobile-cell i = 1 :M do
1. Select mobile-cell j as neighboring mobile-cell to establish SL
2. Assign resource ω for

(i) SL link between mobile-cell i and j
(ii) AL for mobile-cell j
(iii) Select x, y, z ∈ U , such that
∀ru
ri
< 1, rx

ri
= min( ru

ri
)

∀ru
rj
< 1, ry

rj
= min( ru

rj
)

∀ rij
ruj

< 1, rz
rj

= min( rij
ruj

)

3. Assign resource ω to CU u such that
u ∈ {x, y, z} and ru = min(rx, ry, rz)

end for
end for

algorithms to solve resource sharing problem. The basis for these algorithms
originates from the analysis presented in Section 6.3. It is evident from Eqs.
(6.7)-(6.9) and Eqs. (6.18)-(6.20) that the success probabilities and the ergodic
rates are inversely related to the distance ratios ru

ri
,
ru
rj
, and rij

ruj
. Therefore, in

order to achieve high success probabilities, according to Eqs. (6.7)-(6.9), the ratios
ru
ri
,
ru
rj
,
rij
ruj

, which depend on the selection of devices in euclidean plane, should

be less than 1. The same condition applies for ergodic rates in Eqs. (6.18)-(6.20).
We therefore have an additional constraint to ensure the distance limitation for
all devices in a trio. Mathematically, we can write this constraint as:

(iii) ru
ri
,
ru
rj
,
rij
ruj

< 1

It is important to note that
lαinvj

rαouj
,
lαinvj

rαoij
< 1 because generally lvj < {ruj, rij},

but more importantly because αin < αo. The condition that αin < αo is true
because the in-vehicle AL often experiences good channel conditions between
the transmitting VUE and the receiving AL-antenna (ãj) as compared to out-of-
vehicle communication. On the other hand, note that in Eq. (6.9), rij

lvj
> 1. This
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Algorithm 4 Quadrant-based Resource Sharing for mobile-cell
U ,M, W : Cellular users, Mobile-Cells, Sub-channels.
Qn
no : Quadrant no around eNB for device n

eNB split the coverage area into 4 quadrants, i.e., no = 4.
for time slot T do

for all Mobile-cell i = 1 :M do
1. Select mobile-cell j as neighboring mobile-cell to establish SL
2. Assign resource ω for

(i) SL link between mobile-cell i and j
(ii) AL for mobile-cell j

3. Shortlist all CUs in quadrant Qno = Qj
no + 2

Select x, y, z ∈ U in Qno, such that
∀ru
ri
< 1, rx

ri
= min( ru

ri
)

∀ru
rj
< 1, ry

rj
= min( ru

rj
)

∀ rij
ruj

< 1, rz
rj

= min( rij
ruj

)
4. Assign resource ω to CU u such that

u ∈ {x, y, z} and ru = min(rx, ry, rz)
end for

end for

means that the success probability and ergodic rates for SLs may remain low.
This effect is subsided by employing SIC at the SL. SIC will enhance the SIR for
the sidehaul signals by canceling out the interfering AL transmission.

Our proposed algorithms given as, Algorithm 3 (Al-3) and Algorithm 4
(Al-4), aim to solve the problem presented in Eq. (6.22) while strictly follow-
ing constraints (i)-(iii). Both Al-3 and Al-4 only consider those out-of-vehicle
cellular users that satisfy constraint (iii), while also abiding by the constraints
(i) and (ii). Unlike BF method, the proposed algorithms reduce the number of
computations required to select the best possible cellular user to form a trio. In
both algorithms (i.e., Al-3 and Al-4), the mobile-cells i and j will share sub-
channel ω for sidehaul and access links, respectively. The out-of-vehicle user is
then selected by eNB such that the selected CU satisfies the constraint (iii) of
the problem specified in Eq. (6.22). Unlike Al-3, Al-4 divides the region around
eNB in four quadrants (Qno), where Qj

no denotes resident-quadrant for mobile-
cell j. The intuition behind Al-4 is that the cellular user in the resource sharing
trio is selected from the quadrant opposite to j (i.e., recipient of the sidehaul
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Table 6.2: Parameters for Monte-Carlo simulations.

Parameter Values
Cell radius 500 meters
λu 7.64× 10−4

λm 1.9× 10−5

αo, αin 3, 2.5
lvj 5 meters
η2 -130 dBm/Hz
Baseline algorithms Random Select (RS), Brute Force (BF)

transmission). Thus, Al-4 further reduces computations compared to Al-3 as this
algorithm will consider lesser number of CUs as compared to Al-3. A detailed
performance analysis for these algorithms, with comparison to brute-force and
random-select (RS) methods will be presented in Section 6.5.

Finally, in order to further evaluate the performance of the proposed algo-
rithms, we have calculated the CCDF of ergodic-rate (δ) for all resource sharing
links in a trio. The derivation for CCDF follows the approach adopted in Section
6.3.1. The CCDF for uplink (CωTUL), AL (CωTAL) and SL (CωTSL) are given as:

CωTUL = e−(eδ−1)rαou η2/Pu[
1 + (eδ − 1) PiPu

(
ru
ri

)αo][
1 + (eδ − 1)

(
ru
rj

)αo Pvj
Pu
ε

] . (6.23)

CωTAL = e−(eδ−1)lαinvj η2/Pvj[
1 + (eδ − 1)ε PuPvj

(
l
αin
vj

rαouj

)][
1 + (eδ − 1)ε Pi

Pvj

(
l
αin
vj

rαoij

)] . (6.24)

CωTSL = e−(eδ−1)rαoij η2/Pi[
1 + (eδ − 1)PuPi

(
rij
ruj

)αo][
1 + (eδ − 1)εγ PvjPi

(
rij
lvj

)αo] . (6.25)
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Figure 6.3: Link success probabilities (Pu, Pvj , Pi = 18, 3, 18 dBm,
γ = 0.1). c© 2019 IEEE [40].

6.5 Results and Discussion

In this section, we present the performance evaluation for the analysis of the pro-
posed algorithms. We have performed Monte-Carlo simulation in which mobile-
cells and cellular users are distributed on the euclidean plane independently and
randomly. We call this device distribution on 2D plane as a ‘topology’. The de-
vice distribution densities for cellular users and mobile-cells and rest of the other
parameters are mentioned in Table 6.2, unless otherwise stated.

It is obvious from Figure 6.3 and Figure 6.4 that the outcomes from the
analysis accurately match the simulation results. Note that the results in Figure
6.3 and 6.4 show the effect of SIC and VPL on success probability and ergodic
rates, respectively. A single trio was selected whose devices’ follow the distance
ratios:

(ru
ri
,
ru
rj
,
rij
ruj

,
lvj
rij
,
lvj
ruj

= 0.75, 0.66, 0.57, 0.15, .09
)
. We call this particular

orientation as Topology-A. It is clear from Figure 6.3 that high success probability
is achieved for SL when VPL is high (i.e., lower value of ε). Recall that the lower
values of ε represents high isolation between in-vehicle and out-of-vehicle links.
On the other hand, Figure 6.4 shows the effect of vehicular penetration loss (ε)
on the ergodic rates of each link. It can be seen that for higher value of ε,
the rates for ALs and SLs reduce. These results explain that if VPL is low, the
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Figure 6.4: Ergodic rate vs VPL (Pu, Pvj , Pi = 18, 3, 18 dBm). c©
2019 IEEE [40].

Figure 6.5: Aggregate CCDF of ER for a single topology
(Pu, Pvj , Pi = 15, 6, 18 dBm).
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Figure 6.6: Empirical CDF of ER (Pu, Pvj , Pi=15, 6, 18 dBm, SL
communication range = 50 m, ε, γ = 0.1.) c© 2019 IEEE [40].

interference from the resource sharing links is high. Interestingly, the rates for the
CUs remain unaffected. This is due to the fact that cellular users’ transmissions
are not affected by the low-powered in-vehicle communication. Furthermore, the
reason that ALs are also not affected by the change in VPL is that the distance
between in-vehicle antenna and receiver is very small. Therefore, the AL’s signal
strength at the AL-antenna is higher than the interference from CU and sidehaul
transmission.

Figure 6.5 shows the VPL’s effect on the aggregate CCDF of the ergodic rates
for all links. It is obvious from the figure that as penetration factor increases, the
total CCDF of ergodic rate for SL deteriorates. This deterioration is due to the
fact that the dominant AL interference reduces the SIR for SL. In contrast, the
cellular link remains almost unaffected by the change in the VPL. The variation
in the ergodic rate of AL is negligible. This is due to the fact that the small
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Figure 6.7: Empirical CDF of ER (Pu, Pvj , Pi=15, 6, 18 dBm, SL
communication range = 150 m, ε, γ = 0.1.) c© 2019 IEEE [40].

Table 6.3: Mean/Standard Deviation for CU ergodic rates for sim-
ulation results in Figure 6.6 and Fig. 6.7. c© 2019 IEEE [40].

SL comm. range Parameter BF RS Al-3 Al-4

50 meters Mean 8.20 0.94 5.61 4.85
Std. deviation 1.94 0.23 0.45 0.47

150 meters Mean 8.24 0.95 3.23 3.00
Std. deviation 1.96 0.22 0.40 0.36

transmitter-receiver distance for AL communication ensures high received signal
strength at the AL-antenna. Consequently, the interfering links do not have
adverse effects.

Next, we present the simulation results by averaging the ergodic rates from
1 million topologies. We randomly picked 20 SLs from i → j ∀i, j ∈ M for
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all simulations (which correspond to 20 trios). We have compared the proposed
algorithms (Al-3 and Al-4) with the random-select and the brute-force method.
In RS, the eNB randomly selects CUs to form the trios with the mobile-cells.
On the other hand, in BF a comprehensive search is performed to select the best
possible CU which can maximize the ergodic rate.

Figure 6.6 and Figure 6.7 show the empirical CDF of the ergodic rates for all
links when sidehaul communication ranges are 50 and 150 meters, respectively. It
is obvious from both figures that the proposed algorithms ensure better rates for
uplink cellular transmissions when compared to the random-select algorithm’s
results. As expected, the performance of Al-3 and Al-4 is sub-optimal when
compared to BF algorithm. Recall, however, that BF requires much larger time
to form trios. It is also interesting to note that there is little difference between the
ergodic rates of either access or SLs. However, keeping all other factors constant,
the ergodic rate of AL increases considerably in Figure 6.7 as compared to the
same in Figure 6.6. This is due to the fact that interference from SLs reduces as
mobile-cells are placed at larger distances from each other. On the other hand,
rates of the SL shown in Figure 6.7 are much lower when compared to those in
Figure 6.6.

We can deduce another interesting and important observation from Figure
6.6 and Figure 6.7. It can be seen that the ergodic rates obtained using BF
scheme are higher when compared to the proposed algorithms. However, the
variation around the mean for Al-3 and Al-4 is very small in comparison to
the results obtained through BF. This observation suggests that Al-3 and Al-
4 provide more certainty for the ergodic rate of cellular-links compared to BF.
Numerically, this observation is summarized for further clarity in Table 6.3. It can
be seen that the standard deviation of rates obtained through BF reaches almost
2.0 nats/sec/Hz for SL communication ranges of 50 and 150 meters. On the other
hand, the standard deviations for the proposed algorithms remain well below 0.5
nats/sec/Hz in each case.

Table 6.4 presents the relationship between SL’s communication range and
the mean of the total ergodic rate per sub-channel. For higher ranges, the mean
rate per sub-channel decreases for Al-3 and Al-4. However, the rates still remain
higher than the ergodic rates achieved using RS scheme. Table 6.5 shows the
mean ergodic rates for different transmit powers (Ptx). There is a trade-off in
increasing Ptx of a particular link. For example, the ergodic rate for in-vehicle
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Table 6.4: SL communication vs ergodic-rate per shared sub-channel
(Pu, Pvj , Pi = 15, 6, 18 (dBm), ε, γ = 0.1).

SL comm. range (m) Algo. 200 150 100 50

Avg. erg. rate/sub-ch.

BF 18.18 17.72 17.07 16.33
RS 10.97 10.43 9.78 9.06
Al-3 12.55 12.64 12.91 13.72
Al-4 12.03 12.19 12.42 12.89

Table 6.5: Ptx(dBm) vs mean rates (SL comm. range = 150m)

Pu, Pvj , Pi Algo. Rate CU Rate AL Rate SL Rate Total

15, 0, 18 Al-3 3.26 7.40 1.16 11.81
Al-4 3.02 7.20 1.09 11.32

15, 3, 18 Al-3 3.24 8.09 0.87 12.20
Al-4 3.02 7.88 0.84 11.74

15, 6, 18 Al-3 3.22 8.77 0.65 12.64
Al-4 3.00 8.57 0.62 12.19

18, 6, 18 Al-3 3.82 8.69 0.64 13.15
Al-4 3.58 8.44 0.61 12.62

18, 6, 15 Al-3 4.41 9.27 0.45 14.13
Al-4 4.17 8.96 0.43 13.56

user increases with an increase in Pvj at the expense of lower rates for SLs.
Finally, we study the effect of mobile-cell’s mobility on the ergodic rates of

the resource sharing links. To this end, we focus only on scenarios when a mobile-
cell travels with high speed in the direction of resource sharing receiver. These
scenarios are: (i) mobile-cell i moves towards the eNB, and mobile-cell j is static,
(ii) mobile-cell i moves towards a static j, (iii) j moves towards resource sharing
CU, and i is static. At time t = 0 and following Topology-A, the resources are
assigned to each device for 1-sec and mobile-cells move at a speed of 22.2 m/s (80
Km/hr) in all cases. Referring to Figure 6.8, high ergodic rates can be observed
at each resource sharing link even at the end of 1-sec period. Under normal
circumstances, it is expected that as the device moves towards a resource sharing
device, the ergodic rates for both devices should decrease drastically because of
increased interference. However, it can be deduced from Figure 6.8 that the
proposed scheme can withstand the effects of mobile-cell’s mobility towards the
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Figure 6.8: Ergodic rates for the mobility scenario following
Topology-A at time t = 0 (Pu, Pvj , Pi=18, 3, 18 dBm, γ, ε = 0.1)
c© 2019 IEEE [40].

resource sharing links.

6.6 Conclusion

Mobile-cells will be an integral part of future heterogeneous networks which will
serve cellular users commuting inside public transport vehicles. However, mobile-
cells will also introduce multiple wireless links, including sidehaul and access links.
Assigning individual spectral resources to each link will be an spectrally inefficient
method. Hence, in this chapter, we have proposed two algorithms to ensure that
a single resource could be shared by three links: mobile-cell’s uplink access link,
sidehaul link, and cellular uplink. The algorithms that we have proposed in this
chapter provide sub-optimal, yet less time consuming, solutions to the problem
of trio formation. Note that the brute-force method is a very reliable way for
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calculating optimal rates, but at the cost of large processing time. The brute-
force search checks every single cellular user in order to attain highest total rate
for the trio. On the other hand, the random-selection of devices for the formation
of trio may be quicker, but does not ensure high data rate. We have shown that
our proposed algorithms also provide results with more certainty as compared to
the brute-force search method.

6.7 Related Publications

• Shan Jaffry, Syed Faraz Hasan, Xiang Gui, “Efficient resource sharing
Algorithms for Mobile-Cell’s Sidehaul and Access Links”, IEEE Networking
Letters, February 2019.
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Final Discussion

7.1 Thesis Conclusion

Mobile-cells will provide in-vehicle cellular connectivity to commuters inside pub-
lic transport in future heterogeneous networks. Mobile-cells will be installed with
an access link antenna to serve on-board users, while the out-of-vehicle antennae
will connect mobile-cells to the core network over the backhaul links [38]. The
mobile-cells in each others’ vicinity will communicate over the sidehaul links [34].
The sidehaul links can only be established after the mobile-cells have knowledge
of their neighbors. The neighborhood awareness is achieved during the discovery
phase. In a network-centric scheme, a base station may oversee the discovery
process. But in the environments where network is not available, neighborhood
discovery is a challenging task. Therefore, as its first contribution, this thesis,
has proposed an autonomous neighborhood discovery scheme.

The main challenge concerning autonomous discovery is to avoid failures
caused due to collision and half-duplexing when devices broadcast beacon mes-
sages. In Chapter 3, we have proposed a modified time-frequency frame structure
that allows multiple beacon transmission per PSDCH-period. The analytical and
simulation results have demonstrated a significant increase in successful discovery
probability when the proposed frame structure is used, as compared to the con-
ventional method. However, the proposed solution tends to underperform as the
neighborhood density increases. In Chapter 4, we proposed a more comprehen-
sive approach which relies on the neighborhood information to increase discovery
probability and to reduce time-to-discovery. In the first instance, we derived an
expression for optimal beacon transmission probability. We later introduced a
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new Information-period which occurs just before PSDCH-period. The devices
acquire information about their neighborhood density during the Information-
period. The devices then adapt their transmission rates based on the estimated
density of neighbors. In case the density of neighbors is very high, each device
will lower its beacon transmission rate to avoid collisions and get more opportu-
nities for successful transmission. On the contrary, when neighborhood density
is very low, each device will broadcast beacons with high transmission rates to
achieve successful discovery in a shorter amount of time. We demonstrated the
suitability of the proposed scheme if the discovering device, i.e. mobile-cell, is
moving. In order to do so, we developed an analytical model for discovery by a
mobile-cell which, to the best of our knowledge, has never been done before.

In Chapter 5 and Chapter 6, we focused on interference management and
spectrally efficient resource allocation for mobile-cells which is the second re-
search problem addressed in this thesis. The mobile-cells have multiple wireless
links (e.g., AL, BL, and SL) which may interfere with out-of-vehicle cellular users.
A näıve way to eliminate interference is to assign separate resources to each indi-
vidual link. However, given the scarcity of the spectral resources, such a solution
is impractical. Instead of assigning individual resources to each wireless link, we
focused on resource sharing between mobile-cells’ links and out-of-vehicle cellular
users. We exploited vehicular penetration loss and utilized successive interference
cancellation technique to ensure that the resource sharing links acheive high suc-
cess probabilities. In Chapter 5, we focused on resource sharing between downlink
AL and either BL or out-of-vehicle macrocell user. We proposed two algorithms
that work jointly to ensure that additional resources are not required for AL’s
downlink transmission. Highly directional AL-antenna was used to keep a LoS
link between the antenna and the in-vehicle user. The AL power control scheme
was proposed to reduce the interference to the BL while maintaining high QoS for
in-vehicle users. We also derived expressions for success probabilities and ergodic
rates for all resource sharing links. In Chapter 6, we focused on resource sharing
between uplink AL with mobile-cell’s SL and out-of-vehicle cellular user. Two
algorithms have been proposed which ensure that resource sharing, even in dense
environments, can maintain high ergodic rate for all three links. The schemes
proposed in Chapter 5 and Chapter 6 allow mobile-cells’ integration into future
cellular networks without requiring additional sub-channels.
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This research has identified a number of other interesting directions which,
we believe, may find adequate traction within research community. We briefly
highlight these directions in the next section.

7.2 Future Directions

Some open questions related to the mobile-cells still exist that need careful in-
vestigation and may open exciting new research directions. For example, re-
searchers have explored the idea of providing services to out-of-coverage regions
using mobile-cells over SLs [23,32]. The simulations performed in [23,32] assumed
ideal connectivity between mobile-cells and the out-of-vehicle users. In practice,
the devices must first achieve timing and frequency synchronization before pro-
ceeding to neighborhood discovery. Synchronization in a mobile environment is
still an unresolved and challenging issue, especially in network-independent and
autonomous environments. Third generation partnership project has provided
guidelines for device synchronization in out-of-coverage scenarios [159]. However,
a detailed analysis for mobile environment still needs serious investigation.

Another dimension for future research into mobile-cells can be the devel-
opment of effective mobile-caching mechanisms. The distribution of popular
contents from the core network to the transport vehicle is a well investigated
topic [160–162]. However, content sharing between moving mobile-cells (over
SLs) still needs more research. Researchers in [23, 30] have demonstrated that
if mobile-cells share contents over SLs, substantial reduction in the consumption
of backhaul bandwidth can be achieved. Furthermore, vehicles (or group of ve-
hicles) may travel beyond network coverage in which case, effective caching can
ensure the provision of continuous availability of web services to the commuting
users. The biggest challenge for mobile environments is the intermittent con-
nectivity between the nodes [162]. Sharing of data, such as multimedia content,
requires stable connectivity for sufficient amount of time so as to transfer files of
large data sizes. The intermittent connectivity disrupts the effective content shar-
ing. One solution to this problem may be multi-hop data exchange between the
mobile-cells. However, as the number of hops between the end-nodes increases,
the latency and bandwidth consumption increases. Due to the nature of such
complex challenges associated with the content distribution among mobile-cells,
more investigation is needed into this open research problem.
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In addition to the research challenges, a few practical concerns also warrant
considerations. For example, commuters inside buses or trains may use services
of different cellular operators. The installation of separate in-vehicle equipment
(e.g., antennae or cache components etc.) by each operator will require significant
deployment and maintenance cost by all the stakeholders (i.e., mobile operators,
and transport service providers, etc.). Therefore, effective mechanisms for sharing
physical resources (such as, spectrum, antennae, and caching system) are required
to benefit all the stakeholders. This will inevitably encourage considerations of
Infrastructure as a Service (IaaS) paradigm.

Recently, the apprehensions that massive amount of 5G base stations will sur-
round our environment have stirred debates related to constant electromagnetic
exposures and its impact on human well-being [163]. The idea that AL-antennae
within mobile-cells will continuously transmit radio signals to spatially closer
in-vehicle users may raise more concerns. Therefore, the domain experts should
conduct a comprehensive study to regularize the acceptable transmit power-levels
which are not only safe for human well-being but also provide high QoS to users.
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