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ABSTRACT

The utimate aim of a breeder's working collection is to
utilize the genetic variation for breeding new cultivars. Before this
variation can be utilised, it is necessary to obtain the description
of attribute from the collection. These can either be obtained from
the records of genetic resources (base collection or active collection)
or obtained directly from the working collection itself. This will
resulted in a huge amount of data. To be of any value, this information
need to be classified systematically, and the classification need high

degree of objectivity, especially for species of no a priori knowledge.

A \lorking collection of 160 Yorkshire Fog seed populations,
from all over New Zealand,.were planted out in Hassey University.
This formed the gene pool. During Summer 1975, 1l agronomic and morpho- =
logic characters were scored in a semi-quantitative scale. This yield
approximately 42,000 data records. These were then systematically
reduced to 550 by a series of multivariate analysis techniques.
The procedures of Multivariate Analysis of Variance, lMultiple Discri-
minant Analysis and Cluster Analysis were reviewed and their computer

programmes were developed.

The clustering behaviours of seven agglomerative polythetic
strategies were studied and compared, using the full set of characters.
Most of the results concurred with studies carried out by other workers
The Minimum Increment Sum of Squares strategy was found to be most suitable
for this analysis. A probabilistic decision method was devised to decide
ob jectively, the truncating peint for clustering.

For all set of data, the studies did not reveal any ecotypes
and hénee did not agree wirh the ecoclinal trends hypotheses (of
Yorkshire Fog in Nev Zealand) of Jacquee.The approaches of both studies
(of Yorkshire Fog in New Zealand) of Jacques. The approaches of both
studies ( that of Jacques and the present one) were reviewed critically
and a more appropriate approach was suggested for future ecological
study.

Preliminary results revealed that there vere a few promising
groups showing agronomic desirable characters. They were promising

breeding materials for future lines selection.



0f all the characters studied, flovering date and clump erectness
vere found to be the most discriminating characters amongst groups, and the
most dominant characters in clustering. These implied that selection should

be beneficial, if they had moderate high predictive heretability.
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INTRODUCTION

Hill country pasture is important in New Zealand, as it is
a highland country, with 28 million acres (64 percent) of the farming
land peing steep hill country (Scott 1956).

Hill country pasture production can only be maintained if
suitable species are grown. In particular, attention must be given
to the species' soil fertility requirements. It is common for high
producing pasture species to lose their producing ability where soil
fertility falls below their requirements, or where practices to suit
their best growth are not followed. In the hill country, soil
fertility is often poor (White 1973), and species suit to this are
preferred.

Yorkshire Fog grass (Holecus lanatus L.), is noted for a

virtual absence of edaphic specialization, wide climatic tolerance,
low soil fertility requirement, and good adaptation to extensive
agricultural (pastoral) system. This grass has established well in
New Zealand in humid hill country, unploughable steep hills, acidic
peat soils and even swampy lands (Basnyat 1957). It is the major
constituent of some 8 million acres of worth Island marginal pasture
land, of which 5 million acres are in the wetter hill country of the
west. It's contribution toward farm productivity has been judged as
significant (Munro 1961, Basnyat 1957).

In 1953, Jacques started to investigate Yorkshire Fog as a
useful pasture species. The investigation coumenced with collecting
a wide range of local seed populations from most major areas of New
Zealand. After a series of progeny tests and selections, a synthetic
cultivar "Massey Basyn" was bred in 1960 (Jacques 1962). A synthetic
cultivar is made up of genotypes which have previously been tested
for their ability to produce superior progeny when crossed in all
combinations (i.e. they have good combining abilities) (Allard 1960).

In a sward productivity trial, Munro (1961) found tnat
"Massey Basyn" compared favourably with perennial ryegrass and per-
formed much better than a commercial Fog line. Riveros(1963) found
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that dry matter yields were always significantly higher in Yorkshire
Fog swards, than in ryegrass swards. In a trial from 1961 to 1964,
Watkin and Robinson(1974) Found that "Massey Basyn" had a similar dry
matter yield to the ryegrasses (Ariki, Manawa and Ruanui); and the
seasonal production of "Massey Basny" well distributed, with relatively

good production in winter and summer.

To enable further detailed investigation, and to improve
further the agronomic value of Yorkshire Fog grass, Dr. R. G. Clements
organized another collection of Fog accessions in 1972. A total of
201 seed populations were collected. These included 108 from the
North Island, 89 from the South Island, 3 from Australia and 1 from
Spain. This collection was sampled from most parts of New Zealand,
even the Westland region (Which Jacques had missed out), and the
Northland region (which Munro(1961) and Jacques(1962, 1974) considered
as having the most potential for highly productive genes).

Out of the 201 seed populations collected, 160 were planted
out as a working collection at Massey University. According to
Vavilov, '"collection and classification" is the first phase of scien-
tific plant breeding (Frankel 1947); and the aim of the presant study
vas to examine the phenotypic variability in, and to reveal the re-
lationship amongst, major characters within this collection. In this
study, populations have been grouped into phenotypically-similar
clusters. The clusters so obtained could be used as sources for breeding
material., Several multivariate analysis techniques have been used to
achieve this. Firstly, multivariate analysis of variance has been
used to investigate whether there were any differences amongst popu-
lations. Secondly, multiple discriminate analysis has been used to
estimate the relationships between the phenotypic characters, and to
ordinate the original scores into uncorrelated discriminant scores.
Finally, cluster analysis has been used to group together populations
with similar phenotypic patterns of dispersion.



CHAPTER 1. LITERATURE REVIEW

1.1. Yorkshire Fog

Yorkshire Fog (Holcus lanatus L.) probably has it origin in

the Iberian Peninsular (Vinal and Hein 1937). However, it is found
throughout Europe and North West Africa, and in the most recently
developed temperate farming areas of Americas, South Africa and
Australasia (Hubbard 1945, Munro 1961).

Yorkshire Fog was introduced into New Zealand either as a
seed impurity or as a hay grass during the 1860's. It has spread
throughout the mainland and even to the remote Chatham and Auckland
Islands (Chesseman 1923). It is one of the most widespread and adapt-
able grasses introduced from Western Europe. It has established in
pasture of diverse type over a wide altitude range (Basnyat 1957).
Despite its relatively recent introduction to New Zealand, natural
selection has probably taken place, and a considerable number of
ecotypes appear to have developed. The variability in New Zealand is
believed to be similar to that in the centre of origin. New Zealand is
believed to be a secondary centre of diversity of this species (Munro 1961,
Jacques 1962, 1974).

Yorkshire Fog has shown an almost complete absence of edaphic
specialization. It is capable of growing in a wide range of soil types,
from heavy loams to sands (Hubbard 1945). Though the optimum soil pH
is considered to be within 5.0 to 7.5, it is found growing on areas
vith much hgiher acidity (Davies 1944). It also grows on areas of
extreme soil moisture content (Hubbard 1945). However, its growth will
become aggressive only where the soil moisture content is "adequate"
(Jacques 1962). Levy(1970) suggested that Fog will tolerate tidal
salt mud flats, swamp and flood areas, very wet or wvater-logged areas
and soils with average moisture; but it will not tolerate moderately
dry, dry and extremely dry soil. Yorkshire Fog is classified as '"lover
fertility" grass (Suckling 1960). It will dominate on soils with
fertility whieh ie high, moderately high, average, moderately low,
or lov (Levy 1970). But on soile with extremely high fertility, very
lov fertility, or extremely low fertility, it will not dominate (Levy
1970). Though the exact physiological basis of these wide tolerances is

not known, Munro(1961) suggested that the anatomy, competative absorbing
ability,and the endrotrophic mycrorhiza of the roots are important

factors.
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Yorkshire Fog exhibits a wide tolerance of temperature and
light regimes. A high rate of growth is maintained at temperatures
ranging from 12.8° to 29.4°C (Mitchell and Lucanus 1960); and at light

ranging from dense shade to open and sunny (Levy 1970). Even during

the vinter season, where temperature and light could be limiting to
other species, growth and newv tiller formation continue (Munro 1961).
It has alwvays been regard as a good winter grower (Hubbard 1945, Watkin
and Robinson 1974).

Crown rust (Puccini coronata) is the major disease, which
will not kill the infested plant but reduces its palatability and yield.

Yorkshire Fog is regarded as being relatively less palatable than other
pasture grasses. Pubescence and extremely prostrate growth forms are
believed to be the factors (Jacques 1962).

In the sward, growth of fog is centred on leaf expansion on
a moderate number of large tillers, whereas in ryegrass and brown top,
it is centred on large number of smaller tillers (Munro 1961). In
grovth form classification, Levy(1970) classified fog as heaving its
crovn at or above ground level. the growing points are elevated above
ground (Jacques 1962). The leaves are soft, being comparatively low
in strengthening tissue (Jacques 1962). The general growth habit, and
mode of vegetative reproduction of Fog, are most suited to a lenient
system of grazing. It's grazing tolerance lies between perennial rye-
grass ancd cocksfoot (Mitchell 1956). It is probable that its feeding
value is high, as a result of its lov proportion of both strengthening
tissue and collateral vascular bundles (Jacques 1962).

In most New Zealand pastures, the flush of growth is in spring,
wvith more variable production in Summer and Autumn (depending on district
rainfall), vhile winter production is low. The winter (June, July,
August) dry matter yield of New Zealand pastures range from 0 to 13%
of the total annual yield (Radcliffe 1974a, Radcliffe 1974b, Radcliffe
and Cossens 1974, Radcliffe 1975a, Baars et.al.1975, Baars 1976b,
Radcliffe 1976, Round-Turner et. al.1976, Rickard and Radcliffe 1976).
However, in areas vhere either summer growth is restricted by moisture
strees, such as Gisborne plains (Radcliffe and sinclair 1975), and
Wairarapa and Hawke's Bay (Radcliffe 1975b), or where vinter growth
is encouraged by high temperatures, such as in Northland (Baars 1976a,
the vinter yield may reach 15-17% of the total annual yield.
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Similar patterns occurred in unimproved hill country where
vinter low production is always the limiting factor determining stock-
ing rate, and spring flush is poorly utilized (White 1973). The good
vinter growth of Fog might be able to ease this limitation. Watkin
and Robinson(1974) have show that "Massey Basyn'" not only has higher
total yield, but also a more even seasonal distribution of yield. It's
vinter yield was 16% of total, as compared to 11.5% for Ruanui, 14.7%

for Manawva and 12.5% for Ariki ryegrasses.

In summary, these findings indicate that Fog is well suited
to less intensive farming systems, typical of many dairy pastures and
upland sheep farms. It would seem especially suited to the humid, low
fertility North Island hill country.

1.2. Gene Pool Concept And Maintenance

Response to selection is based on genetic variation in the
original population (Allard 1960, Bennett 1970). Therefore, it's true
that plant breeding's success is dependant on this variation. In the
progress from Neolithic to scientific plant breeding, not only the
method of selection, but also the nature and range of variation has
changed. Intense and directional selection for modern "improved"
cultivars has reduced the genetic variability generally utilized in
agriculture (Bennett 1970). This is especially so when the "improved" ‘
cultivars are either selected for uniformity (as in purelines or multi-

lines), or selected for closely defined objectives.

Modern scientific farming, which enable widespread cultiva-
tion of relatively few "improved" cultivars, not only intensified the
tendency, but also threatened to wipe out the broad genetic variation
of primitive cultivars by encroaching on their habitats. The primitive
cultivars of wheat, coffee and barley in Ethiopia are under such a threat
(Mengesha 1975). Also the introduction of wheat from CIMMYT, and of
"miracle" rice from IRRI, to Latin Americas ans Asia provide the same
threat to their primitive cultivars (Frankel and Bennett 1970).

The adaptability of a population will decrease as the genetic
variability decreased. Most of the "improved" cultivars are well
adapted to a restricted range of environments. These they can productively
exploit but at the expenses of their adaptability. Simmonds(1962)
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noted, critically, that such a sacrifice of adaptability is unwise.
Finlay and Wilkinson(1963) also suggested that selection should aim
for "general" rather than "special" adaptation. However, the amount
of adaptability retained should depend on the degree of environmental
fluctuation. On the other hand primitive populations have greater
genetic variability and adaptability. These features should be pre-
served for future exploration and exploitation by plant breeders
(Frankel and Bennett 1970).

The goal of preserving genetic diversity of plants, in genetic
resource collection or gene pools was originated in 1920 by N. I.
Vavilov (Frankel 1975). To preserve these variations, the initial
collecting has to be extensive, and, also, the resulting collection
has to be maintained carefully. The problems and procedures of
exploring the centres of diversity, the optimum statistical sampling
techniques and sample sizes, and the procedures of collecting have
been reviewed by Frankel and Bennett(1970), and Hawkes(1975).

The maintenance of collections has two distint but interre-
lated aims: firstly, to conserve the maximum amount variability for
future generations; secondly, to allowv plant breeders easy access to
utilize this variation (Marshall and Brown 1975). Two types of collect-
ion are proposed generally to suit these aims: (i) base collections,
for long term conservation; (ii) active collections for: (a) medium
term conservations: (b) regeneration; (c) multiplication and distri-
bution; (d) evaluation; and (e) documentation. The detail requirements
for maintaining this two collections are outlined in Frankel(1975).
Breeder's working collections are different from the above two, and
are actually derived from active collections. However, they may gene-
rate valuable information which should be incorporated into the genetic
resources records (Frankel 1975).

Other problems associated with maintenance are whether the
collection should be maintained as seed, or as living plants, and
whether it should be maintained as separated or bulk populations.
Simmonds(1962) proposed that a bulk living collection, or '"Mass gene
reservoir", vas best for long term conservation, as he regard seed
collection, or "museum collection", as a wasting resource with high
rate of losses. However, in simulated "mass reservoir" study of
barley, Jain(1961), Allard and Jain(1962) and Clegy et. al.(1972)
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found that under a common environment, "mass reservoirs" not only re-
tain a small portion of the genetic variation, but also tended to retain
the same spetrum of the variation. They concluded that '"mass reservoirs"
have little value in preserving genetic variation. Moreover, the
technology and facility of seed storage has been improved such that

seed of many species can be stored for a longer time before regenera-
tion is neccessary. Nevertheless, completely "static" preservation

is impossible, and loss of genetic variation can occur through differen-
tial survival of genotypes in storage, and through selection, hybridi-
zation and genetic drift during the seed rejuvenation process (Allard
1970).

Collections maintained as separated populations provide more
flexible usage. This allows any subset of the whole collection to be
used, wvhereas collection maintain as bulk population had to be used as
a vhole. Thus seed stored as a separated populations is most widely

practiced (Marshall and Brown 1975).

1.3 Multivariate Analysis

Multivariate analysis is the simultaneous analysis of data
from several correlated random variables, orginating from independent
individuals. The use of a series of univariate analysis on each
variable separately is often inadequate. It can overestimate the true
dimensionality of divergence, as it does not separate covariance among
the variables from their apparant variances. This may result in declar-
ing too many significant differences. In general, multivariate analysis
can reveal the relationships, interdependence and relative importance
of the characters examined (Bryant and Atchley 1975, Kshirsagar 1972).

_ The main "obstacle" to the application of multivariate
analysis has been the computational work involved. However, with the
modern availability of high speed computers, this obstacle hardly

exists today. Various multivariate techniques based on different stati-
stical models are being used more frequently. Researchers are often
faced with the problem of selecting the appropriate technique for their
particular hypothesis and types of data. To aid this, a brief key to
the major multivariate techniques is provided in appendix A-1.




Multivariate analysis techniques have been used in almost 8
every field of biological research. To name a few of the recent ones:
physical anthropology (Howells 1970, 1971), behavioural science (Cooley
and Lohnes 1971), medical science (Kshirsagar 1972), taxonomy (Clifford
and Stephenson 1975) and ecology (Crovello 1970, Pritchard and Anderson
1971). These techniques have also been applied in Agronomy, such as
in pasture grazing trials (Williams and Edye 1974). They have been
used also in Plant Breeding, such as in selection of parents from a
gene pool (Bhatt 1970, 1976), in genotype-environment interaction studies
(Mungomery et. al.1974, Shorter et. al.1977), and in screening gene
pools (Burt et. al.1971, Edye et. al.1973).

1.4 Assumptions for Multivariate Analysis

The results from statistical analysis are strictly .valid only,
vhen the data conform to the basic assumptions underlying the analysis.
If the assumptions are not fulfilled, the validity, efficiency (i.e.
the accuracy of estimating tne population parameter from the sample
statistic)}, and sensitivity (i.e. the fineness of actual differences
detected) vill be affected. The essential assumptions for multivariate
analysis are derived from those of univariate analysis, as considered
by Cochran(1947) and tisenhart(1947). There are some less common
methods that either require no assumptions (such as nonparametric
methods), or need only some of the assumptions (such as multivariate
time series and stochastic processes) (Kshirsagar 1972). However,
these methods can only be used to summarize properties ot the data in
hand, and could not be used to infer properties of the population from
vhich the data were drawn (Andrew et. al.l1971, Eisenhart 1947).

Multivariate analysis can be expressed in symbolic forms. If
there are p variables; Xj, X2, X35 seccess X5 observed from an indivi-
- dual x, then this can be expressed in vector form as

. If there are n individuals observed, then the whole

X

X o Jee

(px1) :
X

p

data matrix can be expressed as



— = -
Xlloooouoo-onooxln ul
X X
H
X - ?l %n vith mean, WM = % « Then the
(pxn) x: x: (px1) .
LP]..--..-...-.. pn u[:]

ar(x,) cov(xl xz)....cov(xl xp)
variance matrix of X is defined as(pip) 5 var(xz) ‘
ou(xp xl)...............uar{xp)

It is usually assumed that X ~o N ( U % r ). If X's are
(px1) (px1) (pxp)

obtained from g(g = 2) populations, then it is further assume that all

¢ matrices are equal i.e. le Lp= I3= seveconnses Zg'

l.4.1. Multivariate Normal Distribution of Variables

Multivariate analysis assumes that the variables are drawn
from a population with a multinormal distribution. The multivariate
normality test is difficult. A series of tests for goodness of fit
(Rohlf 1971), or for probability curve fitting (Press 1971), may be
used to examine the univariate normality (marginal normality) separately.
Howvever, conformity of all variates to marginal normality does not auto-
matically imply multivariate normality, because of interactions amongst
characters(Andrevs et. al.1971, Press 1971, Rohlf 1971).

In general, directly observed biological measurements and
qualitative characters do not diverge too far from multivariate normal,
and can be assumed to fit this distribution (Seal 1968).

Under moderate non-normality, F=test and two tail t-test of
univariate data will still be valid, unless large departures occured
in the outlying regions (Bartlett 1947). Hovever, their efficiency
and sensitivity will be affected more. In general, univariate non-
normality tends to lead to underestimation of the significance levels.
This results in declaring too many significant differences and increa-
sing type I error. Type I error is the probability of rejecting the
true null hypothesis (Freund 1972). Similary, in multivariate cases,
Ito (after Press 1971) has shoun that when sample sizes are very large,
violatior of the multivariate normality assumption has only slight effect
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on testing hypothesis by MANOVA (multivariate analysis of variance).
The choice of directions of the canonical axes and discrimin-

ant axes have nothing to do with normality and so are less sensitive

to non-normality. However the subsequent significance tests still
depend on normality (Seal 1968).

1.4.2 Independence of Observations

Multivariate analysis assumes observations from different
individuals to be independent, though the variables (attributes) may
be correlated (Kshirsagar 1972). If the observations are not indepen-
dent, the estimates of variance will be biased by this covariance, and
this will affect the analysis. Observations from random individuals

are usually considered to be independent.

1.4.3 Additivity of Effects

As in univariate case, some multivariate analysis (such as

MANOVA) assumes the main and environmental effects are additive. Non-
additivity (i.e. interaction) will cause overestimation of error and
increase the significance level, i.e. increase type 1I error. Type

II error is the probability of accepting the false null hypothesis.
Unless the non-additivity is very severe, the effect can be neglected,

for most of the tests are still valid.

1.4.4 Equality of Variance-covariance Matrices

The dimension and orientation of the ellipsoid-shaped multi-
variate normal population are characterized by the variance-covariance
matrix. The variances represent its dimension (size) whereas the co-
variances determine its orientation (direction) (Seal 1968, Cooley and
Lohnes 1971.) Inequality in variance-covariance matrices is caused
vhen the dimension and/or the orientation of the corresponding ellip-
soids are different. Standardization will only standardize the dimen-
sion and turn the variance-covariance matrices into correlation matrices.
Their orientations will not be the same, unless the correlation matrices
are equal (Seal 1968).

If the observations are sampled from more than one population,

most of the multivariate analyses assume the variance-covariance matrices
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to be equal (i.e. equal in the dimension and orientation of the ellip-
soids). However, some methods may need only the equality of correlation
matrices (i.e. equality in orientation of the ellipsoids), e.g. canoni-
cal variate analysis (Seal 1968), and multiple discriminant analysis
(Cooley and Lohnes 1971).

At present there is no criterion to test the equality of cor-
relation matrices. However the equality of variance-covariance matrices
can be tested by Bartletts' Chi-square (Seal 1968) or Box's M criterion
(Cooley and Lohnes 1971). These tests are reasonably powerful in de-
tecting inequality (Cooley and Lohnes 1971), but very sensitive to non-
normality (Seal 1968). Non-normality is the main cause of inequality
in variance-covariance matrices. Frequently, in large samples, non-
normality leads to the rejection of the null hypothesis that the variance-
covariance matrices are equal (Press 1971). If the null hypothesis is
re jected mainly because of differences in dimensions (i.e. variances),
but one believes that their orientations (i.e. the correlations) are
approximately equal, canonical variate analysis and multiple discri-

minant analysis are still valid (Seal 1968).

When variance-covariance matrices are unequal, Anderson(1963)
and Press(1961, 1971) have proposed other methods than MANOVA. (These
are the multivariate extensions of Behrens-Fisher problem). They are
seldom used, because they are more complex and subject to other resti-
ctions. Also, it is generally believed that MANOVA is still robust,

even under this situation (Cooley and Lohnes 1971, Press 1971).

In univariate analysis, heterogenity of variance affects
efficiency and sensitivity most, and validity of the F-test is least
affected (Cochran 1947).

1.4.5 Transformations

Bartlett(1947), Corchran(1947) and Eisenhart(1947) have sum-
marized the consequences and remedial methods when the assumptions are
not fulfilled in univariate analysis. Based on an extension of the Box
and Cox (1964) likelihood method, Andrews et.al.(1971) have proposed
methods fer obtaining data-based transformations of multivariate obser-
vations. The fact that the characters may be correlated means the
value of marginal transformation (transforming one variable at a time)
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is doubtful. Though functions for joint transformation (transforming all
the variables simultaneously) are available (Andreus et. al.(1971) they
are very complex (Press 1971), and their validity becomes doubtful as
the dimensionality of data increases (> 3) (Andrews et. al. 1971).

Also, complex transformations will reduce the flexibility and inter-

pretability of the original data (Andrevs et. al.1971).

For most types of biological data, the extent of violation
of the assumptions may not seriously invalidate the statistical
techniques, as most of them are considered sufficiently robust (Steel
and Torrie 1960, Seal 1968).

1.5 Multivariate Analysis of Variance (MANOVA)
Fisher(1948) defined the analysis of variance (ANOVA) as
"the separation of the variance ascribable to one group of cause, from

the variance ascribable to the other groups".

In simple (one way classification) ANOVA, sums of squares are
denoted by scalars. The total sums of squares can be separated into
tvo components: the among-group and the within-group sums of squares.
Each of these two partitions, divided by it degree of freedom, is a
separate independent estimator of the within group variance when the
null hypothesis holds, The ratio of these two estimators is the F-
value, the probability of which is used to test the equality of the
tvo estimatee of the variance. If the two estimates are not equal, it
implies that the among group component is non-zero (i.e. the null hypo-
thesis is rejected). This implies further that the group means are not

equal.

In simple MANOVA, sums of squares and cross-products are con-
tained in a square matrix of p order (p= No. of variables). As with
ANOVA, tha "total sums of squares and cross-products" matrix (T-SSCP)
can be partitioned into "among group SSCP" (A-SSCP) and "within group SSCP"
(W=SSCP). Both W-SSCP and A-SSCP have independent characteristic distri-
butions (Wishart distributions), with n-g and g-1 degrees of freedom,
wvhen the null hypothesis is true (Kshirsagar 1972) (When n= total no.
of individuals, g= no. of groups). Since W-SSCP and A-SSCP are matrices,
their ratio does not exist. The determinant of such a matrix is it's
generalized variance (Anderson 1958, Press 1972, Searle 1966). Wilks(1932)
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therefore introduced the determinant ratio statistic, Lambda ()), to

test the variance-equality null-hypothesis for matrices. Wilk's Lambda
plays the same role in MANOVA as F plays in ANOVA. It is defined as:

: _ __lu-sscpl __ Ju-sscH)
(n-1, p, g-1) IA-SSCP + W-SSCﬂ IT—SSCH
In order to use this criterion for testing the null hypothesis,

it is necessary to know its distribution and its percentage points.

However Lambda is a family of curves each with three parameter (n-1, p, g-1),
the percentage points of which are tedious to tabulate (Cooley and Lohnes
1971). The percentage points of Lambda distribution and its percentage
points have been tabulated for certain restricted values of its parameters
(Schatzoff 1966, Pillai and Gupta 1969). Pearson and Hartley(1972) have
improved the tables and listed the 5% and 1% points for P=3 to 10, g-1 =

2 to 22, and some selected values of n. However, general utility still
depends on the transformation of Ato X2 of F approximations (Cooley and
Lohnes 1971).

Bartlett introduced the X2 approximation for Lambda. He
derived that (-m logg)) is approximately distributed asa Xz, vith p(g-1)
degree of freedom, vhere m = n-1-%(p+g), is Bartlett's correction factor.
This approximation is sufficiently accurate, only if n is comparatively
large. In fact, it is accurate to three decimal places, if p2 + (g—l)2
4(1/3)m. (Kshirsagar 1972), i.e. approximately, n>3(p2+gz). Rao(1952)
derived an F-approximation for Lambda, which is superior to the X2 method
in that it gives a more accurate approximation even for very small de-
grees of freedom (Cooley and Lohnes 1971). Rao's F approximation is:

£
Flags ng) = Ef- L2 wnere s = (7 (9107 - /(67 + (g-1)%-5))"
n, = plg-1)
n, = ms- %(p(g-1)-2)
m = Bartletts' correction factor.

When either p or (g-1) is less than 3, a special F-ratio is
used (Kshirsagar 1972, Cooley and Lohnes 1971) (See Appendix A-2).
This special F-ratio will reduce to univariate ANOVA F in cases of g
groups and one variate (i.e. p=1), and to student's t in cases of two

groups (g=2) and one variate (Cooley and Lohnes 1971).
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1.6 Multiple Discriminant Analysis

Discriminant analysis estimates a set of linear coefficients
vector (V) which will transform the original data vector (x) to a new
vector (Y), such that the differences between the new vectors are ma-
ximized. This is achieved by minimization of residuals orthogonal to
the function Y (Cooley and Lohnes 1973). Linear multiple regression
also obtains such a linear function, but its minimization residuals
is with respect to Y (Draper and Smith 1966). There are three types
of discriminant analysis.

When there are two univariate populations (T, ﬂé) vith means
uy and Moy and a common variance 02. The standardized distance be-
tween the means is (Ul - Uz)/c, if ul> Hoe An observation x will be
classified to belong to Wi, if it is nearer to My and to “é if it is
nearer to Moo The risk of misclassification is smaller if (ul - Uz)/c
is larger (i.e. the two populations are further apart). For this
reason, Fisher suggested that in multvariate case, the p variates
be combined linearly in such a way that the (ul - uz)/c for the
lipear combination is a maximum. The classification rule is then
based on this optimum linear combination. The Fisher's discriminant

s I _ . , v & :
function is: (l§2) < (lgp) (p§2)' Where V' is the vector of linear

coefficient which will maximize the standardized distance between Yll
and le. The original p-dimensional classification procedure is reduced
to a one dimensional one. The discriminant function (Y) obtain from
original grand centroid (i.e. the grand mean vector of these two popu-
lations) will be the boundary point for classification. The discrimina-
ting ability of the function is measured by Mahalanobis Dz. This is

the original discriminant analysis (Anderson 1958, Kshirsagar 1972,

Press 1972, Rao 1952).

Discriminant function had been used by Fisher (1936) to
discriminate two Iris species; by Rao to allocate Highdown skull to
Bronze Age or Iron Age Populations; by Salia and Flowers(1969) to allo-
cate American lobster into one of the two groups; and by Mather and
Philip (after Mather 1949) to discriminate Barley into two groups.
Mather and Philip have used the discriminant function as a "super cha-
racter", wvhich is undefinable in ordinary scales and is impossible to
measure directly. Their "super-character" was concerned with ear-
conformation in Barley (Mather 1949, Mather and Jinks 1971). Some
other examples had been cited by Kshirsagar(1972).
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When there are g(g > 2) groups, the problem becomes more-com-
plex and "generalized discriminant analysis" is used. The main purpose

is to find g discriminant functions which will serve as indices for
allocating a new individual into one of the g groups. For each group
the generalized discriminant function is defined as:

Y = V! X + K
(1x1) (Ixp) (px1) (1x1)
vhere V = (W-mscp )™l X
(px1) (pxp) (px1)
K =% X (N-MSCPX)'l X
(1x1) (1xp)  (pxp) (px1) °

An observation is fitted into all the g discriminant functions and

each associated probability is obtained. The observation is classi-
fied into the group for which it has the highest associate probability
(Anderson 1958, Anonymous 1975, Anonymous 1968). Some authors, such

as Anonymous(1975), Gould and Johnstone(1972), and Anonymous(1968) refer
to this method as "multiple discriminant analysis". However, to avoid
confusion with the next method, the term "generalized discriminant

analysis" is preferred.

Rao(1952) used this method to allocate army recruits into
different neurotic groups. It's been widely used in the study of geogra-
phic variation (Gould and Johnstone(1972) have cited more than 20

examples).

Multiple discriminant analysis is an ordination method, and
is different from the last two allocation methods. Ordination is a
group of techniques which is used to reduce the original P-dimensional

space to a new g-dimensional space, with minimum loss of information.
In this usage, q is the rank of the model, where qeg-1 (if g-14p),
or qgp (if pza-1).

The purpose of multiple discriminant analysis is to find a
set of coefficient vectors (V), the application of which to the origi-
nal data vector maximized the observed differences amongst the groups
(Clifford and Stephenson 1975).

The multiple discriminant functions are defined as:
Y = A X
(gqxg) (gxp) (pxg)
such that the ratio of (A-SSCPY) to (N-SSCPY) is maximized, sub ject

to the orthogonal constraint thatV'V = I Q)" This constraint is



necessary, for otherwise the ratio can be indefinitely maximized.

It is similar to canonical variate analysis in that the can-
onical var:iate is defined in the same way. However, in this case it
is (A-MSCP,) which is maximized, subject to the new constraint that

Al ! i = .
W-MSCP V' (W HSEPX)U I(q)

y =

The q discriminant functions are obtained sequentially ac-
cording to their discriminating ability. This is measured by their
corresponding eigenvalues, or roots. The first discriminant function
provides the maximum "separation" of the group means. The second dis-
criminant function provides the second largest'separation" of the group
means in an orthogonal direction to the first one, and so on. By test-
ing the discriminating ability of successive functions, one can retain
only the first, most significant functions, and ignore the rest with-
out sacrificing too much information (Kshirsagar 1972). (The detailed
procedure will be discussed in Chapter 2). However, the insignificant
functions must not be disregarded unreservedly, as they may reveal some
small, subtle and highly interesting variation (Gould and Johnston 1972).
There are some cases of misuse in this sense. e.g. vithout any test,
Glenday and Fejer(1956) regarded the first multiple discriminant func-

tion as the only useful function and ignored the others. They further
used the coefficients of the first function in a selection index in the

selection of Lolium Species.

In some cases of ordination, the first few axes may be adequate
to explain most of the variation in the original data. Examples of this
follov. (a) Project Talent (a project that studied the relationships
among the abilities, interest and other characteristics of American Youth)
of Cooley and Lohnes(1971). The first function explained 99.83% of the
variation in the three original variates. (b) Soy bean study of Mun-
gomery et. al.(1974), in which the first two axes explained 78.3% and
82.4 of the original variation of seed yield and protein content,
respectively. However, in more complex cases, more axes may be required
For example: (a) Lavarack's(1972) taxonomic study of orchids, (b) Noy-
meir's(1970, 1971) study of semi-arid Australian vegetation. In each
of these cases more than ten axes were needed.

Multiple discriminant analysis, and canonical variate analy-
sis, can be used as descriptive and exploratory tools. The former
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summarizes the complex relationships amongst variables, and provides

a useful method of reducing the dimensionality of a problem by consi-
dering only the first few important axes. In short, it is a systematic
technique for analysing an interacting complex system (Kshirsagar 1972).
However, the whole system is by no means simplified, for while the
space has been reduced, the complexity of the axes has been increased.
The vhole system has been changed from a complex space defined by many
simple variables to a simple space defined by several complex variables
(i.e. a “"super character", as defined by Mather and Phillip) (Clifford
and Stephenson 1975). These complex variables are "artificial" com-
binations of the original variables, and have no meaning in the original

scales (Kshirsagar 1972).

1.7 Clustering Analysis

The terms '"Cluster Analysis" and "Classification" have been
used loosely to refer to a wide variety of fundamentally different
numerical techniques (Cormack 1971, Williams 1971, Williams and Clifford
1971, Lance and Williams 1967a, Anderberg 1973). In this study,
"Classification" will be used in a very broad and general sense to
mean allocation of individuals into groups, so that individuals with-
in groups are in some sense more similar to one another than to indi-
viduals in other groups. This includes both "pattern . recognition"
and "pattern extraction". Pattern recognition (Williams 1972),
"identification" or "assignment" (Cormack 1971), aims at identifying
given individuals and fitting them into a priori defined patterns.

This includes methods of simplification or ordination, such as princi-
pal component analysis, generalized discriminant analysis, and multiple
discriminant analysis (Refer to section 1.3, 1.6 and Appendix A-2).
Pattern extraction, "pattern analysis" (Williams 1972), or "cluster
analysis", sorts a given set of individuals into meaningful patterns
undefined a priori.

Cluster analysis implies a numerical model, plus a strategy
(or algorithm) whereby the model is implemented (Williams 1971, Cormack
1971). They are interdependent.. The numerical model will translate
the concept of "similarity" into some measure, which the strategy will
work upon. An example is the increment sum of squares strategy which

utilises only the Squared Euclidean Distance measure of similarity.
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The basic data for clustering normally comprises a set of in-
dividuals (elements, entities or O0TU---Operational Taxonomic Units)
described by a set of attributes (characters). Attributes are any form
of numerically coded descriptions (Lance and Williams 1967). There
are four main types of attributes (or measurement scales), graded from
"weakest" to "strongest" with respect to information content (Conover
1971). They are binary, disordered multistate, ordered multistate,
and continuous (Clifford and Stephenson 1975). Different terminology
has been used by other authors. (Refer to Appendix A-3).

1.7.1. Similarity Measures

A wide range of numerical definitions for interindividual
"similarity" or "dissimilarity" have been devised. The extensive re-
views of these measures by Goodman and Kruskal, Dagneli, Sokal and
Sneath (all cited in Williams 1971), Cormack(1971), Anderberg(1973),
and Clifford and Stephenson(1975) may be consulted, but any single one
of them is far from complete. Of all these measures, relatively feuv are
in current use. HMost of the neglected measures either are variants
of others and have some undesirable properties, or are highly specia-
lized for certain types of data only. The important properties of
similarity measures have been discussed by some authors. For example,
Boyce(1969) and Williams(1971) have discussed the choice between simi=-
larity or dissimilarity measures. (A similarity measure has similar
properties to a probability or a correlation coefficient, its maximum
positive value represents identity, and differences cause reduction
in the measure. A dissimilarity measure has similar properties to a
linear distance, it is zero for identity and increases positively for
increased extent of difference). These authors also considered choices
between size and shape measures, whether to have double zero matches
or not, and the properties of spatial or probabilistic models. With
gize measures, such as Euclidean Distances, two individuals are ident-
jecal if corresponding attributes have equal absolute value. With shape
measures, such as correlation coefficient, they are identical if attri-
butes occur in equal proportion. Lance and William(1976a), and Clifford and
Stephenson(1975) have discussed the metric and additivity nature of
tne measures. There are four fundamental requirements for a metric
measure: (i, symmetry, (ii) triangular inequality, (iii) distinguish-
ability of non-identicals, and (iv) indistinguishability of identicals
(Williams and Dales 1965). These requirements clearly indicate the
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geometrical advantages of a metric measure. Additivity of measures
viill be important only when the attributes are dimensionless (Lance
and Williams 1967).

Three classes of measures seem to dominate, and are being
used widely. All of tnem are dissimilarity and size measures, and have
been proved applicable to mixed types of attributes (Williams 1971,
1972). They are as follow:-

(1) Measures based on first Minkowski metric (L,)

p
Loce = 3

g = F , Ixik-xjkl (Lance and Williams 1967b),

When Nk:l, it is the "City Block" or "Manhattan" metric

(Lance and Williams 1967b, Cormack 1971).

~| 1

3 = ) it is the "Canberra' metric (Lance
I ST

When W

and Williams 1967b, Cormack 1971).

Here, Xk and xjk denote the value taken by two individuals
14 denotes
the measure of dissimilarity between individuals of clusters (i) and

or clusters (i) and (j), for the k th of p attributes; and L

(j)« Tnese measures are metric and additive over attributes.

{2) Measures based on the second Minkowski metric (LZ)’ or Euclidean
Distance (tD). ‘

P 2. L
- 2 g4 .
LZij = (kil Nk (xik - xij ) (Lance and Villiams 1967b),

The square of tD is known as Squared tuclidean Distance (SED).
W is the standardizing factor: Hk=l for unstandardized ED, uk 8 l/oi

k
for standardized by standard error (Gower 1Y66), Hk = 1/max (xik - X.

Jk
k2
ror standardized by range (Cormack 1971), W, = hak)(hk for standardized

)2

by measure of importance of the attribute (Williams and Dale 1964).
The "importance' is measured in the following way. ><§k is calculated
between every pair of atfributes h and k, and the sum of all the x2
which involve a particular attribute h (i.e. h%k Xﬁk) is the measure
of importance of that particular attribute h,



20

SED is not a metric, it is additive over attributes, and it
possesses combinatorial properties. ED is a metric (when there is no
missing data), but it is not additive over attributes (Clifford and
Stephenson 1975, Lance and Williams 1967a, 1967b).

SED has an important (and sometimes undesirable) property
of giving extra weight to outlying values, so that a single large dif-
ference vill dominate over several small differences. A prior square
root or log transformation of attributes will correct this (Clifford
and Stephenson 1975).

When attributes are measured in different scales, ED and SED
have nondefinable physical dimension. To avoid this,standardizing
factors, such as standérd error, mean,cube root of the sample third
moment (Cower 1966), the range (Cormack 1971) and the measure of im-
portance (i.e.{fxﬁk mentioned previously) (Williams and Dale 1964)

may be used.

Sokal(1961) pointed out that, if the attributes are corre-
lated then X(Xik - xjk)
"restricted" SED is used. Restricted SED is evaluated from the least

2 5o not SED. In this case, Maholanobis D? or

correlated attributes only (Corkmack 1971). However, this method is
being criticized on two bases. Firstly, if the correlation matrices
vary from group to group, the pooled matrix is inappropriate. Secondly,
much of the correlation present may be an intrinsic property of the

true clusters which are being sought. This correlation must be retained
(Cormack 1971). Gower(1966) proposed that principal components should
replace correlated attributes for evaluating SED to overcome these di-
fficulties. This is practicable, provided the attribute set does not
contain "too many" ordered multistate attributes or "too many" missing
or inapplicable entities (Williams 1972).

(3) Information or Diversity Measures.

The taxonomist prefers the term "information", whereas the
ecologist prefers the term "diversity". There are three major types.
The detailed derivation and explanation of these are outlined in
Clifford and Stephenson(1975).

(a) Shannon diversity index.

P
H=N1logN- ¢ N
k=1

K log Nk;
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(b) Brillouin diversity index.

B

H(B) = long (N!) - log (Nk!);

k=1
(c) Shannon Information Gain.

p
SIG = P(N log N) - ¢ (ak log a, + (H—ak) log (N-a, });
k=l E

When N = No. of individuals involved,
P = No. of attributes,
Nk = No. of individuals in k th attribute,
8, = No. of individuals at state 0 in k th attribute.

When dealing with a sample from the total population, H is
prefered. H will be maximum when all N, are equal. When dealing vith
the total population, H(B) is more appropriate. However, the ratio of
H and H(B) is almost constant over a large range of Nk’ so they are not

very different.

Both H and H(B) are measures of a particular group. They
may be used to measure similarity between members of a pair of groups
("information gain",81), AI = H of group (1 + 2) - H of group 1 -

H of group 2. \lhereas, SIG is in itself a Al measure.

Apart from special interest of users, the choice of inter-
individual measure will largely depend on the nature of data. For
highly skewed binary data, such as the presence-and-absence records
of species in plant ecology, an information or diversity index is
preferred. For data defined by a small number of continuous attributes,
wvith no strong outliers the Euclidean Distance is preferred. For
positive data with few zeroes, but with oceasional extreme outliers,
(which should not dominate), the Canberra metric is indicated (Williams
1971, 1972). When data have no striking pecularities, the choice of
clustering strategy is much more important than the choice of similarity
measure (Williams 1971).



1.7.2. Clustering Procedures
The major decisions in selecting a clustering procedure can

be represented as a series of dichotomous choices (Appendix A-4)
(Williams 1971). These are considered in more detail in the following.

An exclusive clustering procedure is one in wvhich a given
individual occurs in one cluster and one cluster only; the population
is divided into a set of mutually exclusive clusters, which nowvhere
overlap in their membership. This type of clustering is usually seen

in the Taxonomy of living organisms. Conversely, a non-exclusive

clustering procedure is one in which any given individual may appear
simultaneously in more than one cluster (e.g. disease classification,

medical diagnosis, and forest survey) (Williams 1971).

In intrinsic clustering, all attributes used are regarded as
equivalent. There are two types: (a) intrinsically intrinsic, and (b)
extrinsically intrinsic. In the first type, resultant clusters are of
interest in their own right, as in pure taxonomy. In the second type,
the boundaries between clusters are examined to find out if they reflect
discontinuities in some external attributes (e.g. environmental attributes,
vhich will affect the individual, such as altitude, temperature, and
soil fertility). The nature of the external discontinuities is unknown
in advance (e.g. in land survey problems) (Williams 1971). On the
other hand, with extrinsic clustering, the external attribute is known
in advance, together with the internal attributes. The resultant clusters,
though based on the internal attributes (i.e. the attributes measured
from the individual itself, such as height, size, and weight) are required
to reflect discontinuities in the external attribute as closely as
possible. Reallocation based on the external attribute may be required
(Williams and Lance 1968, Williams 1971). It should be noted that ex-
trinsic clustering is different from clustering based solely on external
attributes, followed by examination of internal attribute of the result-
ant pattern of clusters. In such a clustering (which is based initially
on external attributes), the resulting configuration of internal attri-
butes may lack any pattern of their own, so it has no predictive value
(Williams 1971). If there are more than one external attributes,
canonical correlation analysis is recommended (Williams and Lance 1968).

A hierarchical clustering alwvays optimizes a "route" between
the entire population and the set of individuals of which it is composed.
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The best "route" may be cbtained at the expenses of having a slight
reduction in homogeneity of individual clusters {(Lance and \/illiams
1967a). Conversely, a nonhierarchical clustering alvays optimizes
the structure of the individual clusters themselves, vhich are made
as homogeneous as possible. The infrastructure of such a cluster
cannot be examined, because no route is defined either between cluster
and constituent individuals, or between a cluster and the complete
population. UYhen homogeneity of clusters is of prime importance,
non-hierarchical clustering is preferred (Williams 1971). Hierar-
chical clustering has higher organizing ability. It's more tradi-
tional; and it parallels evolutionary theory approaches. It is much
preferred by the taxonomist. Other advantages it has are: Flexibili-
ty in the final number of clusters formed, and availability of hicghly

developed computer programmes (Clifford and Stephenson 1975).

The basic principle of serial optimization is: a cluster is

defined and removed from the total population, and further clusters

are serially formed by sequential definition and removal. This process
continues until all the population is accounted for. Final realloca-
tion may be needed to end the process. However, the general methodologi-
cal principles of such straegies are being criticized on numerical and

computational grounds (Williams 1971). In simultaneous optimization,

the total population is partitioned, and the clusters are simultaneously
optimized by an iterative process. It is strictly based on a Eucliden
model. However, this method is believed to lack power, in that it
produces types of cluster, not usually wanted (Williams 1971).

An agglomerative strategy is one that proceeds by progressive

fusion, beginning with the individuals and ending with one complete
population. Conversely a divisive strategy progressively splits the
population into smaller and smaller clusters, begining with the complete
population and ending with the collection of individuals (Williams 1971,
Anderberg 1973). A polythetic system is one based on a measure of
similarity or dissimilarity, applied over all attributes simultaneously.
This results in an individual being grouped with those individuals
vhich, on the average, it most resembles. A monothetic system is one
based on a single attribute at a time. The first "division" attribute
must be optimized in some sense, dividing the population into two parts
as unlike as possible. The selection of the attribute depends on the
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properties of population. All agglomerative strategies are polythetic,
and most commonly used divisive strategies are monothetic (Williams
1971).

As agglomerative strategies begin at the individual level,
they suffer from two disadvantages. Firstly, there is comparatively
longer computation time. Secondly, theoretically they are prone to
comparatively greater amounts of misclassification, because of the
greater possibility of error at the interindividual level. Monothetic
divisive strategies produce relatively stable clustering structure when
nev individuals are added, provided the priority in the attributes re-
mains the same (Clifford and Stephenon 1975). Monothetic cluster
definitions are simple and clear. However, monothetic clustering tends
to produce an unduly large number of fragmentary clusters at later stages
(Williams 1971).

1.7.3. Hierachical Clustering Strategies

There are three main types of hierachical clustering strategies,
namely polythetic divisive, polythetic agglomerative and monothetic
divisive (Williams 1971). Strategies are based on different algebraic
models, so that each of them will exhibit different properties (Cluster-
ing behaviours). These properties also depend on the similarity measures
used. The understanding of these properties will help in deciding on
which strategy to use (Clifford and Stephenson 1975). The main proper-

ties are discussed in the following.

(a) Combinatorial or Noncombinatorial

a combinatorial strategy is one in which the original inter-
individual similarity measures can be discarded immediately a cluster is
formed. The similarity measure of this newly formed cluster is sufficient
for later processes. In noncombinatorial strategies, the original inter-
individual similarity measures must be retained for later calculations,
even though the individuals are already in a cluster. The combinatorial
strategy has conceptual and computational advantages (Lance and VWilliams
1967a).

(b) Compatible and incompatible

A compatible strategy is one in which measure calculated later
in the process are of exactly the same kind as the initial measures; they
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have the same dimension (if any), are subject to same constraints, and
can be illustrated by an exactly comparable model. Whereas in an in-
compatible strategy, at least some of the properties of initial inter-
individual measures are lost later. This causes difficulties in inter-

pretation (Lance and Williams 1967a).

(c) Space-conserving or Space-distorting

The original interindividual measures are regarded as occur-
ing in a given space with known properties. If the properties of this
space remain unaltered when clusters form, the strategy is "space con-
serving". If the opposite occurs, the strategy is "space-distorting"
(Lance and Williams 1967a). If a cluster, on formation, appears to mowe
nearer to some or all the remaining entities, the method is "space-
contracting". The chance that a remaing "unclustered" individual will
add to a preexisting cluster rather than act as the nucleus of a new
cluster is thereby increased and the system is said to "chain" (Williams
1971). If clusters appear to recede from other entities, on formation
and growth, the method is "space-dilating". Individuals not yet in
cluster are nov more likely to form "non-conformist" clusters, in which
members are quite dissimilar. This tendency is cluster size dependent:
the larger the existing cluster, the greater the tendency to form a
second cluster. The tendency of cluster size dependency may be "asymp-
totic", so that once the cluster has attained a modest size, further ‘
accretion makes little difference; or it may be "indefinite" so that
every accretion makes the cluster substantially more remote and there-
fore more difficult to join (Williams 1971).

(d) Monotenic and Non-monotonic

A monotonic strategy is one which will not cause reversal in
the dendrograms. As clustering proceeds and clusters grow, the similarity
measure is non-decreasing. However, in non-monotonic strategies, the
similarity measure of the new cluster may be less than that of the two
before they are merged. The conceptual illogic of reversals makes non-
monotonic strategies, obsolete. They should be avoided (Clifford and
Stephenson 1975).
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1.7.3.1 Hirearchical Divisive

Although the polythetic divisive method is comparatively
promising, the method has seldom been used, because the development of
the computer programmes is still rather primitive (Williams 1971).

There are two common approaches. One subdivides the initial population
on the basis of a single attribute and then reallocates apparently mis-
classified entities on the basis of a maximum likelihood procedure. The
other undertakes a principal component analysis, and then subdivides the
initial population on the basis of the principal component scores on

successive axes (Clifford and Stephenson 1975).

In the monothetic divisive method, the main feature is the
careful choice of first and successive attributes on which the entities
are divided. Two main methods are available for the determination of
division attribute---those depending on information theory and those

depending on xz,

The Xz method is often referred to as "Association Analysis"
(Williams and Lambert 1959, 1960, 1961). It looks for an attribute
wvhich will divide the entities into two most-dissimilar clusters. xz
are calculated for every pair ot attributes over all entities. Jhese

2

are tnen summed over all attributes and tnat vith the largest hgk xht is

used as the basis for dividing the set of entities into two subsets.
Each subset is futher subdivided in the same manner as the first one,

until the required number of subsets is obtained. (Note: hgk ng

is the measure of importance used for standardized ED is section 1.7.1)
(Clifford and Stephenson 1975). A computer programe is avsilable for
this method (Lance and Williams 1968b).

The information theory method looks for an attribute which
will divide the entities into two clusters that have the greatest
internal homogeneity. This is based on information measure. The
attributes which give maximal "information gain", AI (Refer to section
1.7.1), is used as the basis for dividing the set of entities into two
subsets (Clifford and Stephenson 1975). Computer programmes are available
(Lance and Williams 1971).
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1.7.3.2 Agglomerative Polythetic Strategies

There are two main groups of such strategies, discussed in

the following.

1.7.3.2.1 Strategies Based on Successive Information Gain

These strategies are based on minimum information gain (al) at
each fusion, or on a minimum value of the decision function 2VAI - J/2n+1
at each fusion (Clifford and Stephenson 1975). They are used when most
of the attributes are binary or disordered multistate. Programmes are
available for completely binary attributes (V/illiam et. al.1966), and for
mixed attributes (with or without missing data) (Lance and Williams 1967b).
Edye et. al.(1970) and Burt eL. al.(1971) have used these programmes for

clustering the legumes.

They are space-dilating and the cluster-size dependence is in-
definite for both individual/cluster merges and cluster/cluster merges.
They are non-combinatorial (Williams 1971). Their advantage is strongest
vhen dealing with binary attributes and is veakest when dealing with

continuous or metrical attributes (Clifford and Stephenson 1975).

These are the most widely used and most studied strategies (Burr
1968, 1970, Cormack 1971, Lance and !!illiams 1967b, Williams 1971, 1972,
Clifford and Stephenson 1975).

There are nine main strategies. In all of them fusion begins

vith the most similar pair of individuals, as established by whatever
similarity measure is employed. The differences amongst strategies

appear in subsequent fusions.

(1) _Single Linkage or Nearest Neighbour
This is the simplest and oldest strategy. Twvo clusters are
fused if the similarity between their closest elements, one in each

cluster is maximum. It's combinatorial, compatible and monotonic. The
space-contracting and consequential chaining tendencies are notorious
(Lance and Williams 1967). Due to this, Pritchard and Anderson(1971)
decribe it as "least useful" for ecological study, From a practical
point of view, this strategy should be regarded as obsclete. However,
its simplicity and comparative stability are preferred by mathematicians,
thus ensuring its continual popularity (Williams 1972, Clifford and
Stephenson 1975, Cormack 1971).
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(2) Complete Linkage or Furthest Neighbour

This is the exact antithesis of single linkage, in that two
clusters are fused if the similarity is maximum between the most remote
pair of elements, one in each cluster. It's combinatorial, compatible,
monotonic and markedly space dilating (Lance and liilliams 1967). The
intense clustering results in meaningless relationships amongst clusters.
Only relationships within individual clusters are interpretable (Anderberg
1973). This strateqy is particularly suited for weakly structured data,
and so Pritchard and Anderson(1971) regard it as one of the most useful

for ecology.

(3)__Centroid

In this strateqy, every cluster is regarded as a single point
at its centroid in multidimensional space. Clusters vith minimum dis-
tance between centroids (i.e. most similar) are fused. The new centroid
is the weighted average (by cluster size) of the two original centroids.
It's compatible, nonmonotonic and space-conserving (Lance and Williams
1967b). However, under a "simplex test" (a simulated clustering analysis
vith the similarity measures between all entities being made equal at the
beginning of clustering), Burr{1970) found it produced chain reversal
(i.e. nonmonotonic and space contracting). It is combinatorial, if the
similarity measure is metric or SED. Othervise, for correlation coeffi-
cient and other non-metric measures, it is non-combinatioral (Lance and
Williams 1967), and difficult to interpret (Anderberg 1973). Due to the
veighted average, small clusters tend to lose their identity by being

merged with large clusters.

(&) _tedian

The median method was proposed to retain the identity of smaller
clusters, as discussed in the previous method (CGower 1966). The general
" idea is that, after fusion, centroids are weighted equally regardless of
their sizes. The nev centroid will lie at the midpoint between the two
"gld" centroids. It is space conserving, nonmonotonic and combinatorial.
It's compatible for SED and non-metric measures, but non-compatible for
correlation coefficients (Lance and Williams 1967).

(5) Group Average Between lMerged Clusters

(often referred to as "Group Average")
Two clusters are fused if the average interindividual similarity
of every possible pair of entities is maximum (where each pair comprises
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of one entity from each cluster). See Figure 1.1. Assuming cluster

I contains Ny = 2 entities, and cluster J contains NJ = 3 entities.
The group average is defined as the average of the NINJ (=6) possible
similarity measures amongst these entities. That is, the average of

6 relations expressed by solid lines in Figure 1.1. Only a similarity
measure which has a meaningful average can be used. Some, such as

the correlation coefficient, should not be used (unless correlation
are transformed to covariance first) (Cormack 1971). The method is
combinatorial, monotonic, and compatible. Since it has no marked
tendencies to space distortion, it may be regarded as a space-conserving
strategy (Lance and Williams 1967). Pritchard and Anderson(1971)
considered it as one of the more useful strategies.

(6) Group Average Within New Cluster

Two clusters are fused if the average interindividual simi-
larity of every possible pair of entities within the cluster to be
formed, is maximal (Anderberqg 1973). In this case, the group average
is defined as the average of the %(NI + NJ) (NI + NJ - 1) similarity
measures. That is,the average of the 10 relations shown by all the
(solid and dotted) lines in Figure 1.1. It's properties are believed
to lie between those of the Single Linkage and Complete Linkage. !low-
ever, detail is not known, and, in practice, it usually gives similar

results to Complete Linkage (Anderberg 1973).

(7) _Minimum Increment Sums of Squares (lard's Method)

Two clusters are fused if the fusion results in a minimal
increase of the pooled within-cluster sum of squares. This strateqy
vas first described by Vard(1963), and later by Burr(1968, 1970). Both
of them recommended the minimal = increase, rather than the minimal sum,
of within-cluster sums of squares as the criterion of merging. The
~ latter gave absurd results (Ward 1963, Burr 1970). Since the total
sum of squares is constant, this strategy is equivalent to maximizing
the among-cluster sums of squares.

If measures other than SED are used, the properties of this
method are not known (Anderberg 1973, Clifford and Stephenson 1975).
Anderberg(1973) has shown that the within-cluster sum of squares is
equal to half the sum of SED. The method is combhinatorial (Anderberg
1973, Wishart 1969), Monotonic(Burr 1970), non-compatible and space-
dilating (Clifford and Stephenson 1975). Cluster size dependence is
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asymptotic for indidual/cluster merges, and indefinite for cluster/
cluster merges. A new individual will tend to join the smallest avai-
lable cluster (Williams 1971). Pritchard and Anderson(1971) felt that

this strategy was useful for ecology.

(8) Minimum Variance

Two clusters are fused if the fusion results in a minimal
increase of pooled within-cluster variance. The strategy was intro-
duced by Burr(1970) and it's properties are believed to be similar
to those of Ward's lMethod, although the detail is not fully known.

For SED, it is combinational (l/illiams 1971), and monotonic {(Burr 1970).

(9) Flexible
Lance and Williams (1966, 1967) suggested that the Nearest

Neighbour, Furthest Neighbour, Group Average Between Merged Clusters,

Centroid, and Median strategies are special cases of a general system,
at least when the similarity measure is SED. \ard's Method was included
in this system later (Wishart 1969, Burr 1970, Cormack 1971). They
defined a system with three clusters (h), (i) and (j), containing Ny

ny and n‘j individuals, respectively, and with inter-cluster distances

defined as d and d, .. Also, it vas assumed that dij vas smallest,

ou hos
hi” "hj ij
so that i and j fused to form a newv cluster K, with N, (= n, + nj)
individuals. Their general linear model was:
dhk = 0y dhi + aj dhj + Bchj + Y h dhi - dhj) 5
vhere the parameters Oy aj, R and Y determine the nautre of the

clustering strategy, and are defined in the following;

a i Clj B Y
Nearest Neighbour % % 0 ]
Furtherst Naighbouf % % 0 %
Median % % % 0
n, n.
Group Average Between i J 0 0
Merged Clusters n n
k k
ny Ei
Centroid l—_|-l-<- A -0, uj 0



n, +n n., +n -n
Ward's Method nl g nh +* . n +h ’
k* ™ A k ™
I-Ele:ﬂzlee) %(1-x) L(1-x) x(<1) 0

Where Y =0, the strategies will be monotonic if (ai + Uj +B)>1
(Lance and Williams 1966, 1967, Williams 1971). Only Median and Centroid

strategies fail in this requirement.

Applying the quadruple constraint (ai + aj + B =1,
oy = aj, B=x<«1, Y=0) to the linear model, a monotonic "Flexible"
strategy is derived (Lance and Williams 1966). This strategy is then
completely defined by R (or X), the clustering intersity coefficient.
As B decreases from « 1 to a negative value, the clustering intensity
will increase from weak to intense, and its space distorting proper-

ties change from space-contracting to space-dilating.

These strategies are combinatorial and compatible for SED.
They are meaningless and non-compatible for correlation coefficients
(Lance and Williams 1967). With negative 8, cluster-size-dependence

is asymtoptic for both individual/cluster and cluster/cluster merges.

1.7.3.2.3 Number of Clusters
A practical problem in performing a cluster analysis is

deciding on the number of clusters to obtain. The result of hierarchical
clustering can be represented in a dendrogram (tree diagram). The
number of clusters which may be obtained from the dendragram varies
from one to the number of entities, depending on the level at which

the hierarchy is "cut-off" (Anderberg 1973). The choice of "cut-off"
point involves subjective decisions (Clifford and Stephenson 1975).
Some authors seek the largest proportionate changes in the clustering
criterion (inter-cluster distance) at successive stages of clustering
(Pritchard and Anderson 1971). Most seem to use a subjective "optimal"
number of clusters (Anderberg 1973). Burt et. al.(1971) arbitrarily
chose 20 clusters as their "optimal" for 154 stylosanthes plants.

Mungomery et. al.(1974) arbitrarily chose 10 clusters for their 58

lines of soy bean. These arbitrarily choices seem to be too subjective,



33

especially, if the nature of the original population (i.e. population
to be clustered) is unknown. A more objective, probabilistic decision
method will be discussed later.
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CHAPTER 2. MATERIALS AND METHODS

2.1 Field Design
This study uses a working collection of a Yorkshire Fog gene

pool aggregated by Dr. R. J. Clements (Unpublised). The geographical
location, altitude and habitat of the 201 accessions are given in
Appendix B-1.

The working collection consists of seed progengy of 160
accessions, each seed lot having been open-pollinated at its original
site. Each accession (seed population, group, entity) was replicated
in three randomized complete blocks. Experimental units consisted of
a single row of eight seedling plants. Plant spacing was 60cm in both

directions.

2.2 Field Measurements

In summer 1975, 11 characters were scored on every plant of
the working collection. These scores provided semi-quantitative defined
scales of measurement. This system had also been used previously in
1974 (Gordon, unpublised). All characters, except flowering head colour
and flowering date, were scored at about two to three weeks prior to
elongation for flowering. The characters and their scoring systems

are as follows:

(1) Clump Diameter (C.DIA)
Scores ranged from % to 5 with increment of %. Each unit

represented 15cm of length across the average diameter of the clump.
Those exceeding 60cm were scored as 5. For computation, scores were
doubled (scale: 1-10).

(2) Clump Density (C.DEN)

Scores ranged from % to 5 with increment of %. Each unit
represented a green leaf coverage of approximately 1/8 (12.5%) of the
total ground area covered by the Clump. A score of 1 indicated that
more than % (50%) was non-green (included bare ground and dead mater-
ial); and a score of 5 indicated that all ground area of the clump
vas covered by green tissue. For computation, scores were doubled
(scale: 1-10).




(3) Clump Erectness (C.ERE)
Scores ranged from % to 5 with increment of %. Each unit

represented approximately 18° of average angular elevation between the
ground level (horizontal) and the tiller axes. Vertical tillers (90°)
vere scored as 5. For computation, scores were doubled (scale: 1-10).

(4) Clump Height (C.HEI)
Scores ranged from % to 5 with increment of %. Each unit

represented an average height of 1l0cm from ground level. For computa-

tion, scores were doubled (scale: 1-10).

(5) Rust (RUST)
Scores ranged from 0 to 5, with increment of 1 unit. A

score of O represented no rust, 1 represented < 10% of leaf area with
rust lesions, 2 represented 10-25%, 3 represented 26-50%, 4 represent-
ed 51-70% and 5 represented > 70%. This scale (0 to 5) was transformed
and centralized to a complementary scale of 6 to 1 by function TRANSF
(see section 2-3) during MANOVA. In this form it represented putative

resistance to rust.

(6) Overal Disease (0.DIS)

The system was the same as used for rust, but considered all

leaf disease lesions present. The same transformation and centraliza-

tion were performed also.

(7) Leaf Roll (L.ROL)
Scores ranged from 0 to 2, with increment of 1 unit. O re-

presented flat leaf, 1 represented partially rolled (longitudinally)
leaf and 2 represented very rolled leaf. This scale was centralized
(One was added to all scores), to remove zeroes (function TRANSF)
during MANOVA.

(8) Leaf Tip Colour (L.COL)
Scores ranged from 0 to 3, with increment of 1 unit. O re-
presented green, 1 represented slight red, 2 represented red to light
purple and 3 represented dark purple. This scale was centralized

(one was added to all scores), to remove zeroes. The colour of leaf
tip was believed to reflect the pigment content of the leaf tip (Gordon,
unpublised). It was assumed that the deeper the colour, the greater
was the concentration of the pigments. It was also tentatively assumed
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from the nature of the colour, that the pigments may have been flavonoid.

(9) Leaf Width (L.WID)
Scores ranged from 1 to 5, with increment of 1 unit. A

score of 1 represented an average of 5mm across the widest part of
leaf balde, and each additional unit represented an increase of 3mm.

Those exceeding l4mm were scored as 5.

(10) Inflorescence Colour (F. COL)
Scores ranged from 1 to 5, with increment of 1 unit. They

vere scored immediately after the infloresence emerged. A score of 1
represented pale wvhite, 2 represented green, 3 represented purplish
green, 4 represented light purple, and 5 represented dark purple.
Increase in score reflected putative increase in pigments, particularly

those of the purple colour.

(11) Flowering Date (F.DAT)
Scores ranged from 1 to 9 with increment of 1 unit. They

vere scored, once, when the infloresence emerged. Each unit represent-
ed one veek, starting from 11th November, 1975. Those flowering after

6th January, 1976 were scored as 9.

Under these scoring systems all characters were regarded as
ordered multistate attributes (Clifford and Stephenson 1975). Also
all these characters were intrinsic attributes (Williams 1971). Plants

vith any missing characters (attributes) were treated as missing plants.

Four sets of attributes are used in the computations of this
study. They are: (1) all characters (ALLCHARA), which included all
the eleven characters in the analysis: (2) Agronomic characters
(AGROCHARA), which included eight of the characters namely, C.DIA,
C.DEN, C.ERE, C.HEI, RUST, 0.DIS, L.WID and F.DAT; (3) most discrimin-
ant characters (DISCCHARA), which included the five characters found
from ALLCHARA to have greatest discriminating ability, namely, C.ERE,
C.HEI, RUST, F.COL and F.DAT; and (4) Jacques' characters (JACQCHARA),
vhich included four characters nominated by Jacques(1962) as being
ecocline indicators, namely, C.ERE, RUST, L.WID and F.DAT. These four
sets of attributes were used in separate complete analyses, in order

to examine the phenotypic variation from these four points of view.
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2.3 Multivariate Analysis of Variance (MANOVA) and Multiple Discriminant
Analysis (DISCRIM)

A computer program MANDLS was used for this part of the

analysis. The program was adapted and modified from MANOVA and DISCRIM
of Cooley and Lohnes(1971). These modifications included the addition
of : function TRANSF (Gordon unpublished) for transformation and mani-
pulation of input data; functions PRBF and SIGNIF (Gordon unpublished)
for obtaining the probabilities and significance symbols of)(z and
F-ratio; subroutines SMPRIN and DMPRIN for printing of matrices and
vectors; and addition of Bartlett's Xz test of homogeneity of W-MSCP
(Seal 1968) in the main program. For greater compatibility with other
programmes, other data handling options wvere added also (See listing

of MANDIS in Appendix B-2).

2.3.1 MANOVA
The linear model of MANOVA is:

Xy SH+ QO + Eik (Cooley and Lohnes 1971), where Xip =

the observed values of i th individual in k th group, M= grand centroid
of the whole population, a, = the deviation of centroid of k th group
from u , and Eik = the deviation of i th individual from centroid of

k th group.

MANOVA calculated the mean, standard deviation and coeffi-
cient of variation of each character, and the determinant of MSCP for
each group. Homogeneity of pooled W-MSCP was tested by two approaches,
namely, Bartlett's ><2 test and F-test. This involved the following:

A s (L3 o - )g%?_:ygp;l..
1 “ k=l N, - 1 N-g / 6(g-1)(p+l)
Gl E ek ™ (p=1) (p+2)

Ap B4 B 2 7 ) ,

k=l (N, - D® (N-g) 6(g-1)

2
o ny o+ 2 )
o b
Sl

M = (N-g) log, D, -9 (N, - 1) log, Dy,

k=1
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vhere g = No. groups,
P = No. of characters,
Dk = Determinant of W-MSCP of k th group.
Dw = Determinant of pooled W-MSCP of all group,
Nk = No. of individual in k th group,
and N = total no. of individual over all groups.
Then x 2 = (1-ApH (Derived from Seal (1968)).

If H2 - Ai vas positive,

By

then b= , and
l—Al - (nl/hz)

M

F = = (Cooley and Lohnes 1971).
(nl, nz) b

If A2 - Ai vas negative,
n
N 2 y and
HeR D = T )
n, M
F = (Cooley and Lohnes 1971).

(nl, nz) ny b-M

Next, Wilk's Lambda and it's complement (the square of multi-
variate generalization of Fisher's correlation ratio) were calculated.
Rao's F approximation for Wilk's Lambda was used to test the equality
of the two estimates of variance (i.e. significance of amongst-groups
variance). The complement of Wilk's Lambda is often referred to as
"MANOVA Eta-square" (Cooley and Lohnes 1971). It was a descriptive
statistic that expresses the proportion of criterion variance (total
generalized variance) explainable by the predictor variance (generalized
variance due to grouping). It was similar to the square of the multiple
correlation coefficient (the coefficient of multiple determination),
which was defined as the ratio of sum of squares due to regression to
the total sum of squares (Draper and Smith 1966). "Nonindependent"
univariate F-tests were also carried out (Cooley and Lohnes 1971). The

"Nonindependent" univariate F-ratio was the corresponding ratio of the
diagonal element of A-MSCP (Among group mean squares of the character)
to the respective diagonal element of W-MSCP (Within group mean squares
of the same character). This should be interpreted only if the MANOVA
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null hypothesis has been rejected. When Wilk's Lambda test has produced
a rejection, inspection of the "nonindependent" univariate F-ratio may
suggest which of the characters was contributing most to the discrimina-
tion of the groups. Though the probability of this F-ratio was report-
ed also it should be used only as a rough indicator and should not be
used as an explicit inference of significance level. A descriptive
statistic was more suitable under this circumstance. Thus, Eta-square

for each character was reported also. Eta-square was defined as:

2 _ Among group sum of squares

E Total group sum of squares °

nz expressed the proportion of criterion variance (Total variance) ex-
plainable by the predictor variance (Among group variance). This vas
similar to the square of the coefficient of multiple correlation (the
coefficient of multiple determination). Consequently, nwas similar to

the coefficient of multiple correlation also.

Though true independent univariate F-tests can be performed
their computations are very complex and the resulting "Stepdown F-
ratios" are hard to interpret (Cooley and Lohnes 1971). Therefore

they have been omitted.

The T-SSCP, W-SSCP, group centroids and grand centroid were

obtained for the Multiple Discriminant Analysis, which followed.

2.3.2 Multiple Discriminant Analysis

The model was: Y = i X
(gxg) (gxp) (pxg) ,
(A=SSCP_ )
Leading to ¢ = TH:§§EFXT ‘
y max

V'(A-SSCPX) v
U t N"'EECI j U max,
X

11

subject to the constraint that V'V = I(q>.

Here, x was the matrix of original scores, with g groups
and p characters;

V' was the matrix of the coefficient of q discriminant
functions;



Y wvas the matrix of the q discriminant scores for
G groups;

g was the vector of q eigenvalues for the q discrimin-
ant functions;

and I(q) vas the identity matrix of order q.

It can be shown by differential calculus that ¢ and V are the
eigenvalues and their eigenvectors of the equation:

RH—SSCPX)'l (A-SSCPX)-ﬁl(p) v = 0 (Seal 1968, Cooley and
Lohnes 1971). Subroutine NROOT (Cooley and Lohnes 1969) was used to

solve this.

Wilk's Lambda criterion ()) may also be computed as a function

of the eigenvalue as follows:

1
A= jg‘l EB’J—

Where ﬁj = the j th element of the ¢ vector, or the j th

eigenvalue.

This was a different approach for obtaining ) to the previous
one (as in MANOVA). The )\ obtained here was also used, as a cross-
check, to estimate Rao's F-approximation to test the equality of the

previous twvo estimates of v.riance.

The decision of how many of the eigevalues and their eigen-
vectors should be retained to significantly explain the original varia-
tion can be made with the help of Bartlett's )(2 test (Seal 1968). The
procedures was to test whether all the eigenvalues after the L th,
say, could be given zero value.

2 '
X (paL) (g-L=1) © =(N-%(p+g)-1) log, A"y

Where N = the total no. of individuals in the whole popu-

lation,
1

l'= j=ﬁ+l m} °

If L=0, the ' =X and y L wvas then testing whether all
the eigenvalues could be given zero value (i.e. were non-significant).

If X2 vas significant then this implied that all the eigenvalues (as a
vhole) were significantly different from zero. Next, the first eigen-
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value (also the largest) was removed and all the other eigenvalues
vere tested for significance. This time L equaled 1. If X2 was
significant, this implied that from the second to the last eigenvalues
(as a whole) were significantly different to zero. Next, the first
tvo eigenvalues were removed, and the rest tested against zero as be-
fore. This process continued on until the 'Xz vas non-significant,

or until all the eivenvalues were removed. The first of these alter-
natives implied that all the rest of the eigenvalues were not signifi-
cantly different from zero; whereas the latter implied that all the
eigenvalues were significantly different from zero (Cooley and Lohnes
1971, Seal 1968, Kshirsagar 1972).

The proportion of the total discriminating power contained
in the k th discriminant function was expressed as percent trace:

g

percent trace = . x 100.
j=1 ¢j
This indicated the percentage of the total discriminating information,
available in (W-SSCPX-l A—SSCPX), vhich was accounted for by the k

th diseriminant function.

Multiple discriminant analysis can be considered as a special
case of canonical correlation analysis in which a set of binary dummy
variables on one side of the canonical equation carry the information
about group membership (Cooley and Lohnes 1971). The canonical corre-
lation coefficient between the k th discriminant function and the

group variables(coded as a set of binary dummy variables) can be obtain-

ed as: -
_ / k .
Rck i I:Bk

Rck’ the canonical correlation coefficient, gives the correlation between
the p original characters and the g group membership variables (coded

in binary dummy variables), and therefore shows the predictive potency

of the k th discriminant function. It's square, ng, is the eta-

square for the k th discriminant function. This indicates the pro-
portion of variation in the k th discriminant function which is in

common with the variation in the specific matching linear function

of the group membership variable (Cooley and Lohnes 1971). These
statistics also were obtained by the present program.
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For ease of ordination and understanding, it is desirable
that Y be centralized and standardized. That is,

Y, = (T-Msch)'l’2 (Y-,
(axg) (gxq) (axg)

L o
= (T—MSCPy) 2V (X=X).

1
Let B = (T-MS(:F'y)"z V.

=Y = B (XX)
’ (axp) (pxg)

B is the matrix of coefficients for transforming deviation scores,
(X-X), to standardized discriminant functions, Yoo

Y B s, s 1 x% ,

(@x§)  (axp) (pxp) (pxp)  (pxg)

Where SDx is the diagonal matrix formed from the diagonal
1
elements of (T-MSCPx)é. That is a diagonal matrix of standard devia-

tions of X.

-1

Let Z = SDx {Xmn
and C = B SD

b 4
Y = C Z
(Gxg) (gxp)  (pxg)

C is the matrix of coefficients for transforming standardized scores,
(Z), to standardized discriminant function Yc'

Let R be the correlation matrix based on T-MSCPX, then the
matrix of "factor structure coefficients", S, can be expressed as:
S=RC.
S is the pxq "structure" matrix of correlations between the p original

variables and the q discriminant functions.

Two other interpretative aids can be extracted from the
structure matrix, S. These are the table of communalities for each
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variable, and the percentage of trace of R for each function. The
communalities for each variable represent the sums of squares of q
elements in every p rov of S. This shows the proportion of each
original variable being accounted for in the full set of q discrimin-
ant functions. This will only be of interest when (g-1) {p, since
otherwise the communalities are always sum to 1. The percentage of
trace of R for each function is found by dividing the sums of squares
of p elements in every q th column of S by the trace of R. This
showus the proportion of the trace of R being accounted for by each
discriminant function. These fraction will sum to 1 only when
(g-1)2 p. The present program obtained these statistics as well.

Finally, Yc, the standaidized discriminant score for each

group, was obtained for ordination and further analysis (via tape

storage).

2.4 Similarity Measures

Program SIMMAT was used to obtain the similarity measures
used in this study. This program was capable of calculating standard-
ized or unstandardized Squard Euclidean Distance (SED) and Euclidean
Distance (ED). Either SED or ED could be norminated to be stored as
a vector for use in cluster analysis (See listing of SIMMAT in Appendix
B-2).

The similarity measures used in this study wvere standardized
SED, obtained from the standardized discriminant scores, Yc. Since the
discriminant scores obtained from MANDIS were already standardized, the
unstandardized option of SIMMAT was used (to avoid double standardiza-
tion).

The use of Yc rather than X or Z for obtaining the standard-
ized SED concurred with Gower's(1966) proposal of using principal com-
ponents (See section 1.7.1). Yc and principal components are similar
in the sense that they are both uncorrelated scores. However, vhere
principal components are for observations from one population, Yc are
for observations from more than one population (See Appendix A-2). The
standardized SED obtained from Yc vas expected to provided a good esti-
mate of the similarity between groups for subsequent use in cluster
analysis (Ratkowsky 1977, pers. Com.).
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2.5 Cluster Analysis
Program CLUSAN was adapted and modified from subroutines

of Anderberg(1973). At present CLUSAN has seven optional clustering
strategies. They are Centroid, Complete Linkage, Average Linkage
Within New Cluster, Single Linkage, Average Linkage Between Merged
Clusters, Median and Ward's Method. According to Williams(1971),
these are all hierarchical, polythetic, agglomerative clustering
procedures. During each execution of CLUSAN, subroutine TREE pro-

duced the dendrogram of the Clustering.

All seven strategis have been applied to the full set of
attributes (ALLCHARA); and the properties of each clustering stategy
and the dendrogram has been studied and compared briefly. Those
strategies with undesirable properties were eliminated then, and a
final one was chosen to analyse the other sets of attributes (i.e.
AGROCHARA, DISCCHARA and JACQCHARA).

2.6 Post Clustering Analysis

After clustering, program SEFWIG was used to reveal the
relationships between a given hierarchical agglomerative strategy
and each of the characters (attributes). Program SEFWIG (selected
error for within group) was adapted and modified from ERROR of
Anderberg(1973). The modifications included the calculating of F-
ratios (and their associate probabilities) for each selected charac-
ters, and for the clustering criterion of Ward's Method. The latter

vas used to decide the clustering "cut-off" point.

SEFWIG examined the growth in the "error" sum of squares
(i.e. pooled within-cluster sum of squares) of each attribute as
clustering progressed through increasing levels of aggregation. At
the beginning of agglomerative clustering, each individual was con-
sidered as a cluster on its own (i.e. a cluster with only one indivi-
dual). Then, there was no within-cluster sum of square (WSS), and the
total sum of squares (TSS) was solely represented by the among-cluster
sum of squares (ASS). As clustering proceeded, TSS remained constant,
WSS increased and ASS decreased. At the last stage of clustering,
there was only one cluster, and it contained every individual. Then,
TSS was solely represented by WSS and there was no ASS. At any stage
of clustering, the ratio of WSS to TSS was the portion of the total
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sums of squares not explained by the current set of clusters (Anderberg
1973). This ratio was the complement of Eta-Square (ASS/TSS) (Refer
to section 2.3.1 for Eta-Square). The growth of this ratio for each
character may be different. For some characters the ratio may become
large at early stages of clustering; whereas, for others, the ratio
may remain small even until the last few stages. The former charac-
ters vere considered as dormant and the latter as dominant. Dormant
characters contributed little to the clustering results, and their
elimination has little effect. Conversely elimination of dominant
characters will have a marked influence on the clustering results.

The F-ratio (Among cluster mean square to within cluster mean square),
and the associated probability, for each character were also obtained.

As Ward's Method of clustering was based on the minimum incre-
ment of WSS of all characters as a whole, the clustering criterion was
WSS. At every stage of clustering, SEFWIG calculated the overall F-
ratio and the associated probability for the clustering criterion.

These aesociated probabilities helped in deciding the most '"suitable"
stage to "cutoff" the clustering, and so to obtain the set of clusters
for further consideration. Some basic properties of this application

to Ward's Method of clustering, were studied.

After the clusters have been obtained, their structure can
be studied by program POSTCA. This was adapted and modified from POSTDU
of Anderberg(1973). The major modification was the inclusion of sub-
routine DIFFS (Gordon unpublished). POSTCA listed the clusters' mem-
berships, and the attributes for each cluster. Next, DIFFS ranked the
means of each cluster (one attribute at a time) and performed least
significant difference tests or Duncan's multiple range tests.

Program CONVER has been developed to study the realtionships
between Centroid, Average Linkage Between Merged Clusters, and Ward's
Methods. The program was based on Gower's(1970) conversion equations.
It eonverted the clustering criterion of any one of these three methods
to the clustering ecriterion of the other two. It also reported the
increment of pooled within cluster sums of squares due to that merge,
and the variance of the newly merged (formed) cluster. F-ratio and the
associated probability was claculated for each stage of clustering.
This program helped in deciding the "cutoff" points for any of the

three methods.
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CHAPTER 3  RESULTS AND ASSOCIATED DISCUSSION

3.1 MANDIS

The mean of each character for each group is summarized in
Appendix C-1. The grand mean, standard deviations and coefficient
of variation for 160 groups are lsited in Table 3.1. The coefficient
of variation ranged from 17.11%(F.DAT) to 40.22%(L.COL). The latter
vas considerably high. However, it was not surprising, as the within-
plot variance was based on open-pollinated plants, containing potential
genotypic diversity even within the one population. As there were
four sets of data analysed, discussion here will be concentrated on
ALLCHARA and the others (AGROCHARA, DISCCHARA, and JACQCHARA) will be
discussed only briefly, to minimise repetition.

3.1.1 ALLCHARA
Prior to analysis, the equality of the group MSCP matrices

vas tested by two approaches: )(2 test and F-test of Box's M Criterion.
The results of these tests have been presented in Table 3.2. Both of
these tests rejected the hypotliesis that the MSCP matrices were equal,
vith very high significance level (P<0.0001). The exact cause of this
re jection was not known. It could be due to the actual difference in
dimension and orientation or due to non-multivariate-normality of the
distribution, or both. However, non-multivariate-normality has general-
ly been believed to be the main cause. By examining the marginal dis-
tributions (Appendix C-2), it was found that some characters (such as
L.ROL and L.COL) were highly skewed and did not fit the marginal nor-
mality. This implied that multivariate normality was not satisfactory.
As both the above tests are highly sensitive to non-normality (Seal
1968, Press 1971), the rejection of the null hypothesis would be ex-
pected from this cause alone.

Wilk's ) =0.272866, and F-approximation=2.8670 with dfl=1749
and df2=39915. These results rejected the hypothesis that group cen-
troids vere equal, with a very high significance level (P& 0.0001).

The complement of Wilk's )\ (eta-square)=0.727134. This is the genera-
lized coefficient of multiple determination, which shows the proportion
of generalized total sums of squares (determinant of T-SSCP) explain-
able by the generalized sums of squares due to grouping (determinant
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e twsen |swd |ew? [wes® ums® | rosstio sﬁﬁire Efa
C.DIA |6.4452 |[1.4736 |0.2193 |4.8145 [1.9983 |2.4093 [0.09515 |0.30846
C.DEN |6.4875 [1.3124 |0.2023 |3.4053 |1.7224 |1.9771 |0.07944 |0.28185
C.ERE |4.6476 [1.8393 |0.3957 18.5039 |3.3829 |5.4699 |0.19273 |0.43901
C.HEL [4.1588 |1.5144 |0.3641 |7.2677 |2.2933 |3.1691 |0.12151 |0.34858
RUST [3.6137 |0.9544 |0.2641 |2.3600 |0.9109 [2.5909 |0.10159 |0.31873
0.DIS |2.8307 [0.9018 |0.3186 |2.0252 |0.8133 |2.4500 |0.09803 |0.31310
L.ROL [1.3526 |0.4917 |0.3635 |0.4995 |0.2418 |[2.0661 |0.08272 |0.28761
L.cOL [1.3255 |0.5331 |0.4022 |0.5009 |0.2842 [1.7625 |0.07143 |0.26726
L.WID [2.8501 |0.6507 |0.2283 |1.0059 |0.4235 |[2.3756 |0.9394 |0.30650
F.COL |2.7586 |0.7187 |0.2603 |1.5270 |0.5165 [2.9565 |0.11429 |0.33807
F.DAT |5.3831 [0.9211 [0.1711 |5.2935 |0.8485 [6.2386 |0.21401 |0.46261

1. Standard deviation based on pooled within group mean squares.

2. Coefficient of variation.

3. Among groups sum of squares.

4. Pooled within groups sum of squares.

TABLE 3.1 Analyses Summary Of All Characters For 160 groups
(For F-ratio dfl = 159, df,= 3643)




Box's M = 16187.742

F-ratio 2 1.2617> dfl = 10494
ufz = 76U375
Prob. 0.0001

X 2 = 15463.974 df = 10494

Prob.< 0.0001

TABLE 3.2 The Results Of Equality Test Of MSCP Matrices,
For ALLCHARA
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of A-SSCP). It is a generalized coefficient because it considers all
the characters simultaneously (Refer to Drapper and Smith(1966) for

the definition of coefficient of multiple determination). This shous
the overall efficiency by which the groups (considering all the charac-
ters simultaneously) were represented by their own centroids. In this

case, it was 72.71%.

The non-independent" univariate F-ratios (Cooley and Lohnes
1973) are listed in Table 3-1. Though all the F-ratios were highly
significant (P<0.0001), it should not be inferred automatically that
group differences in each character were significant as the characters
wvere "not independent" (see Section 2.3.1). The eta-squares, which
are similar to the coefficient of multiple determination, showed the
efficiency by which the groups vere represented by their means, on a
univariate basis. The eta-values, which are similar to the coefficient
of multiple correlation, suggested that F.DAT contributed most to the
discrimination amongst groups. This was followed by C.ERE, C.HEI,
F.COL, RUST, 0.DIS, C.DIA, L.WID, L.ROL, C.DEN, and L.COL, in that

order.

The results from the multiple discriminant analysis are shown
in Table 3.3. In this Table, ch is the canonical correlation coeffi-
cient between the j th discriminant function and the group variables.
The value of ch for the first discriminant function was 0.5010. This
shoved that the lst discriminant function had a predictive potency of
0.5010 between tne 11 original variables and the 160 group membership
variables. The second function had a canonical correlation of A.7n"
and so on. Tue chj represented tne eta-square of j th diser’
function. The eigenvaliue, ¢ indicated the "generalized variation"
(available in W-SSCPT'. A-SSCP.) of the j tn discriminant function.
The decreasing trend in the eigenvalues (Table 5.3) was expected as
the orthogonal functions were extracted according to their discrimina-
ting abilities. The .% trace of ﬁj showved the proportion of the total
variation accounted for by each of the j functions. The first three
functions collectively accounted for 51.1% of the total variation
availsble in W-sscPZl. A-sscp . xZ (=x%4-1) is the X
whether all the eigenvalues after L th, can be regarded as zero value.
The results showed that even the eleventh (last) eigenvalue (i.e.

for testing

after removing the first ten largest eigenvalues), was highly signifi-
cant (P=0.0055). These suggested that all the eleven discriminant



J ch Rfj ﬁj %Ogrgfe " xE dr(xz) Prob(xz)
J
1 0.5010 | 0.2510 (0.33510 28.82 0.2729 (,1000 1749 0.0000
2 0.4037 0.1630 (0.19472 15.84 0.3643 |»1000 1580 0.0000
3 0.3989 | 0.1591 |0.18920 14.45 0.4552 | 2100V 1413 U.0000
4 0.3220 0.1037 |0.11568 8.22 0.5176 |»1000 1248 0.0u00
5 0.3205 0.1027 |0.11447 8.13 0.5775 |21000 1085 U.0000
6 0.2990 0.0894 |0.09815 6.98 0.6436 (21000 924 0.0000
7 0.2880 | 0.0829 |0.09044 6.43 0.7067 (71000 765 0.0000
3 0.2690 0.0724 |0.u7800 5.54 0.7706 968.3 608 0.00u0
9 0.2625 | 0.0689 |0.07/401 5.26 0.83u7 689.2 453 0.0000
1u 0.2409 0.0580 [0.06162 4.38 0.8922 423.8 300 0.0001
1 K| 0.2298 | 0.0528 |0.05574 3.96 0.9472 201.6 149 0.0055

TABLE 3.3 Results From Multiple Disecriminant Analysis,
For ALLCHARA
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functions were required, inorder to retain sufficient amount of the

original variation.

Table 3.4 shows the S matrix (the correlations between the
discriminant functions and the original characters). The first two
discriminant functions were associated mainly with F.DAT, C.ERE, and
C.HEI. This is seen from the following: the first discriminant funct-
ion correlated -0.8094 with F.DAT, 0.6969 with C.ERE, -0.3841 with
F.COL, -0.3085 with L.ROL and 0.2629 with C.HEI. The second discrimin-
ant function correlated 0.5952 vith C.ERE, 0.5220 with F.DAT, 0.2840
vith C.HEI and 0.2325 with C.DEN.

From the S matrix and the nature of the original characters,
the 11 functions appeuared to be measuring, respectively; (1) clump
elevation measures(+) versus flowering characters(-); (2) clump compact-
ness, elevation, and F.DAT measures; (3) C.HEI(+) versus C.DIA and
disease measures(-); (4) overall size, and disease measures; (5) C.DEN
and 0.DIS(+) versus L.WID and F.COL(-), (6) clump measures(-) versus
0.DIS and colour measures(+); (7) Horizontal size measures(-) versus
disease and flowvering measures(+); (8) F.COL and clump measures(-)
versus L.WID and RUST(+); (9) LMWID and clump measures(-) versus leaf
nature and disease measures(+); (10) L.ROL(+) versus L.COL(-), and

(11) clump and leaf measures.

Table 3.5 shows the B matrix (the coefficients for producing
standardized discriminant functions from the group deviation vectors).
The location of the 160 group centroids for all eleven discriminant
functions would fully describe the group differences from this data.
The 160 group centroids for the first two discriminant functions have
been displayed in Figure 3.1. This "ordination" (in Figure 3.1) was
not very informative in the present case, and should be interpreted
with care for the following reasons. The distances between group
centroids (for these first two discriminant functions) did not represent
the total ecentroid dissimilarity. This was due to the fact that the
first two discriminant functions accounted for only 37.65% (refer to
% trace of ﬂj of Table 3.3) of the total discriminating information,
and the other functions were significantly important, accounting for
the other 62.35%. However, as the first two functions do have the
largest individual discriminantory abilities, this "ordination" does

give a rough indication of the group differences. It is impracticable



And The Original Characters,

for ALLCHARA

Discriminant  tunction
Character | .1 2 3 4 5 6 7 8 | 9 10 11
c.D1A -U.0657 | -0.145: | -0.3302 0.4013 0.1457 . -0.3714 | -0.564> i-O.QZUB -U.07/48 -0.1671 0.1281
C.DEN -U.0620 0.2525 | -0.1628 | -0.0380 0.4208 | -U.2474 v.1482 | -0.2572 -0.4857 -0.1u56 Uu.5629
C.ERE 0.6969 0.595/ 0.0768 0.1818 -0.0154 | -0.1295 | -D0.0968 -0.2433 0.0525 0.1186 0.1324
C.HEI 0.2629 0.2840 0.4583 0.5616 | -0.1372 | -0.3546 | -0.0419 | -0.2586 | -0.2238 0.0515 0.2416
RUST 0.0527 | -0.0962 | -0.4767 0.2855 -0.1777 | -0.0844 0.7129 0.2154 0.2185 | -0.1056 | -0.1625
0.DIS -0.0074 -0.1096 -0.2668 0.5075 0.3766 0.5333 0.4213 0.0724 0.1189 0.0817 -0.1699
L.ROL -0.3085 | -0.1732 | -0.1431 | -0.0600 0.1376 | -0.0779 0.1853 -0.0910 0.26842 0.5717 0.6123
L.COL -0.1436 | -0.0881 0.2010 -0.0048 -0.0101 0.2392 -0.0383 | -0.0341 0.5677 | -0.6217 0.4024
L.WID 0.1468 0.1210 | -0.2874 0.3014 | -0.4167 0.1295 -0.4755 0.4728 | -0.2894 | -0.5470 0.2509
F .DAT -0.8094 0.5220 | -0.0642 0.0650 0.0431 : -0.0288 0.1087 0.0371 i 0.0341 0.1276 | -0.1738
TABLE 3.4 The S matrix - The Correlations Between The Discriminant Functions

CAH



Discriminant  Function
Character 1 2 3 4 5 6 7 8 9 10 11
C.DIA -0.0739 | -0.1571 | -0.3718 0.2398 0.1034 | -0.2630 | -D.3662 | -0.3370 0.1823 | -0.0773 | -0.1533
C.DEN 0.0011 0.1515 | -0.1509 | -0.1852 0.3371 | -0.0359 0.2511 0.0214 | -0.4869 | -0.3172 0.3591
C.ERE 0.3037 0.4423 | -0.2196 | -0.1057 0.0475 0.0571 | -0.0792 | -0.1427 0.2839 0.0901 | -0.0001
C.HEI -0.1058 | -0.1439 0.5567 0.5020 | -0.2320 | -0.1401 0.1982 | -0.0595 | -0.2088 0.0416 0.1088
RUST 0.0997 | -0.0317 | -0.5231 0.1406 | -0.4552 | 0.6344 0.6467 0.1341 0.2371 | -0.2934 | -0.0574
0.DIS 0.0603 | -0.0723 0.0336 0.6744 0.7033 0.8175 0.0316 0.0313 | -0.0866 0.1649 | -0.0889
L.ROL -0.2185 | -0.3753 | -0.2110 | -0.0035 | -0.1043 | -0.1495 0.0409 0.0175 0.7735 1.4817 1.2351
L.COL -0.2053 0.2224 0.3850 0.1348 | -0.0149 0.3533 | -0.0748 0.0858 1.0842 | -1.2061 0.7692
L.WID -0.0062 0.2307 | -0.4365 0.3457 | -0.5558 0.4441 | -0.4958 0.9300 | -0.4021 0.0238 0.6281
F.COL -0.1150 | -0.0233 | -0.2128 | -0.1204 | -0.7913 0.6309 0.16800 | -0.9223 | -0.3088 0.0183 0.0667
F .DAT -0.6385 0.7645 | -0.0407 0.1394 0.1135 { -0.1588 | -0.0991 0.1943 0.2314 0.0262 | -0.2200
TABLE 3.5 The B Matrix - The Coefficients For Producing Standardized Discriminant

Function (YC) from group deviation vectors (X - X), for ALLCHARA




4 1-6
1‘;!
Yr
153 |
134
11 | 199
" i1
"
- 10
™
137 | oa
al
" +0-b
100 s
: 5%
i LU Y
; I
63 "
53 |
3 5%
6r 155 . i 157 2}* -
" - ne: 45 4§
"l.-!» b0 i ;
. - . i o N |
105 Bl 19 a5 3 a Ntﬂ.. o
1o n3 .32 = 'f"" o ' |
R b, g5— 11 T sp )
] > Q-H. b 120 ‘2-
103 . . 3'3
':l 3.'% ]2" ‘;‘f y . | N
. by " 3 57
| o BT
13 [ju’ %D% TI%“:‘ 3 ) .
i e ‘ . ;.z. |
’ - 106 *qq 7% Yo o b 123 L -0
a0 ’ ) | |
A ?f:ri-tb"“ LI 36 107
5, ‘g 3 .
" & "%, .
x Az . . )
.‘ %] X 47 . )
‘ -
51 i 127
. 2 S8 %)
" . g
5 +-08%
16)
3.1 130 e
L | I-D
%7 t
2 5 : : 4 |
. W 5 | ﬁ 3
102 3 | L
A 3 —o.z
! . 0.
0% -0.b

11

i i i t 1 unctions.

&7
Ik



35

to diagram more than two functions at a time, and so this is the only
choice available for Fig. 3.1.

3.1.2 AGROCHARA

The results of the equality test of the group MSCP matrices
are given in Table 3.6. Both the )(2 test and the F test rejected
the null hypothesis that the MSCP matrices were equal, with a very

high significance level (P£0.0001). Though the highly skewed characters
(e.g. L.ROL and L.COL) were excluded in this set of data, non-multi-
variate normality was still believed to be the main cause for reject-
ion. By visual examination, the distribution of C.ERE was found to

be too "flat" for marginal normal distribution (refer to Appendix C-2).
Though the marginal distribution of other characters may have resembled
binomial distributions,their joint distribution may not necessarily be
multivariate normal when the interactions were encountered (Andrev et.
al.i1971, Press 1971, Rohlf 1971).

The value obtained for Wilk's Lambda was 0.344865, and F
approximation = 3.25746 with dflz 1272, dr'2 = 29074. These results re-
Jected the hypothesis that the group centroids were equal, with a very
high significance level (p£0.0001). The complement of Wilk's A =
0.655135. This eta-square showed that the overall efficiency of the
groups (considered all the 8 characters simultaneously) being represent-

ed by their own centroids was 65.51%

The detail univariate investigation revealed the same results
as for ALLCHARA (as listed in Table 3.1). These results were expected,
as these univariate studies did not take the covariance between charac-
ters into consideration. The order of magnitude of the contribution
of each character to the discrimination amongst groups (ranked according
to their eta value, in Table 3.1) was: F.DAT, C.ERE, C.HEI, RUST, 0,DIS,
C.DIA, L.WID and C.DEN.

The results from the multiple discriminant analysis are shown
in Table 3.7. The lst discriminant function obtained a canonical cor-
relation of 0.4952. This showed that it produced a predictive potency
of 0.4952 between the 8 original variables and the 160 group membership
variables. The second discriminant function showed a canonical correla-

tion of 0.4008, which is interpreted similarly, and so on. The chj



Box's M

F-ratio

9086.5315

1.37945

7963 .099

dfl
df2 2

i

5/24
774679

Prob.< 0.0001

dr

5724

Frob. < 0.0001

56

TABLE 3.6 The Results 01 Equality Test Of MSCH HMatrices,
For AGRGCHARA

2 % trace 2

J ch ch ﬂj of ﬂj A X[ df Prob

1 U.4952 | 0.2452 [0.32494 | 28.02 0.3449 13958.19 1272 0.0000
2 0.4008 | 0.1607 [0.19142 | 16.51 0.4569 |2912.08 11iU6 0.0000
3 D.3885 | 0.1509 |0.17772 | 15:33 0.5444 |2260.90 942 0.0000
4 0.3216 | 0.1034 (0.11538 9.95 0.6411 |1652.70 780 0.0000
5 0.3093 | 0.0957 [0.10582 9.13 0.7151 |1246.72 620 0.0000
6 u.2086 | U.0833 |0.09087 _;:;; 0.7908 ;%;:;;_m__“;;; 0.65;5-
7 u.2842 | 0.0808 |0.08785 7.58 0.8626 | 549.38 306 0.00u0
8 0.2482 | 0.0616 |0.06562 5.66 0.9384 | 236.32 152 0.0002

TABLE 3.7 The Results From Multiple Discriminant Analysis,
For AGROCHARA
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gave the eta-square of the j th discriminant function. The lst eigen-
» vas 0.32494, and these gradually reduced to 0.06562 for the

8th (last) eigenvalue. This decreasing trend vas expected as the ortho-

values, @

gonal functions were extracted according to their discriminating abili-
ties. The % trace of dj shoved that the first three discriminant fun-
ctions collectively accounted for 59.8% ot the total discriminating
information available. XZL {= ij_l) wvas the Xz for testing whether
all the eigenvalues after L th can be regarded as zero value, as noted
earlier. The results showed that even the 8th (last) eigenvalue (i.e.
after removing the seven largest eigenvalues) was highly significant
(P=0.0002). This suggested that all eight discriminant functions

vere required to retain the original variation.

Table 3.8 shows the S matrix (the correlations between the
discriminant functions and the original characters). From this table,
it was noted that the first two discriminant functions were associated
mainly with C.ERE, F.DAT and L.WID. This was seen from the following.
The first discriminant function correlated -0.8225 with F. DAT, 0.7016
vith C.ERE, 0.2628 with C.HEI, and 0.1507 with L.WID. The second dis-
criminant function correlated 0.5090 with C.ERE, 0.4848 with F.DAT,
0.2843 with C.DEN, and 0.2380 with L.WID.

From the S matrix and the nature of the original characters,
the 8 discriminant functions appeared to be measuring, respectively,
(1) clump elevation measures(+) versus F.DAT(-); (2) F.DAT, clump
elevation and compactness measures; (3) C.DIA and disease measures(-)
versus clump height measures; (4) overall size and disease measures;
(5) C.DEN and 0.DIS(+) versus L.WID(-); (6) horizontal size measures(+)
versus C.DEN and disease measures(-); (7) clump measures(+) versus
leaf and disease measures(-); and (8) clump and leaf measures(+) versus
F.DAT and disease measures(-).

Table 3.9 shows the B matrix (the coefficients for produ-
cing standardized discriminant functions from group deviation vectors).

3.1.3 DISCCHARA

The results of the equality test of MSCP matrices are listed
in Table 3.10. Both the F test and XZ test rejected the null hypothesis
that MSCP matrices were equal. The main cause of the rejection was




Discriminant  Function

e 2 2 3 4 5 6 7 8
C.DIA | -0.0716] 0.0265) -0.3879! 0.3758] -0.0162| 0.2245| 0.7938| 0.1455
C.DEN | -0.0775 0.2843: -0.0444! -0.0838{ 0.3013| -0.3366| 0.3757| 0.7473
C.ERE 0.7016{ 0.5090 0.3662? 0.1868] 0.0268| -0.0U786} 0.2784; 0.0041
E-HEL 0.2628; 0.0467{ 0.5637{ 0.6017| -0.1118| -0.1306| 0.3723| 0.2832
RUST 0.0573] 0.1369] -0.4804| 0.2951| -0.1819| -0.6186| -0.4466| -0.2104
0.DIS | -0.0060| 0.0258| -0.3321| 0.4281| 0.6475| -0.1804| -0.4465| -0.2325
L.WID 0.1507| 0.2380| -0.1963| 0.3496| -0.3706| 0.6124| -0.2472| 0.4311
F.DAT | -0.8255| 0.4848| 0.1949( 0.0711] 0.0338| 0.0793| -0.0789| -0.1621
TABLE 3.8 The S Matrix The Correlations Between The Discriminant

Functions and The Original Characters, For AGROCHARA
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Discriminant  runction

“herac b 1 2 3 4 5 6 7 8
C.DIA | -0.0800| U.0356| -0.4236| 0.2165| -0.0299( 0.1199| 0.5569| -0.2367
C.DEN | -0.0320( 0.1831| -0.1135| -0.2260| 0.2469| -0.2851| 0.0067| 0.6628
C.ERE 0.3250| 0.5087| 0.0134| -0.1245| 0.0766| 0.0524| 0.1075| -0.2343
C.HEI | -0.0954| -0.3900| 0.4535( 0.5515| -0.1162| -0.2041| -0.0145| 0.1895
1
RUST 0.1043| 0.2171| -0.4882| 0.1992| -0.7155| -0.7900| -0.1048| -0.0930
0.DIS 0.0449| -0.0822| -0.0784| 0.5492| 1.0812| 0.2501] -0.3283| -0.0654
L.WID 0.0348| 0.4228| -0.2676| 0.3976| -0.3940| 0.6677| -0.7276( 0.7870
F.DAT | -0.6690| 0.6976| 0.2490| 0.1231] -0.0587| 0.0565| 0.0107| -0.2624

TABLE 3.9 The B Matrix - The Coefficients For Producing

Standardized Discriminant Functions (Yc) From
Group Deviation Vectors (X - X) For AGROCHARA

Box's 11

F-ratio

TABLE 3.10

3702.

1.

3411.

0385

42572

044

dfl
dfz
Prob.

daf =
Prob.

2385
825241
0.0001

2385
0.0u01

The Results Of tquality Test uf
For DISCCHARA

MSCP liatrices,
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believed to be the non-multivariate normality, as stated in section
3'1.2.

The results of the Wilk's Lambda test estimated a ) = 0.469817
and F approximation = 3.73398 wvith dfl = 795 and dfz = 18194. These
results rejected the hypothesis that the centroids were equal, with a
very high significance level (P<0.0001). The complement of Wilk's
A, eta-square = 0.530183. This showed that the overall efficiency of
the groups (considering 5 characters simultaneously) being represent-

ed by their own centroids was 53.02%.

The five characters in this set of data were the most dis-
criminatory characters, in that they had the largest eta values (refer
to Table 3.1). Their discriminatory ranking in descending order, was
F.DAT, C.ERE, C.HEI, F.COL and RUST.

The results from the multiple discriminant analysis are list-
ed in Table 3.11. The lst discriminant function obtained a canonical
correlation of 0.4944. This showed that it produced a predictive potency
of 0.4944 between the 5 original variables and the 160 group member-
ship variables. The % trace of ﬁj showved the first two discriminant
functions collectively accounted for 60.66% of the total discriminating
information available in this set of characters. )<2L showved that even
the 5th eigenvalue was highly significant (P«£0.0001). These suggested that
all the 5 discriminant functions were required to retain the original

variation.

Table 3.12 shows the S matrix. The first two diseriminant
functions accounted mainly for F.DAT, C.ERE and C.HEI, as noted (as
before) by an examination of the correlation trends.

From the S matrix and the nature of the original characters,
the 5 discriminant functions appeared to measure, respectively, (1)
clump measures(+) versus flower measures(-); (2) F.DAT and clump mea=-

sures; (3) clump measures(+) versus RUST and F.COL(=); (4) RUST and
C.HEI measures;; (5) RUST and DAT(-) versus F.COL and clump measures(+).

Table 3.13 shows the coefficients for producing standard-
ized discriminant functions from group deviation vectors.
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2 % trace Y
ch ch ﬁj of ﬁj A X\ df Prob.
0.4944 | 0.2445 [0.32356 38.97 | 0.4698 |¥1000 795 0.0000
0.3914 | 0.1532 |0.18094 21.79 | 0.6218 |»1000 632 0.0000
0.3437 | 0.1181 [0.13395 16.13 | 0.7343 |»10U0 471 0.0000
0.3072 | 0.0944 [0.10421 12.55 | 0.8327 680.94| 312 0.0000
0.2838 } 0.0805 §0.08757 10.55 | 0.9195 312.22] 155 0.0000
TABLE 3.11 Tne Results From Multiple Discriminant Analysis
For DISCCHARA
Discriminant Function
Character 1 Z 3 4 5
C.ERE -0.6975 0.6393 0.2626 0.0821 0.1693
C.HEI -0.2466 0.2806 0.77/09 0.4595 0:2336
RUST -0.0723 -0.0496 -0.5827. 0.7236 -0.3586
F.COL 0.3870 0.0546 =0.4757 0.1854 U.7656
F.DAT 0.8268 0.5377 -0.0826 0.0747 -0.1198
TABLE 3.12 The S Matrix - The Correlations Between

The Discriminant Functions And The Original
For DISCCHARA

Characters,
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Discriminant Function

Character 1 2 3 4 5
C.ERE -0.3354 0.5123 -0.2141 -0.1525 0.0369
C.HEI 0.1488 -U.1810 U.5654 U.5366 0.1591
RUST -0.1685 -0.0110 -0.4343 0.8421 -0.3879
F.coL 0.1348 -0.0282 -0.4977 0.2593 1.3088
F .DAT 0.6398 0.77/62 0.0409 -0.0224 -0.3480
TABLE 3.13 The B Matrix - The Coefficients For Producing

Standardized discriminant functions from group
Deviation Vectors, For DISCCHARA
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3.1.4 JACQCHARA
The results of the equality test of MSCP matrices are listed
in Table 3.14. Both the F test and Xz test rejected the null hypo-
thesis that MSCP matrices are equal. The main cause of rejection was

believed to be the non-multivariate normality, as stated in section
3.1.20

The results of Wilk's Lambda (0.527671), and F approximation
(= 3.96824 with dfl = 636, dfz = 14560) rejected the hypothesis that
the group centroids were equal, with a very high significance level
(p£0.0001). The complement of Wilk's A (= 0.472329) showed that
all the overall efficiency of the groups (considered all 4 characters
simultaneously being represented by their own centroids was 47.23%.

The results of multiple discriminant analysis are shown in
Table 3.15. The lst discriminant function had a canonical correlation
of 0.4887, indicating its potency. The decreasing trend of the eigen-
values again was usual. The % of trace of ¢j showed that the first two
discriminant functions collectively accounted for 70.29% of the total
discriminating information available in this set of characters. XZL

shoved that even the 4th eigenvalue was highly significant (pg0.0001). ‘

Table 3.16 shows the S matrix. The first two diseriminant

functions wvere associated mainly with F.DAT and C.ERE.

From the S matrix and the nature of the original characters,
the 4 discriminant functions appeared to measure, respectively, (1)
C.ERE(+) versus F.DAT(-); (2) C.ERE, F.DAT and L.WID measures; (3)
RUST and L.WID(+) versus C.ERE(-); and (4) L.WID(+) versus RUST and
F.DAT(~). The B matix is shown in Table 3.17.

3.1.5 Additional Comments

For all sets of data (ALLCHARA, AGROCHARA, DISCCHARA and
JACQCHARA), the MSCP matrices equality tests have shown a very highly
significant result, with a consequent rejection of the null hypothesis

that they vere equal. This was believed to be due to the non-normality
of the data distribution. However, the actual differences in dimension
and orientation of the MSCP matrices could not be ruled out either.

The large sample sizes involved (as shown by their large df in Table
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Box's M = 2454.6582
F-ratio = 1.44317 dfl = 1590
df2 = B77095
Prob.<£ 0.0001
x2 = 2299.096 df = 1590
Prob.<£ 0.0001
TABLE 3.14 The Results Of Equality Test Of
MSCP Matrices. For JACQCHARA.
> % trace 2
ch I‘Cj ﬁJ of ﬂJ A XL df PI‘Db
0.4887 | 0.2388 |0.31380 44.84 | 0.5277 |2378.13 636 0.0u00
0.3908 | 0.1527 |0.18025 25.55 | 0.6933 |1326.85 474 0.0000
0.3340 | 0.1116 |0.12556 17.80 | 0.8183 | 746.35 314 0.0000
0.2812 | 0.0790 |0.08583 12,17 | 0.9210 | 306.33 156 0.0000

TABLE 3.15 The Results From Multiple Discriminant Analysis.
For JACQCHARA.
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Discriminant Function
Character 1. 2 3 4
ELERE 0.6954 0.6896 -0.2011 -0.0017
RUST 0.0689 -0.0292 0.8172 -0.5710
L.WID 0.1506 0.1997 0.5061 0.8251
F .DAT -0.8564 0.4887 0.0523 ~-0.1563

TABLE 3.16 The S Matrix - The Correlations Betwveen The
Functions And The Original Characters.
For JACOCHARA.

Discriminant Function
Character X 2 3 4
C.ERE 0.2626 0.4353 -0.079%6 -0.1045
RUST 0.1851 0.0558 0.8362 -0.5601
L.WID -0.0155 0.2703 0.8627 1.2189
F .DAT ~0.7151 0.7319 0.0377 -0.0697

TABLE 3.17 The B Matrix - The Coefficients For Produeing
Standardized Discriminant Functions From Group
Deviation Vectors. For JACQCHARA.
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3.2, 3.6, 3.10 and 3.14) could also have contributed to their apparent
rejection, as these tests are sensitive to large sample size (Cooley
and Lohnes 1973). In short none of these sets of data fulfilled the
assumption of MANOVA. Many research workers prefer to ignore this
fact, and make inferences from their results in the belief that MANOVA
is robust enough (Cooley and Lohnes 1973). A similar approach is com-
mon in practice with ANOVA (Cochran 1947).

Non-normality of the multivariate distributiun and non-equality
of MSCP matrices, were believed to increase Type I error (Press 1971).
However, the significances of group centroid were so high (p¢g 0.0001),
the inferences concerning centroid differences could still be sufficient-
ly correct in practice. These results wvere used as a descriptive guide
for the data in this study. However, the main purpose of MANOVA here
vas to reduce the data, and to organise it for multiple discriminant
analysis.

The X2 test for eigenvalues retention was ulso affected by
the non-equality in MSCP matrices (Seal 1968). However, ordination
of group centroids using all discriminant functions would not affected
(because all discriminant functions would be retained in that case).
The 'X2 test of this study suggested that retention of all the dis-
criminant functions for all cases was needed in any case, so that this
problem did not arise here. The main purpose of multiple discriminant
analysis in this study was to transform the correlated original score
vectors (x) to standardized uncorrelated discriminant score vectors
(Yc). The removal of these correlations between characters is import-
ant for estimating the similarity measure (SED) in cluster analysis
(Refer to section 1.7.2).

The study of S matrix for each data set revealed two import-
ant points. (1) The first 5 diseriminant functions of AGROCHARA ac-
counted for similar characters to the first 5 discriminant functions of
ALLCHARA. Furthermore, the éth and 7th discriminant functions of
AGROCHARA were similar to the 7th and 9th discriminant functions of
ALLCHARA. This showed that the exclusion of the 3 characters. (F.COL,
L.COL and L.ROL) from AGROCHARA did not alter the pattern of discrimi-
nation very much. This implied that the 3 characters were not very
important for discrimination. (2) For all cases, F.DAT and C.ERE were
the two major characters associated with the first two discriminant
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functions. This showed their importance as the discriminating characters.
These findings agreed with the eta values of the characters (Table 3.1):
F.DAT, C.ERE, F.COL, L.ROL and L.COL ranked 1, 2, 4, 9 and 11 respective-

ly in their eta values.

For all cases, the communalities of all discriminant functions
over every character was 0.9994742. This meant that, in all cases,
over all characters, 99.95% of the original information was recovered
in all the discriminant functions, collectively. This was expected, as
g-1 = 159 > p= 11 (or 8, or 5, or 4) (see section 2.3.2). The slight

deviation from 1.0 was probably due to rounding error.

3.2 Comparison of Different Clustering Strategies, Using ALLCHARA
Attributes.

The standardized SED's (Square Euclidean Distances) obtained

from SIMMAT were used for the clustering analysis (program CLUSAN).

The value of the merging criteria at each stage of clustering and

the dendrogram have been obtained for each of the seven strategies,

for the ALLCHARA set of attributes. However only the dendrograms have
been presented (Figures 3.3, 3.4, 3.5, 3.6, 3.7, 3.8 & 3.9). In each
cases, the full dendrogram, which involved 160 groups, has not been
shoun. Only the stages of clustering after the "cut off" point vere
shown (i.e. after the formation of clusters was well advanced). In the
dendrogram the positions of the clusters along the vertical axis have
no meaning, since any two clusters may be rotated about their point of

fusion.

In order to compare the properties (clustering behaviour) of
the different strategies on a same basis, it was desirable to "cut off"
the clustering at the same stage, and to obtain the same number of
clusters for each strategy. As the clustering criterion of Ward's me-
thod was the within-cluster sums of squares, the probability of the F-
ratio (AMS/WMS) could be used, objectively, to decide the "cutting off"
point for clustering (Program SEFWIG wae used for this purpose and is
discussed subsequently). A brief comparison of the seven strategies

is presented in section 3.2.9.
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3.2.1 Results of SEFWIG as Applied to Ward's Method
As clustering proceeded from stage 0 to stage 159, the num-

ber of clusters decreased from 160 to 1. The total sum of squares
remained constant at 192.56. The pooled within-cluster sum of squares
increased gradually from 0 to 192.56, whereas the amongst-cluster sum
of squares decreased from 192.56 to 0. Also the degree of freedom

for pooled within-cluster increased linearly from 0 to 159, as the
degree of freedom for among-cluster sum of squares decreased linearly
from 159 to 0. The overall F-ratio dropped from 22.9693 (at stage 1)
to a minimum value of 7.01159 (at stage 79), then it fluctuated between
7.014 and 7.042. It next increased from 7.02613 (at stage 99) to
20.9164 (at stage 158). The associated probability dropped from 0.17056
(at stage 1) to a minimum value of 0.3326 x 1078 (at stage 110) and in-
creased to 0.69282 x l[]"4 (at stage 158). All these trend have been

shown in Figure 3.2.

The aim of clustering was to gather the most similar enti-
ties into the same cluster, and to segregate the dissimilar entities
into different clusters, thus reducing the number of entities. How-
ever, as clustering proceeded and clusters merged, the internal homo-
geneity of clusters decreased, the sacrifice of this internal homoge-
neity is unavoidable as the number of cluster is reduced. The probabi-
lity of the overall F-ratio showed the probability that the among-
cluster dissimilarity (as measured by among-cluster mean squares) wvas
equal to the heterogeneity within clusters (as measured by within
cluster mean squares). When this probability is minimum, the chances
of them being equal is least or the among-cluster varicance is most
significant. This was the most "logical" compromise point for the
maintenance of internal homogeneity and for maximising amongst-cluster
differences. This stage was adopted as the most suitable cut off
point in the clustering, and the clusters at this stage were adopted
as the most relevant. This approach is examined in detail with the
present data.

With the ALLCHARA attributes, it was found that the minimum
probability occurred at stage 110, which resulted in 50 clusters. Thus
all strategies were "cut off" at stage 110 in order to compare their
clustering behaviours. These are considered in the following (see
also Review, section 1.7.3.2.2).



1SS = Total Sum of Squares,
WSS = Within-cluster Sum of Squares,
ASS = Among-cluster Sum of Squares,
DFW = Degree of Freedom for WSS,
DFA = Degree of Freedom for ASS,

x = F-ratio,

Probability of F-ratio in log10 scale.

FIGURE 3.2 Changes in SS, and F-test for ALLCHARA, as examined
by program SEFWIG.
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3.2.2 Single Linkage

Of the 50 clusters obtained, 47 were single entity clusters
(i.e. clusters with only one group), one cluster contained two groups,
another contained three groups, and the remaining 108 groups were in
one big cluster. This demonstrated the severe space-contraction, and
the consequent chaining tendency (see reveiw). The dendrogram is

shown in Fig 3.3.

3.2.3 Centroid Method
The results from program CONVER showed that, as clustering

proceeded, the probabilities of the F-ratio (among-cluster mean squares
to vithin-cluster mean squares) fluctuated. In view of the nature of
this strategy (see review), this fluctuation was expected. Through
minimum probability (0.5802 x 10_6) occurred at stage 78, the cluster-
ing was "cut off" at stage 110 (with the probability of 0.2715 x 10-4),

for the reason already given.

Of the 50 clusters obtained, 40 were single entity clusters,
eight clusters contained two groups each, one cluster contained three

groups and the remaining 101 groups were in one big cluster.

Reversals occurred at various stages of clustering (at 30/159
stages). The most serious reversals were at stages 157 and 128, where
the clustering criterion dropped from 2.876 to 2.411 and from 1.206
to 0.9699, respectively. The clustering criterion generally ranged
from 0.106089 (stage 1) to 2.918606 (stage 159).

The results showed the severe space-contracting and non-
monotonic properties of this method (see Review). These results
agreed with those of the simplex test of Burr(1970). However, these
did not agree with those of Lance and Williams(1967a). They regarded
this as a space-conserving strategy. The dendrogram is shown in
Figure 3.4.

3.2.4 Median Method
This method had similar results to those of the centroid
method. Of the 50 clusters obtained, 42 were single entity clusters,

six clusters contained two groups each, one cluster contained four
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groups and the remaining 102 groups were in one big cluster.

keversals also occurred at various stages of clustering. The
dendrogram in Fig 3.5 shows space-contracting and non-monotonic pro-
perties of' this methaod. The results did not agree with those of Lance
Williams(1967a), wno regarded this method as space-conserving and non-

monotonic.

3.2.5 Average Linkage Between Merged Clusters

The results from program CONVER showed that, as clustering
proceeded, the probabilities of F-ratio fluctuated. This fluctuation
wvas expected because of the procedure (see Review). Though minimum
probability (0.6337 x 10_8) occurred at stage 101, the clustering was
“cut off" at stage 110 (with the probability of 0.1160 x 10-7)

uniformity in the comparsion.

« for

Uf the 50 clusters obtained, 21 were single entity clusters,
13 clusters contained 2 groups each, 6 clusters contained 3 groups
each, 2 clusters contained 4 groups each, 3 clusters contained 5 groups
each and the remaining 5 clusters contained 6, 8, 13, 20 and 25 groups

each, respectively.
A very mild space contracting and chaining tendency was shown

in the later stages of clustering. This occurred around the clustering

criterion value of 2.0, as shown in Figure 3.6.

3.2.6 Average Linkage Within New-Cluster

Of the 50 clusters obtained, 20 of them were single entity cluster,
9 clusters contained 2 groups each, 4 clusters contained 3 groups each,
5 clusters contained 4 groups each, 5 clusters contained 5 groups each,
2 clusters contained 9 groups each and the remaining 5 clusters contain-
ed 6, 8, 10, 11, and 12 groups respectively.

This method showed a more even distribution of cluster size
vhen compared to the previous one. Although it had 20 single-entity
clusters, the largest cluster contained only 12 groups (as compared
to 25 in Average Linkage Between Merged-Clusters). This showed a

more intense clustering. The dendrogram is shown in Figure 3./.
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3.2.7 Complete Linkage

Of the 50 clusters obtained, 12 of them were single entity
clusters. I|here were 10, 15, 2, 3, and 4 clusters containing 2, 3,
4, 5, and 6 groups each, respectively. The other 4 clusters each con-
tained /7, 8, 9, and 12 groups, resectively. The dendrogram is shown

in Figure 3.8.

3.2.8 Ward's Method

This was the most intense clustering strategy of the seven

studied. It produced the most even distribution of cluster size, with
the largest cluster containing 9 groups. Of the 50 clusters obtained,
9 of them were single entity clusters. There wvere 10, 12, 9, 5 and
3 clusters containing 2, 3, 4, 5 and 6 groups each, respectively. The
remaining two clusters contained 7 and 9 groups each, respectively.

The dendrogram is shown in Figure 3.9.

3.2.9 General Comparison

Single Linkage, Centroid, and Median methods were every
"weak" clustering strategies, in that they produced heavily "chained"
clusters. The chaining tendency of these methods produced one big
cluster and many single entity clusters. The clusters obtained were
of no practical use. Moreover, Centroid and Median methods showed the
conceptual illogic of reversals. These findings agreed with those of
Williams(1971, 1972), Lance and Williams(1Y67a, 1967b), Anderberg(1973),
Cormack (1971), Clifford and Stephenson(1975), Boyce(1969), Burr(1970)
and Pritchard and Anderson(1971). Thus, practically, these methods
vere of little use.

The Average Linkage Between Merged Clusters method produced
21 single entity clusters and mild chaining effect. It was not known
vhether this chaining tendency was due to the property of the method
or to the weak structure of the data. It was suspected that the data
was weakly stuctured, and, very probably this was a cause of the chain-
ing. This method had been considered as a space-conserving strategy
(Lance and Williams 1967a, 1967b), and a "most useful method" (Prit-
chard and Anderson 1971). However, its usefulness here was not obvious

and it showed space-contraction.
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The Average Linkage Within New Cluster and Complete Linkage
methods were more intensely clustering strategies in that they produced
more evenly sized clusters. The largest cluster contained only 12
groups. These two methods produced 20 identical clusters (clusters
containing the same group or groups) out of the 50 clusters obtained.
Furthermore, most of the other clusters amongst them were quite similar
in their constituents. This showed that the two methods produced simi-
lar patterns of clustering. This finding concurred with that of
Anderberg(1973).

Judging from the result of the "traditional" space-conser-
ving strategy (Average Linkage Between Merged Clusters method), the
set of data used in this study was weakly structured. That is, the
groups were continuously spread out with no distinctive natural cluster.
To facilitate description of such loosely defined clusters (with natural
diffuse boundaries), Williams(1971) suggested the use of a space dilat-
ing, intensely clustering strategy to artificially "sharpen" the boun-
daries. Among the seven strategies studied, Ward's method was the most
intense in its clustering. It's space dilating and intense clustering
properties have been noted by Clifford and Stephenson(1975), Williams
(1971, 1972), Lance and Williams(1967b), and Burr(1970). Hence, VWard's
method was chosen as the principal clustering strategy of this study
and has been used exclusively for other sets of attributes. Moreover,
the logic of a '"variability" approach (i.e. one based on the minimum
increase of pooled within-cluster sums of squares) in weakly structur-
ed data, and the ready association with probabilistic "cut off" deci-
sions (found in programmes SEFWIG and CONVER), confirmed the choice
of Ward's method as the principal strategy for this data.

3.3 Clustering Analysis and Post Clustering Analysis

3.3:1 ALLCHARA

The elustering results of this set of attributes have been
discussed briefly in section 3.2.8, and the dendrogram shown in Figure
3.9. There were nine single entity clusters. They were clusters 13,
19, 34, 35, 37, 38, 39, 45 and 48. A detailed investigation of these,
with respect to the ranking of group means for each character separately,
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revealed that most of these groups had outlying values (i.e. they had
at lease one extreme ranking (either first or last) in one of the cha-
racters). As SED will give extra weight to outlying values (Clifford
and Stephenson 1975, and Cormack 1971), these groups became more remote
from the others. This was the reason that they remained as single
entity clusters, despite the intense clustering of Ward's method
(Williams 1971, and Clifford and Stephenson 1975).

Table 3.18 shows the growth of the WSS/TSS ratio of each
character as clustering proceeded. This ratio indicated the proportion
of the total sums of squares of each character not explained by cluster
difterences. It is the complement of eta-square, and it is similar to

the complement of the coefficient of multiple determination.

As the clustering was "cut off" at stage 110. Table 3.18 can
be studied in two parts. The first part included stages 1 to 110, and
described the changes of intra-cluster structure (pooled over all clus-
ters) of each character. The second part included stages 111 to 159,
and described the subsequent structure, when further merges occurred
between the "accepted" 50 clusters. In this case, the relationships

amongst the 50 clusters can be examined.

At stage 110, C.ERE was well partitioned across the 50 clus-
ters; only 11.1% of the TSS was not accounted for by the among-cluster
sums of squares. F.DAT was also well partitioned across clusters with
only 13.2% of TSS not accounted for by clustering. The other characters
wvere ranked in increasing order of proportion of TSS not accounted for
by clustering, as follows. 0.DIS(19.8%), RUST(22.5%), L.WID(25.9%),
Cc.DIA(27.0%), L.ROL(28.1%), C.HEI(30.1%), F.COL(30.1%), C.DEN(30.2%)
and L.COL(33.0%). These results implied that C.ERE and F.DAT were the
two most dominant characters with more than 85% of their variation ac-
counted for by differences amongst clusters. Conversely, C.HEI, F.COL,
C.DEN and L.COL wvere the most dormant characters, with more than 30%
of the variation not accounted for by elustering. This proportion (of
30%) due te within cluster variation still indicated, however, that a
substantial proportion of the variation was due to cluster differences.
In other words these character were only relatively dormant, but still
contributed considerably to cluster structure.



Stage Criterion

1
10
20
30
40
50
60
70
80
90

100
110

120
130
140
150
159

0.055
1.226
3.065
5.340
8.107
11.391
15.069
19.299
24.293
30.179
37.399
46.010

56.957
70.769
86.732
115.845
192.560

C.DIA

0.000
0.009
0.015
0.031
U.046
0.071
0.088
0.114
0.127
0.169
0.197
0.270

0.455
0.569
0.696
0.854
1.000

TABLE

C.DEN

0.000
0.006
0.015
0.028
0.046
0.090
0.102
0.145
0.201
0.236
0.274
0.302

0.349
0.401
0.610
0.841
1.000

C.ERE

0.001
0.002
0.009
0.014
0.021
0.026
0.042
0.055
0.072
0.085
0.104
0.111

0.147
0.191
0.268
0.309
1.000

C.HEI

0.001
0.007
0.017
0.023
0.039
0.054
0.075
0.106
0.146
0.183
0.227
0.301

U.338
0.405
0.493
0.616
1.000

RUST

0.0u0
u.008
0.018
0.033
0.049
0.056
0.076
0.106
0.130
0.174
0.211
0.225

0.300
0.369
0.510
0.689
1.000

0.DIS

0.000
0.013
0.026
0.038
0.048
0.060
0.077
0.096
0.125
0.153
0.175
0.198

0.247
0.331
0.391
0.573
1.000

L.ROL

0.000
0.006
0.024
0.041
0.051
0.089
0.104
0.136
0.148
0.195
0.206
0.281

0.299
0.347
0.486
0.665
1.000

L.COL

0.000
0.008
0.017
0.026
0.061
0.085
0.128
0.171
0.195
0.216
0.276
0.330

0.371
0.422
0.619
0.718
1.000

L.WID

0.000
0.005
0.014
0.034
0.048
0.066
0.088
0.102
0.130
0.177
0.218
0.259

0.307
0.420
0.538
0.721
1.000

F.COL

0.u00
0.007
0.014
0.024
0.028
0.039
0.054
0.133
0.144
0.212
0.268
0.301

0.410
0.503
0.593
0.719
1.000

3.18 The Proportion Of Sum Of Squares (¥SS/TSS) Not Explained By Clustering,
At Different Stages Of Clustering By Ward's Method for ALLCHARA.

F .UAT

0.000
0.004
0.007
0.012
0.021
0.029
0.048
0.059
0.071
0.088
0.101
0.132

0.156
0.211
0.238
0.337
1.000

¢8
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The ranks of the cluster means for each character are shown
in Table 3.19. The notable feature was the outstanding ranking of
cluster 35. It ranked 1lst in C.DIA, 3rd in C.DEN, 3rd in C.ERE, 2nd
in C.HEI, 2nd in RUST (i.e. high rust resistance), 5th in 0.DIS (i.e.
good overall disease resistance), last in L.ROL (i.e. flat leaf ),
last in L.COL (i.e. green leaf tip), 1lst in L.WID (i.e. widest leaf)
and 9th in F.COL. Clusters 34, 38, 39, 45 and 16 also had extreme
ranking (good or bad) in some characters. Of these extremely ranked
clusters, all except cluster 16 were single entity clusters.

With respect to an ecotype consideration, an extrinsically
intrinsic study (Williams 1971, see section 1.7.2) has been carried
out briefly also. This involved the examination of relationships
amongst clusters' constituents and their respective external attribute
(such as location, altitude and habitat from which the groups were
collected, as listed in Appendix B-1). The object was to find whether
the boundaries between clusters reflected any discontinuity in exter-
nal attributes. The results failed to show any clear cut patterns.
This implied that, as far as this analysis could reveal, there vere

no true ecotypes in the collection.

After stage 110, the growth of the WSS/TSS ratio for C.ERE
and F.DAT remained slow. They were still the lowest even at stage
158. This indicated that they continued to be dominant. The growth
of this ratio for C.HEI and L.ROL was also slov after stage 110, such
that they became the 4th and 5th most dominant characters at stage
150. C.DIA and C.DEN remained as the most dormant characters. These
results implied that further merging was influenced mainly by C.ERE
and F.DAT. That is, the relationships amongst the 50 clusters at
stage 110 can be expressed mostly by differences in C.ERE, and F.DAT;
and least effectively by differences in C.DIA and C.DEN.

The clustering strategy used was polythetic, where similari-
ty was based on all the characters as a wvhole (Williams 1971). There-
fore, it was not appropriate to set up an identifying key (based on
the 11 characters) for these 50 clusters. This can be done by a mono-
thetic strategy (Williams 1971). However, the relationships amongst
the 50 clusters can be described approximately by the dominant charac-
ters. These are presented briefly in Table 3.20. From this informa-
tion, a descriptive partitioning could be devised similar to that
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RANK C.DIA C.DEN C.ERE C.HEI RUST 0.DIS L.ROL L.COL L.WID F.COL F.DAT

35 39 38 39 8 34 17 19 35 20 21
5 34 39 35 35 11 3 16 i% 15 22
6 35 35 50 40 12 16 20 44 25 25

22 23 37 42 33 50 15 29 41 12 14

43 22 45 37 4 35 12 28 6 8 23

34 33 34 38 38 10 £ 12 36 22 15

31 3 42 43 13 14 28 23 43 13 28

14 49 50 24 .6 8 23 27 37 v 26

12 50 43 49 18 18 40 39 3 35 36

10 49 21 41 3 12 48 14 13 11 16 12

11 17 7 46 36 44 ¥ 5 18 9 18 8

12 10 6 36 25 48 40 4 17 27 14 20

13 .Jl 36 30 27 46 13 8 40 10 34 &

14 3 16 44 41 7 16 25 31 45 40 7

15 7 20 40 34 9 38 18 33 7 21 13

16 1 46 49 19 22 15 22 22 30 23 11

17 18 26 3 11 14 17 21 32 31 36 24

18 29 30 48 46 41 27 6 25 49 7 9

19 45 17 13 5 10 43 29 24 38 26 29

20 13 41 i) 26 16 33 74 5 2 9 2

21 46 8 33 29 47 46 33 43 24 41 16

22 33 45 25 45 34 47 50 41 ) 49 33

23 2 15 31 1 22 49 26 49 12 3 34

24 19 29 2 33 2 4 43 48 8 10 30

25 20 5 32 30 23 32 49 30 29 24 >

26 4 43 19 32 1 9 1 9 42 7 43

27 24 14 6 14 17 26 37 36 20 19 3

28 26 2 47 47 3 36 13 14 39 29 32

29 44 11 1 31 39 29 32 8 bk 32 1

30 23 10 11 4 15 6 27 37 3 43 17

31 50 9 23 13 43 25 9 10 15 33 40

32 9 1 9 2 32 23 30 6 28 A 27

33 42 25 4 6 27 44 31 42 29 4 10

34 41 12 24 40 33 39 11 15 47 11 37

3 16 37 27 20 42 37 24 26 14 47 35

36 30 4 20 18 36 28 46 3 5 17 F1

371 32 42 26 44 50 22 42 2 18 38 41

38 50 27 10 7 49 20 36 47 50 44 49

39 36 28 8 9 29 19 10 21 26 £} ! 18

40 47 47 2 21 24 42 47 11 4 48 38

41 39 41 22 23 2 5 41 38 46 6 6

42 21 48 29 8 20 30 20 44 22 27 42

43 25 24 12 17 26 2 48 4 34 45 39

44 27 40 21 28 28 41 34 50 21 37 50

45 38 32 17 48 21 1 19 1 32 42 47

46 8 38 18 10 19 31 44 7 33 28 19

47 40 18 20 22 30 3 45 45 40 30 46

48 28 44 15 15 31 24 39 34 16 50 48

49 37 19 14 16 45 45 36 46 19 39 45

50 48 13 16 12 37 21 35 35 48 46 o

VOOV EWRN

TABLE 3.19 The Ranks Of The Means Of Each Character
Of 50 Clusters In ALLCHARA Analysis.
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Clusters
Characters| 1-6 | 7-13|14-15|16-19(20-23|24-29 |30-33|34-43|44-45 |46-50
C.ERE M " L L M- M- M H H H
F .DAT M M H M H M+ § M L L
RUST § H M M M- (= M- S S M
TABLE 3.20 Brief Grouping Of The 50 Clusters Of ALLCHARA, And

Their Approximate Average Ranking In Dominant Characters.
H High, M+ = Medium High, M
M- = Medium Low, L = Low and S

Medium,
Spread Out.

i
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achieved by a formal key. However, the separation is not always very
distinct.

3.3.2 AGROCHARA
After clustering by Ward's method, SEFWIG was used to decide

the "cut off" point for the clusters of the agronomic attributes. As
shown in Figure 3.10, the TSS remained constant at 1.5699, and ASS

and dfA decreased while WSS and dfw increased, as clustering proceeded.
The F-ratio dropped from 71.4210 (at stage 1) to a minimum value of
9.90539 (at stage 103), then it fluctuated between 9.90660 and 9.92109.
It then increased from 9.90713 (at stage 109) to 24.4873 (at stage
158). The associated probability dropped from 0.098197 (at stage 1)
to a minimum value of 0.37027 x 10_9 (at stage 116), and then increas-
ed to 0.30295 x 10-4 (at stage 158). These trends were similar to
those of ALLCHARA (in section 3.2.1). Thus, as discussed earlier, it
vas decided to "cut off" the clustering at stage 116 where the proba-

bility of the overall F-ratio was lowest. This resulted in 44 clusters.

Of these 44 clusters, B were single entity clusters (cluster
nos. 3, 16, 31, 33, 34, 39, 40 and 44). There wvere 10, 6, 6, 5, 3, 4,
1 and 1 clusters each containing 2, 3, 4, 5, 6, 7, 8 and 11 groups res-

pectively. The dendrogram is shown in Figure 3.11.

Table 3.21 shows the proportion of sums of squares (WSS/TSS)
not explained by clustering. At stage 116, F.DAT was well partitioned
amongst clusters, with only 12.3% of TSS not explained by clustering,
and the other 87.7% accounted for by the among-cluster sum of squares.
C.ERE was also well partitioned with only 15.4% of TSS not accounted
for by clustering. The other characters wvere ranked as follows for
this property: C.HEI(20.9%), L.WID(24.4%), C.DIA(25.7%), RUST(26.4%),
C.DEN(30.3%) and 0.DIS(31.0%). These results implied that F.DAT and
C.ERE were the most dominant characters, whereas C.DEN and 0.DIS were
the most dormant characters. However, as stated before, this dormancy
vas not absolute.

The ranks of the cluster means for each character are shown
in Table 3.22. The consistenly good rankings of cluster 40 were noted
particularly. It ranked lst in C.DIA, RUST and L.WID, 2nd in C.DEN,
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Clustering Stage

TSS .= Total Sum of Squares,

WSS = Within-cluster Sum of Squares,
ASS = Among-cluster Sum of Squares,
DFWl = Degree of Freedom for WSS,

DFA = Degree of Freedom for ASS,

x = F-ratio,

Probability of F-ratio in 1°g10 scale.

I'IGURE .10 Changes in 55, and F-test ror AGRUCHARA, as examined
by program SEFWIG.
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Stage

10
20
30
40
50
60
70
80
90
100
110
116

120
130
140
150
159

Creter- ¢ pra

ion
0.0001
0.0052
0.0145
0.0260
0.0398
0.0561
0.0807
0.1090
0.1421
0.1808
0.2290
0.2899
0.3323

0.3639
0.4603
0.5984
0.8329
1.5700

TABLE 3.21 The Proportion Of Sum Of Squares (
By Clustering, At Different Stages of Clustering By
Wlard's Method For AGROCHARA.

0.000
0.008
0.015
0.022
0.035
0.050
0.072
0.091
0.112
0.139
0.178
0.246
0.257

0.301
0.446
0.488
0.665
1.000

C.DEN

0.000
0.005
0.018
0.026
0.040
0.055
0.079
0.111
0.140
0.167
0.192
0.275
0.303

0.322
0.390
0.547
0.648
1.000

C.ERE C.HEI

0.000 0.000
0.003 0.005
0.005 0.009
0.008 0.014
0.016 0.024
0.026 0.035
0.038 0.055
0.045 0.077
0.058 0.105
0.074 0.134
0.090 0.150
0.112 0.172
0.154 0.209

0.167 0.220
0.227 0.270

0.284 0.370
0.379 0.492
1.000 1.000

RUST

0.000
0.003
0.008

0.020

0.028
0.044
0.062
0.083
0.100
0.137
0.203
0.226
0.264

0.308
0.395
0.493
0.702
1.000

1SS

0.DIS

0.000
0.005
0.012
0.026
0.042
0.055
0.076
0.105
0.127
0.162
0.221
0.267
0.310

0.327
0.405
0.509
0.737
1.000

L.WID

0.000
0.003
0.009
0.019
0.027
0.042
0.057
0.076
0.106
0.153
0.196
0.226
0.244

0.262
0.334
0.507
0.700
1.000

) Not Explained

89

F.DAT

0.000
0.001
0.006
0.012
0.013
0.020
0.031
0.042
0.052
0.070
0.086
0.114
0,123

0.127
0.153
0.208
0.301
1.000
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RANK C.DIA C.DEN C.ERE C.HEI  RUST 0.DIA L.WID F.DAT

1 40 39 44 37 40 39 40 21

2 33 40 40 40 @ 15 16 20
3 15 24 37 36 15 18 33 22

4 22 22 34 44 12 17 32 27

> 8 37 39 26 33 40 43 18

6 39 35 38 38 8 27 19 29

7 9 14 36 25 44 4 38 41

8 18 8 43 35 16 35 41 28

9 1] 20 41 41 10 42 8 26
10 27 41 42 15 18 31 15 24
11 7 36 33 42 4 37 7 19
12 6 21 30 11 31 19 17 12
13 17 32 32 43 42 16 2 14
14 35 30 35 5 30 12 34 10
15 10 23 23 39 32 44 23 16
16 4 42 3 30 17 30 44 23
17 42 12 31 1 43 2 26 39
18 34 34 1 7 19 24 13 BE- )
19 16 7 16 g 21 14 ' 25
20 19 9 11 28 9 8 42 11
21 24 19 7 27 14 13 25 42
22 36 13 9 34 2 23 11 13
23 28 28 26 16 39 29 36 1
24 5 26 21 21 22 41 37 38
25 23 6 25 33 26 6 21 17
26 30 15 15 13 13 3 18 7
27 26 27 5 10 37 1 28 35
28 14 38 24 23 ) 9 6 6
29 43 29 12 4 27 10 2 2
30 13 18 2 3 24 32 27 3
31 b 1 12 12 23 28 35 40
32 41 10 20 8 1 5 24 08
33 25 17 10 20 41 33 4 43
34 20 5 8 32 35 38 29 36
35 2 43 6 19 29 22 5 4
36 21 31 17 14 36 26 30 44
37 37 44 22 6 5 21 22 5
38 29 4 13 17 28 25 39 9
39 38 23 20 31 25 36 20 37
40 44 3 18 2 P} 11 10 30
41 32 25 4 24 20 43 14 31
42 12 32 29 22 6 7 1 34
43 3 2 14 23 34 34 31 33
44 31 16 27 18 38 20 3 32

TABLE 3.22 The Rank Of The Means Of Each Character
Of 44 Cluster In AGROCHARA Analysis



91

C.ERE, C.HEI and 5th in 0.DIS. As the scales ascended with increasing
agronomic desirability, this cluster vas outstanding. Clusters 37, 39,
44, 34, 31 and 33 also had extreme ranking (first or last) in some of

the characters. Of these extremely ranked clusters, all except cluster

37 were single entity clusters.

The extrinsically intrinsic study did not reveal any clear
cut pattern again, which implied that as far as the agronomic characters

of this study were concerned, there were nc ecotypic trends.

Although AGROCHARA was based on the lst, 2nd, 3rd, 4th, 5th,
6th, 8th and 10th most dominant characters of ALLCHARA (at stage 110),
the constituents of the 44 clusters obtained were different generally
to those of the 50 clusters of ALLCHARA. It was found that clusters
13, 18, 21, 22, 34, 35, 36, 38, 41, 45 and 48 of ALLCHARA had the same
constituents as clusters 16, 4, 20, 22, 39, 40, 41, 44, 43, 34 and 31
of AGROCHARA, respectively. However out of these 11 clusters, 6 of
them were single entity clusters, 3 of them contained only 2 groups
and another 2 of them contained only 3 groups. This showed that only
a minor portion of the groups (18 out of 160) remained in the same
clusters under these two analyses based on different sets of characters.
This futher suggested that although the three characters (L.ROL, L.COL,
and F.DAT) wvere comparatively dormant (in ALLCHARA), they contributed
significantly to the overall similarity amongst groups. That is, as

noted from the WSS/TSS ratios, their dormancy was not absolute.

After stage 116, the growth of WSS/TSS ratio for F.DAT, C.ERE
and C.HEI remained slow changing. They were still the lowest even at
stage 150 with 30.1%, 37.9% and 49.2% respectively. 0.DIS remained
as the most dormant character. The relationships amongst the 44 clus-
ters can be described briefly through the dominant characters. These
have been presented briefly in Table 3. 23.

A comparison of the constituents of the "big" clusters (i.e.
cluster amalgamations in Table 3. 23 ) with those of ALLCHARA, revealed .
that the constituents of clusters 8-12 and cluster 19 were similar
(but not identical) to those of clusters 1-9 of ALLCHARA. The consti-
tuents of clusters 25-29 were similar to those of clusters 24-29 of
ALLCHARA. The constituents of clusters 30-44 were similar to those
of 34-50 of ALLCHARA. The similarity was especially high in the latter
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Clusters
Character 1-7 8-14"| 15-19 | 20-24 | 25-29 | 30-34 | 35-44
F .DAT M- M M+ H H L M
C.ERE g M 1 1§} M- H H
C.HEI M M M- L M+ H M

TABLE 3.23 Brief Grouping Of The 44 Clusters Of AGROCHARA And

Their Approximate Average Ranking In Dominant
H = Hight,
M-zMedium Low and L = Low,.

Characters.
M = Medium,

M+ = Medium High,
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case, with 7 out of 15 clusters of AGROCHARA being same as the 7 out
of 17 clusters of ALLCHARA. If these "big" clusters (clusters 30-44
of AGROCHARA and clusters 34-50 of ALLCHARA) were compared as a whole,
there were 28 out of 32 groups of AGROCHARA in the same meld as the 28
out of 33 groups of ALLCHARA.

3.3.3 DISCCHARA

This set of characters was chosen because they (C.ERE, C.HEI,

RUST, F.COL and F.DAT) were the five most discriminant characters
amongst groups (i.e. they were the five with the largest eta values
in MANOVA). The object in chosing them was to define the original
structure in the collection wvith fewver characters than the total 11.

The value of TSS was 1.10505 for this analysis. The overall
F-ratio changed from 60.5258 (stage 1) to a minimum value of 18.9742
(stage 99),and then fluctuated petween 18.9825 and 19.2285. Finally,
F increased from 19.1913 (stage 124) to 36.8662 (stage 158). The as-
sociated probability dropped from 0.10671 (stage 1) to a minimum value
of 0.11831 x 10720 (stage 114) and then increased to 0.33069 x 10
(stage 158). These trends were similar to those of ALLCHARA (section
3.3.1) and AGROCHARA (section 3.3.2). Using the previous criterion of
minimum probability, the clustering cut off was at stage 114, which
resulted in 46 clusters.

Of these 46 clusters, 8 were single entity clusters, which
vere nos. 5, 13, 25, 34, 36, 38, 39 and 42. There were 11, 8, 8, 4,
3, 2, 1 and 1 clusters each containing 2, 3, 4, 5, 6, 7, 8 and 14 groups,

respectively. The dendrogram is shown in Figure 3.12.

Table 3.2 4 shows the proportion of sums of squares (WSS/TSS)
not explained by clustering. At stage 114, C.ERE was well partition
amongst clusters, with only. 7.5% of TSS not explained by clustering,
and the other 92.5% accounted for by the among cluster sums of squares.
F.DAT was also well partitioned amongst clusters with only 7.7% of TSS
not accounted for by clusters. The other characters vere ranked as fol-
lows, for this property: C.HEI(11.7%), F.COL(13.0%) and RUST(19.7%).
These implied that C.ERE and F.DAT were the two most dominant characters,
vhereas F.COL and RUST were the two most dormant characters. However,

as before, their dormancy was not absolute.
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Stage Criterion C.ERE C.HEI
1 0.0001 0.000 0.000
10 0.0016 0.001 0.001
20 0.0042 0.002 0.004
30 0.0082 0.005 0.010
40 0.0133 0.008 0.012
50 0.0197 0.013 0.021
60 0.0280 0.017 0.024
70 0.0386 0.024 0.038
80 0.0524 0.036 0.049
90 0.0700 0.048 0.064
100 0.0906 0.057 0.075
110 0.1159 0.070 0.094
114 0.1288 0.075 0.117
120 0.1524 0.094 0.153
130 0.2064 0.131 0.219
140 0.2905 0.196 0.311
150 0.4496 0.335 0.439
155 0.6550 0.437 0.667
159 1.1051 1.000 1.000

-

95

RUST F.COL F .DAT
0.000 0.000 0.000
0.001 0.002 0.001
0.004 0.004 0.003
0.008 0.007 0.005
0.019 0.013 0.009
0.029 0.018 0.012
0.044 0.027 0.016
0.063 0.033 0.023
0.081 0.056 0.035
0.090 0.074 0.043
0.109 0.105 0.061
0.164 0.123 0.072
0197 0.130 0.077
0.216 0.147 0.090
0.277 0.201 0.127
0.367 0.270 0.200
0.551 0.432 0.276
0.780 0.654 0.343
1.000 1.000 1.000

TABLE 3.24 The Proportion Of Sum Of Squares (WSS/TSS)
Not Explained By Clustering At Different
Stages Of Clustering By Vard's Method for

DISCCHARA
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The ranks of the cluster means for each character are shown
in Table 3.25. Although DISCCHARA was based on the 1lst, 2nd, 4th,
7th and 8th most dominant characters of ALLCHARA (at stage 110), the
constituents of the 46 clusters obtained were different to those of
the 50 clusters of ALLCHARA. This suggested that the other six charac-
ters wvere only comparatively dormant (in ALLCHARA), and they contributed
significantly to the overall similarity. If, instead of these 5 most
discriminant characters, the 5 most dominant characters {of ALLCHARA
at stage 110) were used in the analysis, the pattern of the resultant
clusters would still be expected to differ from those of ALLCHARA.
This is because the 6 least dominant characters still contributed con-
siderably to clustering, being only partially dormant (as discussed

in section 3.3.1).

The extrinsically intrinsic study again did not reveal any
clear cut pattern, which implied that, as before, there were no true

ecotype evident, using this set of attributes.

After stage 114, the growth of the WSS/TSS ratio for F.DAT
and C.ERE remained slow. However growth of the ratioc for F.DAT was
slover than that of C.ERE. The F.DAT ratio reached 27.6% and C.ERE
reached 33.5% at stage 150. Rust remained as the most dormant charac-
ter. The relationship between the 46 clusters can be described briefly

from the dominant charactersyas in Table 3. 26.

3.3.4 JACQCHARA

The results of SEFWIG again showved, as expected, that TSS re-
mained constant (at 0.930705) during clustering, ASS and de decreased
as lSS and dfw increased. The overall F-ratio changed from 251.672
(stage 1) to a minimum velue of 27.5719 (stage 136), and then fluctuated
between 27.6528 and 27.9386. Finally F increased from 27.9468 (stage
143) to 41.3563 (stage 158). The associated probability changed from
0.051586 (stage 1) to a minimum value of 0.22935 x 10 md (stage 116),
and then increased to 0.17575 x 10-5 (stage 158). These trends were
similar to those of ALLCHARA (section 3.3.1), AGROCHARA (section 3.3.2)
and DISCCHARA (section 3.3.3). Following these criteria (as before),
the clustering was cut off at stage 116, where the associated probabi-

lity of the F-ratio was lowest. This resulted in 44 clusters.
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RANK C.ERE C.HEI RUST F.COL F.DAT
1. 43 42 18 27 34
Z 42 40 19 26 33
3 13 43 43 28 21
4 39 41 17 33 20
5 41 13 25 20 29
6 44 3 5 19 19
7 46 5 45 29 32
8 36 29 16 18 15
9 40 4 6 44 27

10 45 46 37 15 16
11 30 30 36 21 23
12 35 35 15 31 30
13 12 2 29 14 31
14 37 25 24 9 26
15 11 12 38 32 17
16 29 1 21 34 11
17 5 44 33 25 44
18 14 31 35 24 3
19 16 38 22 38 9
20 31 21 14 3 14
21 2 10 31 43 24
22 1 32 27 46 5
23 18 39 44 2 ]
24 10 23 8 16 22
25 7 26 46 7 12
26 38 45 28 1 18
27 4 17 41 45 8
28 3 36 ] 13 46
29 17 22 7 30 28
30 15 18 42 23 4
31 33 20 3 8 45
32 26 16 23 40 10
33 6 33 11 35 13
34 32 7 2 22 25
35 8 6 30 37 7
36 23 37 20 10 43
37 22 28 40 6 40
38 28 34 26 & 6

39 25 15 32 39 2
40 19 11 4 13 42
41 34 24 12 11 41
42 9 14 10 5 35
43 20 8 34 36 36
44 21 9 9 12 38
45 27 19 39 42 39
46 24 27 13 41 37

TABLE 3.25 The Ranks Of The Means Of Each Character Of
46 Clusters In DISCCHARA Analysis



Clusters
Character | 1-5 | 6-8 | 9-13|14-19 |20-25 |26-28 |29-34]35-39 [40-46
F.DAT M 1= M M M M+ H L M-
C.ERE M M- S M L M- M M-+ H
C.HEI M+ M- S M- M M- M M H

TABLE 3.26 Brief Grouping Of The 46 Clusters Of DISCCHARA

And Their Approximate Average Ranking In Dominant
ChﬂrateI‘B- H = High.

M- = Medium Low,

M+ = Medium High,
L= Lov and S = Spread Out.

g8

M= Medium,
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Of the 44 clusters obtained, 8 were single entity clusters
(cluster Nos 9, 17, 19, 30, 40, 41, 43 and 44). There were 6, 11, 9,
4 and 2 clusters containing 2, 3, 4, 5 and 6 groups respectively. The
other 4 clusters each contained 7, 9, 10 and 13 groups respectively.

The dendrogram is shown in Figure 3. 13.

Table 3.27 shows the proportion of the TSS not explained
by clustering (WSS/TSS). At stage 116, F.DAT was well partitioned
amongst clusters with only 6% of TSS not explained by clustering,
and the other 94% being accounted for by the among cluster sum of
squares. C.ERE was also well partitioned amongst clusters, with only
6.2% of TSS not explained by clustering. The other two characters in this
analysis were L.WID(11.1%) and RUST(12.2%). These results implied that
F.DAT and C.ERE were the most dominant characters, whereas RUST was the

most dormant character. However, this dormancy was only comparative.

The ranks of cluster means for each character are shown in
Table 3. 28 Although JACQCHARA was based on the lst, 2nd, 4th and
5th most dominant characters of ALLCHARA (at stage 110), the constituents
of the 44 clusters obtained were different to those of the 50 clusters
of ALLCHARA. This further suggested that the other characters, though
comparatively dormant, contributed significantly to the overall simi-

larity amongst groups.

This set of characters had been nominated by Jacques(1962)
as being ecocline indicators. Howvever, this extrinsically intrinsic
study did not reveal any clear-cut pattern. It did not show the eco-
clinal trends proposed by Jacques(1962), and Munro(1961). Jacques(1962)
proposed that in moving north-ward through New Zealand, there was an
increasing degree of persistence, vigour, rust resistance and erectness.
However this polythetic clustering of a more representative accession
sample did not confirm his proposal. This matter is discussed further

in section 4.2.

After stage 116, the growth of the WSS/TSS ratio remained
slow for F.DAT and C.ERE. However C.ERE became the most dominant
character wvith 22.5% of TSS not explained by clustering at stage 150.
The other three characters were F.DAT(25.9%), RUST(49.7%) and L.WID(62.8%).
L.WID became the most dormant character. The relationships between the
44 clusters can be briefly described as in Table 3. 29.

MASSEY UNIVERSITY

L



124,

87.
132,
131,

90,
130,
115,
1%7.

126,
107,

62,
45,
78,
93,

111,

157,

125,

96,
129,
71,
135,

153,
100,
143,
142,
150.
151,
148,
154,

144.

102.
75,

127.
64.

57,
3.
4]..

34,
149.
58.
43,

29,
83,
I
28,
82,
89,

105.
61,
8.
25,
134.

137.
32,
155,

146,

93.
109,

97.
133,

59.
1.

ljl
69.

141,
160.
106,
116,
147 L]
112,

103,

39,

156.

84, 139, 140,

119%

ED

67,
18,
38.
110,

99.

128.

66,

16,

113.
74,
23.

120,

50,

4,

27, 1365 46, 152,

21, 44, 118.

19, 122.

47, 1u4.




100

Cluster
No.

felles Rl N o YRV, N R WA S I

(]
O
-

| | i 1 E e |
u.l 0.2 0.3 0.4 0.5

e

0.6
0.6 0.8

=
o

Clustering Criterion

FIGURE 3.13 Dendrogram of JACQCHARA by Ward's flethod.
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Stage Criterion CERE RUST L.WID F .DAT
1 0.00002 0.000 0.000 0.000 0.000
10 0.00057 0.001 0.001 0.001 0.000
20 u.00203 U.002 0.003 0.004 0.001
30 - 0.00418 0.004 0.007 0.008 0.002
40 0.00680 0.006 0.011 0.010 0.005
50 0.01018 0.004 0.018 G.017 u.007
60 0.01453 0.012 0.022 0.025 0.01U
70 0.0198U 0.017 u.026 0.033 0.015
80 0.02668 0.023 0.039 0.038 [ 0.022
90 0.03610 0.030 u.055 0.052 ? 0.027
100 0.04819 0.039 0.073 0.072 0.036
110 0.06622 0.056 0.111 0.096 E 0.044
116 0.06010 0.062 3.122 0.111 0.060
120 0.09126 0.067 0.144 0.135 0.070
130 0.12913 0.101 0.205 0.214 0.096
140 0.15423 0.180 0.323 0.310 0.117
150 0.33457 0.220 0.497 0.628 0.259
155 0.49728 0.367 0.847 0.954 0.318
- 0.93071 1.000 1.000 1.000 1.000

TABLE 3.27 The Proportion Of Sums Of Squares (WSS/TSS)
Not Explained By Clustering, At Different
Stages Of Clustering By lard's lethod For

JACQCHARA.
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RANK C.ERE RUST C.WID F.DAT
1 42 13 44 2
2 4y 29 30 3
3 40 44 35 8
4 41 22 9 6
5 43 30 21 28
6 29 26 33 7
7 31 6 31 29
8 37 12 14 9
9 33 35 40 5

10 38 14 1y 24
1L 35 36 34 26
12 22 27 32 1
13 32 42 29 32
14 18 37 11 27
15 23 34 41 30
16 20 2 20 4
17 27 33 27 43
18 30 11 42 31
19 34 4 13 25
20 36 45 39 10
21 28 24 5 23
22 1/ 8 1 21
23 16 5 2 11
24 25 25 19 19
25 1 28 6 4
26 21 51 28 22
27 26 16 16 18
8 14 10 7 13
29 1 9 10 44
30 29 23 12 40
31 15 z1 26 38
e 24 32 37 15
33 2 39 15 20
34 5 15 25 39
35 3 20 8 12
56 11 1 38 33
37 1y 38 43 14
38 10 Vi 5 42
39 14 3 36 16
40 6 17 22 17
41 7 41 17 37
42 4 40 24 36
43 9 18 4 41
44 8 19 23 35

TABLE 3.28 The Ranks Of [Means Of Each Character 0f 44
Clusters In JACQCHARA Analysis
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Clusters

Characters| 1-3 | 4-9 [10-14(15-17|18-21(22-25|26-30|31-34|35-37|33-4¢4

F .DAT H H M- [- 1= M+ M+ I L M-

C.ERE M- L M- [1- i1 M M RES M- H

TABLE 3.29 Brief Grouping Of The 44 GroupsOf JACOCHARA And Their
Approximate Average Ranking In Discriminant Characters.
H = High, I+ = Medium High, M= Medium, M- = ledium Low,
and L = Lov.
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CHAPTER 4. GENERAL DISCUSSION

4.1 Multivariate Analysis

Some general issues concerning the statistical methods

used in this study are discussed further.

4.1.1 Multivariate Versus Univariate Analyses

Multivariate analysis is preferable to a series of univariate
variance analysis because the latter ignores correlation amongst
characters. Because multivariate analysis considers these covariances,
it regards the relationships, interdependence and relative importance

amongst all characters (Kshirsagar 1972).

4.1.2 Model Used
In this study a one-way MANOVA model was used. The model

(as shown in section 2.3.1) implied that the W-MSCP matrix was com-
posed of the variation due to replicates (blocks), group x replicate
interaction (experimental error) and within-plot variation. The re-
plicate variation could have been partitioned out by a two way MANOVA.
But for the present purposes, it seemed sufficient to amalgamate all
these sources of variance into one component (the "within-group var-
riance"), as the object was to contrast amongst-group variance against

the rest.

4.1,3 Data Transformations

There was no attempt to transform the original data, even
though the results revealed that the ISCP matrices of each group were
not equal. This approach was adopted because: (1) the effect of mar-
ginal (character by character) transformations was not certain (as
discussed in section 1.4.5); (2) joint transformation would be com-
plex, and its validity was doubtful (as discussed in section 1.4.5);
(3) complex transformations would reduce the flexibility and inter-
pretability of the original data. The use of discriminant functions
amounts to a form of transformation, but this overcame only character
covariances, this being a prerequisite for the correct calculation of
SED.
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4.1.4 Data "Crunching"

In this study, MANOVA was used to summarize the bulk data
for multiple discriminant analysis. For ALLCHARA, it has summarized
the 160 groups x 24 plants x 1l characters data matrix into a 160 xl1
character-means data matrix. HMultiple discriminant analysis then
transformed the correlated characters (i.e. 11 original means of each
group) into uncorrelated discriminant functions. These uncorrelated
discriminant functions were then used to calculate the SED for the
clusering analysis. The clustering analysis compressed the data fur-
ther into a 50 clusters x 1l characters data matrix. Under this
series of statistical methods, a huge amoung of data (approximately
42,000 elements) has been reduced to a managable and interpretable
size (550 elements). For AGROCHARA, the data matrix was reduced from
160 x 24 x 8 to 44 x B; for DISCCHARA, it was reduced from 160 x 24 x 5
to 46 x 5; and for JACUCHARA, it was reduced from 160 x 24 x 4 to 44
X 4, This illustrates well the powver of these methods in extracting
the essential information from large data sets and in reducing them
to a size which can reasonably be examined and comprehened.

4.1.5 Squared Euclidean Distance as a Similarity lieasure

In this study only standardized SED was used as the simila-
rity measure, because of its advantages over other measures. It is
additive over attributes, it is a size measure, and it possesses com-
binatorial properties (as discussed in section 1.7.3). However, the
typical property of SED (giving extra weight to outlying values) vas
obvious in this study. This can be seen from the dendrograms (Figures
3.3y 38y 3.5y 3.6, 374 3.8, 3.9, 3.11, 3.12 and 3.13), in that most
of the single-entity clusters possess an extreme value in one or more
characters. This property could be desirable in some studies, as it
isolates the outlying groups. However, it might not be preferred in
other studies, such as in ecology.

4.1.6 Probabilistic Decision on Clustering Cut-Off
For these four sets of attributes, SEFWIG seemed to provide

a useful decision-base for choosing a clustering cut off point, the

use of which has been discussed previously (section 3.2 and 3.3). It
alvays defined a clear minimum probability point (Figure 3.2 and 3.10),
but this behaviour could have been a property of this set of data.,

The method needs further use and evaluation, but it seems very promising.
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These "cut—off" points were defined more objectively than with other
methods. This was particularly useful with this set of data, for this
study was a pioneering one in this species. There was no a priori
information from which to judge a suitable cut—off point by more
common, subjective methods. The a posteriori examination of the re-
sultant clusters revealed: (a) virtually no contentious memberships,
and (b) an acceptable structure of association and division amongst
the clusters. No adjustment of cluster boundaries or membership seem-
ed necessary. Further use of the procedure will be interesting to

see if it's efficacy is general, particularly with lard's method and

veakly-structured data.

4.2 Ecotype Studies and Ecoclinal Trends

This study did not reveal any ecotypes irrespective of which
set of attributes was used. This result could arise from two possi-
bilities: firstly, there were no ecotypes, secondly there were ecotypes,
but the approach used in this study could not reveal them. The latter
needs serious consideration because of the following reasons. Firstly
the external attributes available vere neither complete nor detailed
enough (see Appendix B-1). e.g. Nearly half of the 201 accessions
vere without information on the site altitude. Secondly, and in con-
sequence of the previous reasons, an extrinsically intrinsic study was
carried out. This study compared only one external attribute, at a
time, with clusters formed on the basis of internal attributes. Third-
ly, the clustering strategy used in this study (lJard's method) might
not be appropriate for this ecological purpose. The intense clustering
of llard's method was preferable in this study, with the aim of "arti-
ficially sharpening" the boundaries of the weakly structured data.

This aim was similar to that of a taxonomist, whose main interest is
primarily in "homostate" or "stat" (Williams 1971) or "internal cohesion"
(Cormack 1971) (i.e. clustere defined entirely by internal similarities).
This is in contrast to the ecologist's aim, which is primarily in
"segregate" or "ait" (Williams 1971), or "external isolation" (Cormack
1971) (i.e. a cluster vhich may or may not be internally homogenous,

but which is defined by its extrinsic separation from other clusters).
Thus, the main aim of this study was contrary to that of the ecologist.
Furthermore, it should be recalled that the properties of SED might

not suit the ecologist's purpose. Fourthly, most of the internal at-
tributes, forming the present bases of clustering, were agronomic
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characters (8 out of 11 characters were agronomic). Agronomic characters
are known to be non-stable in that they are location and time dependent
(Burt et. al. 1971). That is they have a comparatively large genotype

x environment interaction than morphological characters. In this study,
vhere the accessions have been grown for several years in one site,
genotype and genotype x environment interaction effects would be con-

founded.

There are some suggestions,vhich might be considered, for a
future ecotype study. (1) more detailed and comprehensive records
of external attributes are needed, such as the latitude, altitude, soil
type, essential soil properties, aspect, and seasonal properties. (2)
More internal attributes should be measured, especially morphological
characters (such as floral characters, tiller and leaf characters).
If possible, some intrinsic characters (especially agronomic) of the
plants should be measured at the accession site as well as at the ex-
perimental site. This would enable some measure of genotype x environ-
ment interaction and adjustment to be done. (3) Relationships between
internal and external attributes shoud be examined by canonical corre-
lation analysis. (4) Different clustering strategies (such as group
average, minimum information gain or hierarchical divisive mehtod) could
then be applied to these two sets of attributes separately. A subse-
quent comparison of the resultant clustering patterns should shov the

ecotypes distributions, if any existed.

In this JACQCHARA study, the results did not support the
ecoclinal hypothesis of Jacques(1962) and Hunro(1961). They proposed
that there wvere ecoclinal trends from South(cold) to North(warm) of New
Zealand, indicated by an increasing degree of persistency, vigour,
resistance to rust and erectness in growth forms. The present dis-
agreement did not necessarily disprove their hypothesis, as discussed
already. However, the earlier studies also suffered from experimental
difficulties. They examined the ecoclinal trends univariately, thereby
ignoring correlations amongst characters. This study did not omit
such correlations. The present study also examined a vider sample
than the previous ones (refer to Introduction).

Despite the possible inappropriateness of the methods of the
present study for ecological purposes, it was clear that these results

revealed no cluster distribution which concurred wvith the ecoclinal
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trends suggested by Jacques(1962) and Munro(1961). If there are genuine
ecotypes present in this species in New Zealand, they appear not to be
distinctly separated, as indicated by the fact that this extensive data
vas weakly structured. None of the Newv Zealand studies to date on
Yorkshire Fog have been ideal for examining ecotypes and so the matter
is unresolved. The present evidence does suggest, however, that eco-
clinal trends may be weak and perhaps are only incipient. Further
research along the lines discussed earlier, needs to be done to examine

this question critically.

4.3 Agronomic and Plant Breeding Aspects

4.3.1 Agronomic Relevance of Characters Assessed

The field collection of this study (working collection) was
also the genetic resources (active collection or base collection) of
Yorkshire Fog in New Zealand. Therefore the statistics obtained from
ALLCHARA not only evaluated the working collection, but also provided
important information about the genetic resources. Howvever the set of
attributes was fairly restricted for both purposes. To be more useful,
especially as regards genetic resource evaluation, a larger set of
attributes should be collected, in order to describe the variation more
thouroughly, other agronomic attributes, such as duration of flowering
time, actual performance as spaced palnts (annual yields and/or seasonal
yields), and tillering habit, would be useful. The practicability of
obtaining them for such a large collection may be questionable, however,
other morphological attributes, such as pubesence on leaf, and leaf shape,

vould also be of value.

The clustering analysis of this collection was aimed at both
agronomic and plant breeding use. As pointed out by Burt et. al.(1971),
two morphologically distinct plants may be similar in agronomic per-
formance, and conversely two morphologically similar plants may have
distinctly different agronomic performances. Clustering based on mor-
phological attributes has principally a taxonomic application, being
of limited use agronomically. Conversely, clustering based only on
agronomic characters may be too dependent on location and time. The
attributes of the ALLCHARA analyses were both morphological and agro-
nomic. These are considered briefly in the following.
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F.DAT reflected the date of infloresence emergence and hence
summer maturation. C.ERE reflected the growth forms of the plant.
This character has been suggested as being related to the palatability
(i.e. acceptability by grazing animal) of the grass (Jacques 1962).
He suggested that the postrate from (Low C.ERE) was non-palatable, and
the erect or semierect (high C.ERE) forms vere preferred. F.DAT and
C.ERE have been found to be the most discriminating characters amongst
groups (section3.1). They also had the highest correlation (positive
or negative) with the first discriminant function. From the breeder's
point of view, this suggests that selection amongst groups for thses
tvo characters should be promising; but this also depends on their
having moderate-high predictive heritability.

L.WID was one of the character - indicating herbage yield,
and also indicated light intercepting ability (Jacques 1v74;. Jacques
(1974) suggested that the wider leat of Yorkshire Fog utilized incom-
ing light more efficiently, making it comparatively more aggressive

than perenniel ryegrass under zero grazing condition. This suggested
that broad leaf (high L.YID) was agronomically preferable.

L.ROL was considered as a xerophytic character. Leaf roll
could be considered an adaptation to arid conditions, as it may reduce
vater loss. This would be an important character for drought resist-

ant cultivars.

L.COL and F.COL reflected putative pigment content. This
pigment has tentatively been assumed to be flavonoid. It this also
reflects tannins, such as catechins, it may be related to lack of pala-
tability, for which Yorkshire Fog has a reputation (Jacques 1962).

RUST and 0.DIS may also be connected with non-palatability
(JACQULS 1962, 1974), as well as being of obvious importance with res-
pect to yield. The main indicators of herbage yield (in clumps) vere
C.HEI, C.DIA and C.DEN together with L.WID. Direct measurement of
yield was not practicable in view of the large number of genotypes.

4.3.2 Limitations of The Study and Subsequent Analyses
As noted previously, the pattern of clusters relies not only

on the strategy but also on the set of attributes used. This vas
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illustrated by the comparison of clustering for ALLCHARA and AGROCHARA.
Here the exclusion of the more dormant characters altered the clus-
tering pattern considerably. This is especially so for intense clus-
tering methods, as they are very sensitive with respect to changes
(Cormack 1971). Thus, all the clustering patterns obtained in this
study vere unique not only because of the clustering strategy (llard's
method), but also because of the set of attributes used (alsv to some ex-
tend because of the similarity measure used). Uith most of the attri-
butes being "unstable" agronomic characters, these clustering patterns
should also be considered as location and time dependent. A subse-
quent "goal oriented" clustering analysis for agronomic or plant
breeding use could use only the attributes which influence the ulti-
mate goal. For example, if the goal is for increasing yield, then
those attributes that will affect yield should be used alone, such

as, clump diameters, clump height, clump density, leaf width and dry
matter %. Although the other attributes will not have been used in

the clustering analysis, they could be used as secondary attributes
for selecting a particular group within the chosen cluster (refer to
section 4.3.5). Probably an "all characters" analysis should always
be included and an overall "agronomic" analysis also has obvious
utility.

The set of individuals (groups) used, will affected the
pattern of clusters, also. This is especially so for an intense clus-
tering strategy (Cormack 1971). Ihe collection used in this study
vas a highly representative sample of Yorkshire Fog in New Zealand.
They were sampled from most parts ot the country (as seen in Appendix
B-1). Thus the pattern ot clusters obtained should reflect well the
New Zealand situation.

4.5.3 Variation Amongst Individuals Within Groups

in this collection, each group consisted of 24 (or less)
individuals, each of which was potentially a different genotype, be-
cause of cross pollination. However, the model indicates that the
clustering analysis in this study was based on the discriminant fun-

ction of means of each group. Therefore th genetic variation amongst
individuals within each group was not partitioned out, but was includ-
ed in W-MSCP. A suggested further study might be of interest. It

would consider each individual (3803 of them) as a different genotype
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and subject this to the same analytical sequence as was used for groups.
tiowvever, this analysis on the individual genotype variation, is too
large for many present computers. e.g. There would be a total of
%(3803 x 3802) (=7,229,503) interindividual similarity measures in the
present data, and the maximum array permissable in the local B6700
computer is only 65,535 words. A study ot groups was therefore more
readily accomplished. In any case, data "crunching" with individuals
may conclude with still too many clusters for it to be of value, or

to be comprehended.

4.3.4 Agronomic Evaluation of The Groups (Accessions)

In this study a few outstanding groups were found. The most
outstanding one was group 68 (from Pioneer Highway of Palmerston North,
Manawatu), which had an erect, tall, compact, large clump, with good
disease resistance, broad and flat leaf with green tip and a medium-
early flowering date. Group 63 (from 3 miles North of Putaruru, near
Hamilton) had a similar performance. It had an erect and compact clump,
of moderately high, flat and narrow leaf with green tip, and good over-
all disease resistance. It was not as outstanding as group 68, because
of it's narrov leaf and moderately high clump. Group 144 had a compact,
erect, high but small clump, with medium-lov disease resistance, flat
and medium broad leaf, and early flowering. From the preliminary re-
sults, these groups looked to be promissing breeding materials. They
could be utilized as line selections, following further evaluation.

4.3.5 Cluster Analysis and The Choice of Parents
Clustering analysis can be used to help identify parental

groups useful in planning crossing program for plant breeding. Parental
groups vithin clusters were phenotypically similar with respect to all
attributes examined. A &implifying assumption is that phenotypic simi-
larity reflects genotypie similarity. Consequently, crosaing of groups
vithin any one cluster is not expected to provide great genetic varia-
tion in the F2 and later generations. Conversely, the greater pheno-
typic variation amongst clusters is assumed to reflect greater genotypic
diversity also. Therefore, if the parents belong to different clusters,
a much vider genetic variation is expected, for selection to operate
upon in segregating generations. This does not imply that one has

to choose necessaily from the extremes of a character to create genetic



112

diversity, because this could included undesirable alleles. To illu-
strate this, the clustering pattern of ALLCHARA has been used as an
example. Assuming the aim of a breeding project in for early flower-
ing date (refer to section 3.3.1), a cross between parents chose from
clusters 44-50 (clusters which had early flowering date) and parents
chosen from clusters 20-23 (clusters vhich had late flowering date)
would be expected to produce great genetic variation for this charcter.
However, as the aim is for early flowering, the "late" tail of varia-
tion will not be of much use. Conversely, if a cross between parents
chose from different clusters of the amalgam containing clusters 44-50,
the variation will be expected to be smaller but mainly at the useful
"early" end of this character. In order to decide which of the several
groups within a cluster may be used for crossing, the secondary charac-
ters (such as disease resistance, herbage yield, or seed yield) should

be taken into account.



CONCLUSIONS

1. The MSCP matrices of the 160 groups were found
to be heterogeneous. Non-multivariate normality was believed
to be one of the causes. Despite of these, the differences

among groups were highly significant.

2. There are considerable phenotypic divergences
among groups. Group 68 (from Pioneer Highway of Palmerston
North), group 63 (from 3 miles North of Putaruru, near Hamilton)
and group 144 ('"Massey Basyn" of Massey University) possessed

most of the agronomic desirable characters.

3. Among the characters studied, flowering date
and clump erectness were the two most important characters.
They had the largest eta-values, hence were the two most dis-
criminating characters among groups. They had the highest
correlation with 1 st and 2 nd discriminant functions. Also
they vere the most dominant characters in clustering, which

influenced the clustering pattern most.

4. For all set of attributes, all the discriminant

functions were retained, as they wvere significant.

5. The clustering behaviours of the seven agglo-
merative clustering strategies, using ALLCHARA, agreed with
the finding of most of the other authors. The reversals of
Median and Centroid Methods, the chaining effects of Single
Linkage Method and the intense clustering of Ward's Method
wvere obvious in this study.

6. This study did not reveal any ecotypes irrespect-
ive of which set of attributes used. Also in the JACQCHARA
study, the results did not support the ecoclinal trends hypo-
thesis of Jacques. It was suggested that the ecoclinal trends
might be weak and perhap were only incipient. Further reserarch

need to be done.
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APPENDIX A-1 KEY TO MULTIVARIATE ANALYSIS

‘JULTIVARIATE ANALYSIS
I. Observations are sampled from one population (e.g. one cultivar, or

one ecotype); and concern is only with the pattern of variation and

covariation of this single sample.

A. Observations are described by one homogeneous set of attributes

(i.e. one set of characters).

1.

The main purpose is to described the total variance-covariance

in a sample in few dimensions, i.e. to reduce the dimensionality

of the original data while minimizing any loss of information.
The few dimensions are the linear combinations of the original
attributes that successively account for the major independent
pattern of variation in the original attributes of the popula-

tion.

(a)The observations are described by a series of P-axes, each
representing a separate attribute.
PRINCIPAL COMPUNENT ANALYSIS

(b)The observations are described by %n(n-1) inter-observation
similarity (ordissimilarity) measures (N = no. of observa-
tions.

PRINCIPAL COCRDINATE ANALYSIS

The main purpose is to study the correlation structure under-
lying the inter correlations amongst the observed attributes;
i.e. to reproduce only the inter correlations rather than the
total variance.

FACTOR ANALYSIS

B. Observations are described by more than one set of attributes (e.g.

(1) dependent and independent characters; or (2) intrinsic and ex-

intrinsic characters).
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1. The main purpose is to establish maximal linear functional
relationships between dependent and independent attributes.
MULTIPLE REGRESSION AND CORRELATION

2. The main purpose is to establish relationships between a
series of observations described by these sets of data.
CANONICAL CORRELATIUN ANALYSIS

II ubservations are sampled from more than one population (e.g. several

cultivars, or ecotypes).

A. Observations are described by one homogeneous set of attributes.

1. The main purpose is to determine if the samples could have been
drawvn from a single statistical population; i.e. are the mean
vectors of the sample populations equal?

MULTIVARIATE ANALYSIS OF VARIANCE

*2, The main purpose is to find a set of linear functions for the

variables that maximize differences among sample populations.

a. To maximize the ratio of among group sums of squares to
vithin-group sums of squares, subject to the condition that
the coefficients are orthogonal.

MULTIPLE DISCRIMINANT ANALYSIS

b. To maximize the among-group variance and covariance, sub ject
‘to the condition that the within-group variances are unity
and within group covariances are zero.

CANONICAL VARIATE ANALYSIS

#3. The main purpose is to find a set of g linear functions that
serve as indices for classifying new observations into one of
g pre-defined populations.
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avheng = 2
DISCRIMINANT ANALYSIS

b when g>2
GENERALIZED DISCRIMINANT ANALYSIS

4, The main purpose is to sort a previously unpartitioned hetero-
geneous collection of objects into a series of sets.
CLUSTER ANALYSIS

5. The main purpose is to arrange the objects graphically in few
dimensions, while retaining maximal fidelity to the original
inter object relationships.

NON METRIC SCALING

B. Observations are described by more than onc Bet of attributes.

1. The main purpose is to determine if the samples could have
been drawn from a single statistical population after covariance
adjustment on one set of variables by the other sets.
MULTIVARIATE COVARIANCE ANALYSIS

* \lhen g = 2, canonical variate analysis and discriminate analysis
is the same. Since the number of functions extracted depend on
g-l.(vhen (g-1) <p) or p (when p £ (g=1)). Therefore vhen g = 2
there exists only one linear function. The canonical variable
is then the diseriminate function. The new observation will be
allocated to one or other group depending on the sign of its -
canonical variable (positive or negative) (Seal 1968).

When g 2>2 canonical variate analysis is similar to multiple
discriminate analysis.
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References used in the key

Anderson (1958)

Bryant & Atchley (1975)
Cooley and Lohnes (1971)
Gower (1966, 1968)

Rohlf (1971)

Seal (1968)

Clifford & Stephenson (1975)
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APPENDIX A-2

Special Cases of F Approximation for Wilks' Lambda

Parameter
F
(n,y Nn,)
p . 1 V2 ny n,
1 -2 n-p-1
Any 2 : P p n-p-1
!/2
Any 3 . _;x (EA R 2p 2(n-p-2)
A% p
1 Any ] = L Ao g-1 (n-g)
g -1
A 1
2 Any 1= fl=gx 2(g-1) 2(n-g-1)
X g = 1
That is
If 18p22
F(n -y R n, (1- lﬂ/pb/(nl 3(1/9\) n = p(g-1)
1? "2 n, = p(n-g-p+1)
If 2$g$3
e @/(g-1) (/(g-1) & Blg-
F("l' n0 = n, (1-2 )/(ng A ) ny = p(g-1)

ny = (g-1)(n-g=p+1)
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A-3 DIFFERENT TERMINOLOGY FOR ATTRIBUTES

Clifford and

Stephenson Conover Burr Goodall Gower Lance and Williams
symmetric
Binary Binary alternative Binary or Qualitative
asymmetric
Nominal Nominal
a . lusive
Disordered . : ' 4 Disordered exc
Multistate Qualitative Qualitative Mult#state gy o e
Ordered 2 < Ordered Multistate
Multistate Ordinal Ordinal Ordered
interval
Continuous Metric Metrical Quantitative Quantitative
ratio,

0cl
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APPENDIX

A-4

DICHOTOMOUS CHOICE OF CLUSTERING PROCEDURES (BASED ON WILLIAM 1971)

Simultaneous

r—Etxtrinsic

r—Non-hierarchical———

t—}[ni:l.‘ins:lc—-

i—Hierarchical

optimization

Serial
optimization

r—Agglomerat ive————

Divisive

Polythetic

Polythetic

Monothetic

Successive
information gain

Non-successive
information gain

——~Chi-Square

. Information
measures

| ¥4
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Ve~ ohuvEswNE-=

14
15

16
17
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APPENDIX B-1

Group
No.

Location

Tara Hills, Mckenzie Basin, near Omarama
Mt. Coom airfield, Hermitage

Mt. White Station, Waimakariri River
Upper Rees River (Hd L. Wakatipu)
Warepa, S. Otago (near Balclutha)

Tara Hills, Mckenzie Basin

Mt. Fyffe (hut site) Kaikoura Range
Shotover River, (near Queenstown)

Kiwi Flat, Makarora River

Mossburn, Southland

Athol, Southland

William's Stream, Clarence River,
North Cantabury

TGMLI plot, Mid Dome Soil Con. Res.
Southland

Styx River, Clarencer, North Cantabury
TGMLI plot, Island Gully Pass
Clarence/VWairau Rivers

Manapouri Station, Manapoure, Southland
Mossburn, Southland

Williams Stream Clarence River,

(Amuri Ski Club Road)

Upper Rees River (Hd L, Wakatipu)

Mid Rivers Glenorchy (Hd L. Wakatipu)
Crawford Junction Hut, Kokatahi River,
Hokitika River

Lumsden, Southland

Umarama, Mckenzie Basin

Altitude

3700
2500
2500
1500'

200"
3100'
3800'
1000'
1250"
1o0u*
1000'
4000'

4500

2600'
4600

700’
1000’
3400

1500'
1100'
1000'

750"
1400'

The Geopgrphical Location, Altitude and Habitat of the 201 Fog Accessions

Habitat

Roadside, pasture, localized dense

Shortgrassland, brown top Fescue, scattered plants
Fescue grassland, scattered plants

Bush edge & open shortgrassland, scattered plants
Pasture (commercial sample), scattered plants
Fescue grassland, scattered plants

Snovtussock grassland

Roadside, pasture, localised dense

Hay paddock, red clover, Timothy, scattered plants
Pasture (commercial sample), scattered plants
Pasture (commercial sample), scattered plants
Fescue grassland, scattered plants

Plot on bare soil established 1965 "Massey Basyn"

Pasture, brown top, scattered plants
Plot established 1965 '"Massey Basyn"

Pasture (commercial sample), scattered plants
Pasture (commercial sample), scattered plants
Stream side, scattered plants

Open short grassland, Scattered Plants
Rank pasture (commercial sample), scattered plants
Hut site, alluvial terrace, locally dense

Pasture (commercial sample), scattered pjants
Road side, Pasture, localised dense

ccl



Collection
No.

24

25
26
27

28
29
30
31

32
33
34
35

36
37
38

39
40

41
42
45
44
45
46
47
48
49
50

Group
No.

20

21

GEQOR

26
27

29

31

33

35

Location

William's stream, Clarence River

North Cantabury

Tara Hills, Mckenzie Basin

Ruataniwha Station, Mckenzie Basin

Upper Clarence River, Bridge (L. Tennyson)

Dipton, Southland

Comp stream, Craigieburn Range

TGMLI plot, Black Birch, Awvatere River
Flora Hut, Hd Takaka River, Nelson

Griegs stream, Branch River, Marlborough
North Crown Terrace, (near Arrow town)
South Crown Terrace

William's stream, Clarence River (Amure Ski
Club Road)

Wards Pass, Moleswvarth, Marlborough
Camerons flat, Matukituki River (near lanaka)
Upper Cleddan River (near Homer Tunnel),
Fiordland

Glenorchy airfield, Head of Lake Wakatipu
Cattle Flat Station, Matukituki River
(near Wanaka)

Upper Makarora River (Tourist lodge)

Mid Crown Terrace (near Arrowtown)

Tara Hills, Mackenzie Basin

Manapouri, Southland

Hooker Flats, Hermitage

Makarora Township (Hd L. Wanaka)

Hd Ahuriri River Mckensie Basin

Cardrona Valley (near Wanaka)

Skippers, Shotover River (near Queenstown)
Cardrona Valley (near Wanaka)

Altitude

5400

3700'
1550
3500'

150"
3400'
4500
2600

4000
2400
2400
3400

3750'
1400
2000

1100'
1300"

1000"
2400'
3800'

700"
2600'

950"
2800°
1000'
2100'
1100'

Habitat

Roadside, Snow tussock grasslands, scattered plants

Fescue grassland, scattered plants
Hayshed, pasture, scattered plants
Alluvial terrace, Brown Top, red tussock,
scattered plants

Scattered plants in grazed pasture
Roadside Mountain beech, localized dense
Sown plot established 1969 on bare soil, dense
Hut clearing in Silver Beech forest,
localized dense

Tussock grassland, scattered plants
Roadside, pasture, scattered plants
Roadside, pasture, scattered plants
Stream side, scattered plants

Open Tussock grassland, scattered plants
Riverbed, sandbank, scattered plants
Roadside, broad leaf forest, localised dense

Shortgrassland, Brown Top Fescue,scattered plants
Large wet alluvial terrace with bushes etc.,
scattered plants

Bush clearings, scattered plants

Roadside, pasture, scattered plants

Pasture short Tussock grassland, scattered plant
Pasture (commercial sample), scattered plant
Fescue grassland, scattered plant

Rank sward, scattered plant

Fecue grassland, scattered plant

Roadside, run country, scattered plant

Short grassland, scatterd plant

Roadside, run country, scattered plant

gel



Collection Group

No.

51
52
53

54
55
56

57
58

59
60

61
62

63
64
65
66
67
68
69
70
71

12
73
74
75
76
77
78

No.
36
37
38
39
40

41

42

43

45

47

49
50
51

52
53

55
56
57

Location

Hermitage Postoffice
Pukaki, Mckensie Basin
Greigs stream, Branch River, Marlborough

"Nursery" Cave stream, Craigieburn Range
Clorence River, North Cantabury
Cameron's Flat, Matukituki River

(near Wanaka)

Forks River,(Hd of Hollyford River)
Fiordland

William's stream, Clarence River

(Amuri Ski Club Road)

Mt. Cargill (Z mile N W of Port Chalmers)
Flag swamp, Main South Road between
Palmerston and Waikouaiti

Berwick Forest

Abbotsford (Dunedin)

Ben Ohau Station, Lake Pukaki

Ryans Beach, Otago Penisular

Kurow, Waitakei River

Lake Chau

Luggate/Hawea Flat/Tarros Juntions
Haast Bridge, South Westland

Franz Joseph Glacier, South Westland
Fergusson Bush, Ross, Wzstland
Orowaiti, West Port

Ohikonui River Jen. Buller Gorge

Inangahua Jen. Buller Gorge

Springs Jen, South Nelson

HMaruia Saddle, South Nelson

Waihopai River (Wairau Valley) Marlbouough
Tongariro N.P. (near Wanganui River)

Huka Falls

Altitude

2600'
1700'
1800'

3200
2600
1400°'

2700
5300

1100
50'

1900
700"

1000
300!
600"

1800
900!

01
Ul
3ou!
OI
300!
300"

1500"

2100'
600"

27u0°

1500

Habitat

Recent alluvial deposit, scattered plants
Short grassland, scattered plants

Alluvial terrace in open Tussock and Manuka,
scattered plants

Drained Red Tussock swamp, dense

Fescue grassland, scattered plants

Pasture, scattered plants

Roadside scrubs, localized dense
Roadside, Snow Tussock grassland, scattered plants

Roadside, ridgecrest, Brown Top
Flat roadside, coastal plain recent alluvial

Flat exposed, unimproved Tussock plateau,
Roadside, scattered plants in Brown Top/ gorse
association

Amajor component of very old pasture/hay paddock
Laxly grazed pasture on coastal cliffs

Groved river flats with Brown Top

Roadside by shore-stony

Dry roadside with Brown Top

Wlaste area off road

Roadside

llaste area near road

Roadside

Roadside in Bush
Pasture

Roadside

Bush clearing
Riverside

Roadside Tussock
Beside river track

7¢l1



Collection

No.

19
80
81
82
83
B84
85
86
87
8y
89

99
100

101

Group

g F

GEQREEY

FUNRES BD &

on. BRI RN~ |
1 O8N AD

Location

Kirikiri Saddle, Coromondel
Kaimarama, Coromondel

5 miles W.of Whakatane, Bay of Plently
Toatoa- Motu Road, Gisborne
Rotoehu, Rotorua

Ekatahuna, Wairapa

Rimutaka Pass, Wellington
Putarure (3 miles North)

Punga Road (1 mile east of top of )
Andy Hill, Owhango

Ovhango

Ovhango

0ld West Road, Palmerston North

Pioneer Highway (near Rongotea Road turn
of f)

Aorangi Field Station

Fielding (1% miles East of )

Menzies Ford (between Colyton & Fielding)
Valley Road, 2miles East of Colyton
Pohangina Valley Road

Saddle Road, Summit

DSIR Hill Station, Saddle Road
4 miles South of Pahiatua

1% miles South of Eketahuna

Altitude

1800
Dt
Dt

2400°

200"
900"
1800

Habitat

Roadside in bush
Fasture, in valley
Roadside

Roadside near bush
Lakeside

Roadside

Track ir secondary bush
Pasture

Ryegrass,, White Clover

Rotationally grazed pasture, eyegrass Brown
Top, White Clover

Continually grazed pasture, ryegrass Brown Top,
White Clover

Short pasture

Improved pasture
Dairy pasture, White Clover and Creeping Fog

Pasture , Scattered Plants

Poor hill pasture, Brown Top & weeds

Short grazed Pasture, White Clover, Brown Top,
Yorkshire Fog, Dogstail, Scattered Plants
Short grazed Pasture, Yorkshire Fog, mainly
Brown Top & Dogstail

Improved pasture, Yorkshire Fog, White Clover,
rye grass, Creeping Fog and Brown Top

0ld pasture on flat, some improved spp. but
Brown Top and dogstail

Gel



Collection Group

No.
102
103

104
105
106

107
108
109
110

111
112

113
114
115
116
117
118
119

120

421
122

123
124

No.
78
79
80
81
82
83

84
85

86

87

88
89
90

91
92

93
94
25
96

Location

12% miles South of Eketshuna,
12 miles North of Masterton
7 miles North of Masterton, Opaki

7 miles North of Raetihi
Wanganui, Victoria Park
5 miles North of Maxwell, Wanganui

North of Wanganui
Wanganui (2 miles South of Waverley)

1 mile South of Hawera
2 miles North of Stratford, Midhurst

6 miles South of New Plymouth

IWD 'Waireka' Res. Station , New
Plymouth

Andy Hills, Owhango

Andy Hills Owhango

Atavhai Heights, Palmerston North
Holden Station, Mckensie country
Birkes Pass, Mckensie country
Black Birch, Marlborough

Katahu Frest, (Fairlie-Geraldine Highvay)

6 miles East of VWoodville

Opapa (near L. Pou Kawa)
Wairoa

Captain Cook Statue, Gisborne

Gray's Bush, Gisborne (6 miles North-
West of City)

Altitude

4800

Habitat

0ld pasture on stony soil, Yorkshire Fog, White
Clover, Brown Top, dogstail & Creeping Fog
Newish pasture, Yorkshire Fog daminant with
White Clover, Creeping Fog, many seed head
Poor, grazed sheep pasture, short

Isolated plants

Sheep/cattle pasture, mainly Tim, abundant plants
isolated head

Roadside, pasture

Sheep/cattle pasture, Crested dogstail

Grazed pasture, ryegrass, White Clover

Lightly grazed pasture, abundant Yorkshire Fog,
Brown Top, ryegrass etc.

Grazed pasture

Hedgerow plants

Railway side, unploughed

Pasture, ploughed

Housing development area,previously poor pasture
Grazed Tussock grassland (semiarid)

Roadside, (semi-swamp), Craige burn soil

Sandy loam

Grazed pasture & adjacent roadside near vaterway
Grazed hill pasture, scattered plants,
"watergrass" dominant

Roadside on dry hill country

Sheep grazed pasture mainly paspalum/Yorkshire Fog
isolated heads

Pasture highly grazed, scattered plants, Yorkshire
Fog with Creeping Fog, Kikuyu, Paspulum

Pasture highly grazed, scattered plants, Yorkshire
Fog with Creeping Fog, damp site

921



Collection Group

No.
125
126
127
128
129
130
131
132
133
134
135%
136
137
138
159
140

141
142

143

No.
97
28
99
100
101
102

103
104

105
106
107
108
109
110

111
112

113

Location

Waioeka Gorge (28 miles S. of Opotiki)
Waioeka Road (8 miles S of Opotiki)
Waioeka River, Opotiki Park

Ohope beach, Whakatane

Ohope beach (hill slope) Whakatane

Rongitaikei Plains, 2% miles North
of Edgecumbe )

Edgecumbe (near factory)

Edgecumbe (near factory)

2 mile Edgecumbe Whakatane

Rotorua

Rotorua- 6 miles towards Paradise
Valley Springs

Rotorua - 5 miles on Lake Okereka Loop
Road

Rotorua - 6 miles between Blue and
Green Lakes

Rotorua - 17 miles Waimangu Thermal
Valley

Ruaumpoko's Throat, Waimangu,

17 miles Rotorua

Taupo-Turanai (midway)

Desert Road, 15 miles N. of VWaiurou
Taihape (Hautapu River)

Wanganui (10 miles South of )

Altitude

Habitat

Ungrazed, dense

Ungrazed, Moderate dense

Mown area, Paspalum and Phalaris

Ungrazed on sandy soil, dense large plants
Moderate short sheep/cattle pasture, plentiful
Yorkshire Fog, White Clover & poor grasses
Roadside, tall Fescue & Paspalum

Roadside, in dense Paspalum

Grazed Paspalum pasture, isolated plants
Roadside ( occassionally grazed by cattle),
Pumice area, Paspulum

Vaccant lot, dense large Yorkshire Fog with
Fescue and weeds

Fertile pasture abundant Yorkshire Fog with
ryegrass & White Clover, grazed by cattle
Sheep pasture on Pumice, VWhite Clover, ryegrass,
Creeping Fog & Brown Top

Pinus radiata forest fringe, large plants
(do not grown in forest)

Pathway in native bush, abundant plants

FPlants bordering on boiling lake

Rest area abundant Yorkshire Fog, White Clover,
FPairie grass

Roadside

Caravon park on river bank, large plants, Creeping
Fog Fesoue, Clovera, Weedi, ryegrase

Hill pasture, dense, Yorkshire fFog but fewv seed
heads, Brown Top , ryegrass, dogstail, White
Clover, Creeping Fog

Lel



Collection Group

No.
144
145
146
147
148
149
150
15k
152

153

154
155
156

157
158

No.
114

115
116

117
118
119
120
121
122

123

124
125

126

127
128

Location

Makirikiri, 12 miles North of Wanganui

Otoko, 24 miles North of Wanganui
Kakatahi (20 miles South of Raetihi)

Oreore (10 miles South of Raetihi)

Horopito (12 miles North of Raetihi)
Kuratau Junction (Lake Taupo)

Kuratau Junction, 7 miles North of

Lake Taupo

Kuratau Junction, 15 miles North of

Lake Taupo

Kuratau Junction, 24 miles North of Lake
Taupo

Taupo (23 miles West of)

Taupo (11 miles lWest of)
Rangitaiki (% mile West of )
Rangitaike, on plateau
Turangakumu, Central North Island
Hill country

Titiokura, Central North Island
Hill country

Altitude

2500'

2400

2000

2000

Habitat

01d sheep and horse paddock on flat, Brown Top
dogstail and thistles

Sheep pasture, localized dense

Laxly grazed cattle pasture, Paspulum, White
Clover, Brown Top, some Creeping Fog, Timothy
Yorkshire Fog, dense

Fairly closely grazed pasture, ryegrass,

White Clover, moderate Yorkshire Fog

Laxly grazed sheep pasture, abundant Yorkdhire
Fog, Brown Top with White Clover

Heavily stocked sheep pasture, Tussock, improvel
spp;, White Clover, abundant Yorkshire Fog
Poorly grazed sheep pasture, almost pure stand
Yorkshire Fog

Mekium grazed sheep pasture predominantly
cheving Fescue, ryegrass and Yorkshire Fog

New pasture, ryegrass, Creeping Fog, White
Clover, some Red Clover, Volunteer Yorkshire
Fog, laxly grazed

Laxly grazed sheep pasture, predominantly
ryegrass, some Brown Top, White Clover,
scattered plants

Laxly grazed pasture, Creeping Fog, Yorkshire
Fog, White Clover, some Brown Top

Short pasture, Yorkshire Fog dominant, White
Clover, some Creeping Fog

Tussock grasslands, closely grazed (sheep)
Creeping Fog, ryegrass, White Clover, abundant
Yorkshire Fog

Rough pasture, some improved grasses

Laxly grazed, sheep pasture, White Clover,
Yorkshire Fog, few improved species

8¢l



Collection Group

No.
159
160
161
162

163
164

165
l66
167

160
16°
17t
17]
172

173

No.

129
150

131

132

133
134
135

136
157
138
139

140

Loecation

Eskdale (17 miles West of Napier)
Eskdale (17 miles West of Napier)
Rissington (5 miles South-east of )

Rissington (5 miles South-east of)

Rissington (5 miles South-east of)

Maraekakaho (6% miles South-west of)

Maraekakaho (6% miles South-wvest of’)
Ohaupo (6 miles on Cambridge Road)
Ohaupo (4 miles on Cambridge Road)

Rukuhia Swamp (1 mile West of Rukuhia)
Rukuhia Swamp edge (near Ngahinapauri)
Spain

Crookwell

Kuripapange (Gentle Annie Road)

38 miles from Taihape (Gentle Annie Road)

Altitude

2800

3100

Habitat

Sheep pasture, Brown Top, native Tussock,

scatter Yorkshire Fog, some Creeping Fog on ridge
Sheep pasture (short) Couch/Paspulum on creek flat
Closely grazed sheep/cattle pasture, sweet

vernal, Brown Top, White Clover, moderate Yorkshire
Fog, (dry)

Closely grazed sheep/cattle pasture, Creeping

Fog, ryegrass, Brown Top, abundant Yorkshire

Fog, (moist)

Cattle/sheep pasture, Paspulum reeds, sedge,
Couch, abundant Yorkshire Fog, (swamp)

Laxly grazed cattle pasture, ryegrass dominant,
Broun Top White Clover, Creeping Fog, few
Yorkshire Fog seed heads

Stream bank, predominantly Creeping Fog, some
Paspulum, fewv Yorkshire Fog seedheads

Laxly grazed cattle pasture, predominantly
Timothy, Creeping Fog, Yorkshire Fog, White Clover
WWell grazed dairy pasture, predominantly Paspulum,
Timothy, Creeping Fog, ryegrass, isolated Yorkshire
Fog

Dominantly Yorkshire Fog, Brown Top, heavy peat
fev Yorkshire Fog seed heads

Cattle pasture, predominantly Paspulum, some
Timothy, short Yorkshire Fog

Laxly grazed sheep/cattle pasture, Yorkshire

Fog common, White Clover, Brown Top, Creeping Fog
Improved pasture, abundant Yorkshire Fog,
Creeping Fog, White Clover & Brown Top, medium
grazing
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Collection Group

No.
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
121
192

193

No.

141

142
143

144
145
146
147
148

149

150

151

152
153
154
155
156
157

158

Location Altitude
Erewvhon Station, 24 miles from Taihape 2400
(Gentle Annie Road)
Crail Bay, Pelorous sounds o'
"Dundee" NSW
"Colencoe™, NSW (15 miles South-East
Glen Innes)

Massey University

Lincoln - Coes Ford

Lincoln - Coes Ford

Green Ford, Cantabury

Lake Ellesmere, Cantabury

Junction Okaihau - Kerikeri and Waimate
North - Kabo Roads

No. 10 highway, South of Kaeo

No. 1 highway, 16 miles North of Okaihau

(Mangamuka )
10 miles South Okaihau towards Maungatapere

Balclutha ; Inchclutha soil type(very
fertile) .
Invermay Agricultural Research Station

1 mile West of Brynderwyn turnoff,
Northland

2 miles South Ruawai Flat, Northland

1 mile East Mamaranui, Northland

Top of Bombay Hill (Auckland side),
Red Ash Soil

7 miles East Maramarua, Sunny Hill Side

Habitat

Quite closely grazed, abundant Yorkshire
Fog, Brown Top dominant, White Clover
Garden, and sharf area

Massey Basyn

Roadside

Roadside

Roadside

Roadside

Grazed pasture (Paspalum, Creeping Fog
White Clover, Red Clover,) scattered fog

Grazed pasture ( Paspalum, Azonopus) Crested’

dogstail etc.

Grazed pasture (Paspalum, Creeping Fog,
Axonopus and Clovers

Grazed pasture (ryegrass, Paspalum, Axonopus,
Clovers

Continuouly grazed pasture, Tiller semple
0ld, heavily -grazed, heavily -fertilized
sheep pasture

Dairy pasture, isolated fog, well grazed

Well-grazed dairy pasture, Sparse Fog
Well-grazed dairy pasture, Sparse Fog

Closely-grazed dairy.pasture, Sparse Fog

Laxly-grazed sheep pasture, abundant Fog

0E1



Collection Group

No.
194
195
196
197
198
199

200

201

No.

159
160

Location

1 mile East Turua (Hauraki plains)
Grassland substation, Gore

Moa Flat, South-West Otago

Taupiri Road, Hodgkinsom's farm, Waikato
Matakana, Prospect Bay, Kisslling's farm,

Puhatotara, land development block,

Waipapa (Northland)
Grassland division, Kaikara

Ohura

Altitude

230"
1230
500"
400"

600"

Habitat

Laxly-grazed cattle pasture, moderate fog
Pasture, ryegrass, Brown Top, Poa spp.
Pasture, sown 1958, Cocksfoot, ryegrass,goosegrass
0ld pasture

01d pasture, (ryegrass, White Clover, Paspalum
Kikuyu)

01d pasture (ryegrass, White Clover, Yorkshire
Fog, Paspalum, Cocksfoot)

Occasional Yorkshire Fog in 4 years old
Ryegrass/White Clover, Paspalum/Ryegrass/White
Clover, Kikuyu/Ryegrass.

Roadside on town outskirts

1€l
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