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Abstract

In-process electronic high speed weighing systefag pn important role in the highly
automated, continuously evolving industrial worfdaday. They are an essential component
in sorting, grading and quality control within aveise range of industries, including;
robotics, automotive and food. Load cells are abergd to be the definitive force sensor for
industrial weighing systems. Load cell output istle form of an oscillatory response in
which the measurand contributes to the responseciieaistics. Current methods require the
oscillatory response to settle in order to achiameaccurate measurement. This is time

consuming and speed limiting.

The focus of this paper is to find alternative weng analysis methods for a system which
utilises two load cells, placed either side of gieatravelling on a chain conveyor, running
at speeds of 10 items a second. It is necessatgtésmine the value of the measurand in the
fastest time possible to speed up the process macmase throughput. This has been
approached by mathematically modelling the systenmallow accurate prediction of the
weights passing the load cells before the settimg of the oscillatory response. Models of

harmonic motion have been considered for the maifanload cell.

An experimental system was built and weighing daléected for different speeds and loads.
Spectral analysis of the weighing data was analysatktermine dominant frequencies and

estimate system parameters.

This thesis describes the work done on load celdletimg and improving an in-process
electronic weighing system by successfully predgetihe weight during the transient period
of the oscillatory response. The assumptions asulteeof both simulations and experimental
data are presented.
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Introduction

Chapter 1: Introduction

The strain gauge based load cell is the most comm@aghing device which uses a thin foil
resistor as the primary sensing element (MullerBd®, Pereira, & Brusamarello, 2010). A
load cell is a transducer which converts force mtmeasurable electrical output. The strain
gauges are bonded on elastic materials and chamge resistance according to the
deformation of the spring element when under str€bs resistance is proportional to the
intensity of the applied force. The strain gaugesusually assembled in a Wheatstone bridge
configuration where the measurement is indiredhieydetection of the differential voltage in
the centre of the bridge. This eliminates the offadtage that naturally occurs in a simple
resistance-to-voltage converter. A typical setupaging a Wheatstone bridge using 1, 2 or 4

strain gauges then adding an amplifier and filbercbnditioning.

The strain gauges are sensitive to mechanicalssttesiperature variations as well as to
unwanted noise and vibration interferences (Muk¢ral., 2010). As the demand for higher
throughput increases, higher processing speedseaded. However, higher speeds introduce
additional noise and vibrations and therefore dishinthe accuracy of the measurements.
This is why the need for new high speed weighinghods is becoming increasingly

important.

In addition, government bodies internationally @argng to maintain high standards of
weighing by introducing legal requirements and tagions for weighing. This is beneficial
to both the customers and the producers. The pesduenanufacturing efficiency is
increased and hence profitability whilst packingalify and quantity are assured to the
customer’s satisfaction (Balachandran et al., 1985)a result of these two trends, new high

speed weighing methods are becoming increasingbpitant.

Load cell output is in the form of an oscillatogsponse in which the measurand contributes
to the response characteristics. Current methogiree the oscillatory response to settle
down before an accurate measurement is achievaidenecessary to determine the value of

the measurand in the fastest time possible to spedide process of measurement.

Compac Sorting Equipment Ltd is a New Zealand owomtipany established in 1984 by
Hamish Kennedy. Compac specialises in producengpaind handling equipment and is now
the world leader in fruit sorting technology. Corapdesigns, manufactures, assembles,
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Introduction

installs and maintains machines which are termeersito sort and pack fruit all over the
world. Compac’s success has been based on thecatpmii of leading edge technology
through the collaboration of mechanical, electrmadl software solutions. The machines sort
produce by size, colour, defect, sweetness and hiveigompac exports worldwide to
Australia, North and South America, Europe, Asia &outh Africa, and manufactures in
four countries; New Zealand, Uruguay, Italy and é&ar Compac employs over 100

employees in New Zealand and over 300 employeekiwiole.

One of Compac’s main inspection systems is the higghence expressing interest and
sponsoring my Master’'s project. Compac’s dependancyhis system has caused them to
invest in research work being conducted in the ,psisth as presenting the project to
Mathematics in Industry Study Group (MISG) in 2006lSG form a workshop whereby

Mathematicians and Engineers tackle real world demproblems and suggest solutions to
the various industries. The suggestions from theksfwp in 2005 have guided me in this

research.

1.1  Objectives

The objective of the project is to improve a higleed weighing system. This has been
tackled through mathematically modelling the systemd inferring various methods to
calculate the weight. Disturbances and interferemdgth acquiring the weights while using
these methods were investigated. This allowed fyreat deal to be learned about the real-
life counterpart and increased the opportunityrtdarstand the problem and its results, and

provide sound conclusions.

A high speed weighing system has been configurdcaasembled to allow testing to be
performed. It consists of a weighing inspectiortisecwith a dual load cell system
surrounded by a chain conveyor based machinerdraorts carriers onto the dual load cell
system. Items are placed onto the carriers andetldo settle prior to the weighing
inspection section. Through this, different methoas be used to determine the weight of

unknown items at high speeds of up to 10 item<arse
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Introduction

1.2 Literature Review

The purpose of this literature review is to provateoverarching of the work done on load
cell modelling and weighing analysis methods , el as the various techniques used to face

the weighing problem.

Several methods have been proposed to improve éghing measurements from a load
cell. They can be classified into three areas;ueagy compensation, model parameter

estimation and neural network modelling.

1.2.1 Frequency Compensation

Due to noise introduced on the weigh measuremetpugut is necessary to find a suitable
filter technique that will cope with the variatiommsthe frequency of system noise. The filter
needs to extract the desired part of the signaingiboth a fast transient response and stable,
robust weighing result. Adaptive filters are used Handle wide variety of masses to
compensate for changes in natural frequency bysadgiits transfer function depending on
an optimisation algorithm. Compensation for impetitens in load cell captures is an
imperative aspect of sensor research, as thenaflismce of unwanted signals, non-ideal
frequency response, nonlinearity, cross sensitiaitg parameter drift defects occurring in

primary sensors (Jafaripanah, Al-Hashimi, & Whie05).

Calpe et al. (2002) present, while looking at hggleed weighing of fruit, the use of more
advanced pre-processing method to have a +2g dwmviat 16fruit/sec for a fruit range up to
250g. The work presents a two step process ofrifileand having the resulting signal
deconvoluted. The purpose of the filtering is téteso vibrator oscillations produced by the

mechanical system and to remove of power linefietence.

In this approach it was assumed that the load foeittions as a second order system.
Through the use of adaptive filtering, they havevah that there was improvement in the
graph’s oscillations by using a least mean squéldtlS) algorithm to adjust an adaptive

filter coefficient used in the method of steepessadnt. They have also shown that better

results can be obtained by using an averagedresas squares (ALMS) variant.

Oscillations were still evident in their graphseafthe adaptive filtering so they investigated

the path of modelling the oscillations using anothedel from a single input record of a step
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function. The model was a second order, zero-pbgsim with zero delay, so it equalises
the system response (Frances et al., 2000). THieg cathe ARMA model.

The results of the ARMA model produced a plateawad the actual weight, including a 20g
error range. The average of the plateau was thaoghé an accurate enough estimation of
the weight. The plateau’s length varied dependimghe weight and speed at which the fruits
were travelling. To determine the length of thetgda, first the end limit was obtained by
using a pulse from an optical encoder. This encader used for synchronization to mark the
moment when the cup exits the weighing platformxtNeéhe start of the plateau was
determined by using a look-up-table which containedgths of plateaus obtained for

different speeds.

Due to unspecified mechanical restrictions of trechine, they were only able to run at 16
fruit a second, and they could not maintain thaespfor a long duration. This limitation
confined them to obtain results of only 10 measems for 6 fruit weights; 0g (empty
carrier), 50g, 100g, 1509, 200g and 250g. Furthezmo obtain these results, the fruit were
manually placed at a distance to the weighing @tatf to stabilise the fruit and avoid
superfluous vibrations. At least two empty cupsenMeft between consecutive pieces. The

results are summarised in Table 1. They show a maxi error of 0.57% for the 2509

weights.
Real Value
0 50 100 150 200 250
(9)
Mean (Q) -0.02 49.95 100.21 150.32 199.31 248.58
Standard
o 0.2 0.31 0.44 0.50 0.56 0.68
Deviation (Q)
Maximum
o 0.61 0.82 1.02 1.32 0.86 1.4
Deviation (Q)

Table 1: Weigh results of 10 samples of weights between 0g and 250g

Halimic & Balachandran (1995) proposed the use Kabnan filter to take these superfluous
vibrations into account. The aim was to use impdofiration to allow an increase in speed

and enhanced measurement accuracy of weighing. Sta¢gd that the main constraint in
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increasing the throughput rate and achieving higlceuracy was the noise superimposed on
the signal from the system noise, which predomigacame from the mechanical and
electrical part of the weighing system and from tiyge of product. Another contributing
factor is the speed of the conveyor as the levélfeaguency of noise varied with it.

Their weighing system was based on a belt convegiasporting various sized products onto
a load cell system. Due to variations in the prodecsgth coming onto the weighing area,
weighing was time varying and this caused changthénvalues of the model parameters

therefore requiring an adaptive filter.

When a Finite Impulse Response (FIR) filter withraooth cut-off frequency characteristics
and a linear phase response with a Hann’s window wg&d, results for a single weighing
measurement have shown improvement of 150%, ancefmated measurements only a 5%
improvement was shown. This was due to the fluzinadf the DC level with very low
frequency from measurement to measurement hengeoging the Kalman filter. The
Kalman filter is a useful tool for reducing theesfts of noise in measurements by estimating
the true value of a set of variables from a setaa$y measurements.

To design the Kalman filter, mathematical modelsenemployed to examine the suitability
of the chosen filter. Automatic methods where thmmeters of the filter are optimised using
the performance indices as the quality of therfilieere found to be less time consuming than
using an analytical method, and trial and errohtéue. The input to the load cell was
modelled as a ramp function to simulate a rigidetypput such as a plastic container or a
carton box, and as a sinusoidal or cosinusoidattion to represent a plastic film bag filled
with powder. They modelled the load cell as a daing@ring system having the following

equation;
(W(t) +m)B(t) +ca(t) +ka(t) = w(t)g (1.1)

Where w(t) is the mass of the produety; is the mass of the load cell, is the damping
coefficient, k is spring constant) is the position of the weighable amgis the acceleration

due to gravity.

This is used to estimate what the required vargallea Kalman filter will be, based on

estimates of the time varying parameters.
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The results obtained by applying the Kalman filter real measurement data from the
weighing system produced a 300% improvement asutref single weighing measurement.
Repeated measurements showed that a 50% improvesmaentattained. Therefore, this
shows that a Kalman filter could be effective withreased speed given that all influences of
the system and measurement noise are known. Unédgly, the weight values were not

stated and therefore the absolute accuracy is ukno

1.2.2 Model Parameters

The load cell is frequently used to determine tleggivt by evaluating the step response due
to an object exerting a force (weight) causingatgibn in the load cell. The voltage output

from the load cell is proportional to the inputdo@e. the weight).

Shu (1993) considers the weigher as a second amdes spring damper system similar to
Halimic & Balachandran (1995) (Equation (1.1))ws demonstrated that the mass can be
estimated from the model parameters which are eaduhrough fitting the model to a

measured transient weighing signal to have the-kpsared errors.

The unknown mass of the product was derived froenzthiransformation by looking at the
limit of the discrete values at infinity. This mesatihat the unknown mass was found from the
latter part of the weigh graph, avoiding the iditransient at the input side due to the sliding
and springing of the package on the weighing ptatfo

Shu (1993) emphasised that determining the massnadapendent of the initial conditions.
The mechanical system that was used had noise im#asurements as a result of sliding or
spring-like motion of the package on the load p&tform. The initial conditions affected the
appearance of the start of the weigh graph sigidlse. end values were unchanged, hence
determining the mass from the limit of the equatitmoking at the latter part of the weigh
graphs.

In addition to the initial noise, the electricakrlents such as the sensor and the amplifier
contribute noise interference in the whole weighgmgcess. Shu (1993) mentions that these
can be minimised with a well designed system aercute of either a software low pass filter
with a cut-off greater than the highest possibléurs frequency of the weigher, or a
hardware filter at the output side.
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The method for finding the weight involved a recuescalculation of an algorithm. When

this was used on two simulated noise-free signfadgs®0g weight from the same parameters
but under different initial conditions, they gavemgar results. These results were not
provided in the article. One of the signals wastberrupted with white-Gaussian noise and
was found to converge in 180 steps to a value 858899 using the recursive calculation,
and when using a filter it converged in 50 step®%0/7757g. This shows that it is more

effective using a filter. Results are presentedable 2.

Without a filter With a filter
Number of recursion Estimated Weight (g) Number of recursion Estimated Weight (g

steps steps

60 105.1959 10 111.2408

90 99.91519 20 100.1327
120 103.912 30 98.95274
150 102.972 40 99.22825
180 102.5539 50 99.77757

Table 2: Results on two noise-free simulated signals

This has been further supported with real measunsri®y using a 36.2g, 100g and a 173.8¢g
iron weights as test weights. A third order digit@inite Impulse Response (lIR) low-pass

filter with a third order was used to eliminate thput noise. Furthermore, the first 40 points
of the measurement were eliminated to avoid inpigencaused by sliding or springing of the

weights on the platform.

The results to a 1% accuracy, showed that the wsean be acquired in less than 20% of the
time needed while calculating it using the traditibstatic method. As the traditional static

method required at least more than 1000 data powiisreas using the recursive algorithm

meant that the weight can be found in approxim&8ly data points.

Another concept of using the load cell as a weighgolves impact (Gilman & Bailey,
2006). Impact was performed by dropping the objeotde weighed onto a load cell,

therefore exerting relatively large forces on eather for a short time. The load cell’s
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movement in response to external excitation foras,wnce again, modelled using Newton’s
second law; similar to the modelling performed bglirhic & Balachandran (1995) and Shu
(1993) (refer to Equation (1.1)).

Given that the objects to be weighed are dropped tre load cell, the impact event is
approximated using the principle of conservatiomaimentum as the system is isolated and
closed. The impact force causes an impulse whielgusl to the change in momentum of the
load cell. The mass can then be found in termé&@fimpulse and the impact velocity of the
object by using the following equation;

MJ

m(J,v.,) = M L+ )~ (1.2)

Where M is the mass of the load cel, is the impulsey,, is the impact velocity ané is

the coefficient of restitution (fractional valugpresenting the ratio of speeds after and before

an impact).

J can be found from the load cell output as it isragpnated by a Dirac delta function

scaled byJ . Therefore the system output is assumed to baladsonpulse responsah(t) .
To determine the velocity of a falling object, tivae (t;) and distanc€d)which the object

experiences are measured. Then, assuming thabjeet @s being accelerated solely by the

force of gravity (g), the impact velocity becomefsiaction oft, andd ;

Vot ) =§+%gtT (L3)
This approach assumes that the object reboundeingposite direction after collision with
the load cell, with no significant change to theigon or orientation of the object or the load
cell during impact. Furthermore, it assumes theainvelocity of the load cell is zero and it
assumes the effects of gravity, restoration andpaiagrnforces on the velocity of the load cell

are negligible.

To test the relationship between impact and velptiwo steel balls with an 11.7g and 2.7g
were dropped from varying heights on the load cédllse results indicated that there was a
linear relationship between the measured size efithpulse and the impact velocity of

dropped objects. Knowing the impact of an objdat, telocity can be found using the linear
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relationship; therefore the mass can be determised Equation (1.2). Another experiment

to test the time interval required to make eachsuesmment was performed by dropping three
almost identical objects with the same weight (g2& 250ms intervals. Results showed that
a time interval of approximately 50ms was requitednake each measurement, giving a

theoretical measurement rate of 20 measurementepend for high speed weighing.

There was a lot of uncertainty due to the assumgptibat have been made to simplify the
analysis. They do not hold in real systems and \rds evident in the high speed testing,

especially due to the assumption that the loadveddicity prior to impact is zero.

It was also mentioned that for faster weighing, actpis not ideal due to constraints in the
weighing process i.e. it was hard to control having preceding item removed from the

environment to avoid interference with the follogitem.

1.2.3 Artificial Neural Networks

Yasin & White (1999) investigated the applicatidnneural network method to predict the
weight by considering the feeding mechanism ofaal lonto a tri-beam load cell. This load
sensor is based on three cantilevered beams coiggether. The load cell was considered as
a non-linear mapping box where the input is thenowkn load, and the output is the

electrical signal generated due to the input load.

Through system simulation they have used threeessoege extreme points along with the
time intervals between successive peaks to représennput neurons. This was feasible as
they showed that three successive points havecwuiffiinformation to determine the final

value, the output neuron.

Simulated testing was performed by using a set Gff fpatterns for training the neural
network which was generated by choosing massesmbia uniformly distributed over the
range of 100g to 1000g. This was done for 10 dffennitial conditions that were chosen
randomly. The neural network learns the behaviduthe sensor from the set of training
patterns. For testing purposes, patterns were ateaiby using 1509, 350g, 5509, 750g and
950g. These masses were purposely chosen to lerediffthan those used for training.
Results of the simulation for the testing weigttswed an error of: 1.5%,. The error was
random across the testing weights, and it was densil small.
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The simulated results were verified with real measwents by performing a practical

experiment on the tri-beam load cell. A load seB8d sample weights varying between Og
and 975.7g were used for training the network. &hweights of 148.29g, 542.3g and 832.2g
were used to test the network. The training procedias repeated many times with different
conditions and each time the maximum error from tdsting data was calculated. It was
shown that if the number of training samples wasatgr than 30, the maximum error was

less thant 1.5%, similar to what was seen in the simulation.

Bahar & Horrocks (1997) investigated a multi-laya&rceptron artificial neural network to
obtain the weight from a finite segment of the |lamll data from a weighing system. The
idea of a finite segment was to allow for high speeighing without having to wait for the
transient effects. Furthermore, the neural netwséd backpropagation learning, whereby, it
used an iterative method to minimise the error betwthe actual and the desired outputs of

the network in response to given inputs.

Similar to Gilman & Bailey (2006), Shu (1993) analithic & Balachandran (1995), the
article presented by Bahar & Horrocks (1997) preplossing Equation (1.1). They mention
that an ideal weighing platform can be modellecabpass-spring-damping structure with an
underdamped step response, governed by the solofioine second order differential

equation.

To simulate the network, Bahar & Horrocks (1997@dithe solution to the model to generate
data. They first used 200 noise-free input sampfeapplied masses that were uniformly
chosen to cover the range 1kg to 100kg for trairihrey network. It was assumed that the
input is a step function. Results indicated thdihear relationship between applied masses
and estimated output masses were evident as ins @&rere small. The average noise error in
the linearity was 0.1187% and the root mean sq(RS) error was 0.0772kg between the
applied and estimated masses. These verified thattdicial neural network is capable to

accurately model the non-linear relationship betwt® load cell time series data and the

corresponding applied mass.

Next they simulated noisy input samples by miximg &forementioned training samples with
random measurement noise having a 2% amplituddefsteady state mass. The results
presented in Table 3 show an RMS error and aveeage of 0.4208kg and 0.5641%

respectively for the testing data, and 0.4534kg@A893% respectively for the training data.
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The small difference between the training and rigstata verified that a beneficial “noise

averaging” is performed by the Artificial Neural M@rk.

Data RMSerror (kg) Averageerror
Training 0.4208 0.5641%
Testing 0.4534 0.4593%

Table 3: Simulated testing and training data errors

Finally, experimental data were obtained from adustrial load cell to train an Atrtificial

Neural Network. Applied masses of 5 to 45kg in steplkg were used to train the network,
except for 10kg, 20kg, 30kg and 40kg which wereduae the testing data. Training was
performed in a typical noisy laboratory environmengsting data was applied by dropping
the masses onto the load cell from a height ofcglpi 2cm. The results presented in Table 4

shows that the testing applied masses can be peddiccurately even when noise is present.

Applied masstothe Estimated mass of Error between
weighing platform | theArtificial Neural applied and
(kg) Networ k estimated masses
(kg)
10 9.8814 0.1186
20 19.8137 0.1863
30 30.1190 0.1190
40 40.9231 0.9230

Table 4: Experimental results of the applied masses
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1.2.4 Literature review Discussion

Accurate, fast and reliable dynamic weighing is am@nt in the modern world. Several
methods have been proposed to get an accurate reeesu from a load cell. The output of
the load cell was found to be highly sensitive i@igtion factors all of which had a
significant effect on the accuracy of the weighingasurements, as well as, mechanical and

electrical inaccuracies influencing the output noeashent results.

The methods reviewed have been split into thressifleations of frequency compensation,

model parameters estimation and neural networks.

Frequency compensation methods have been basedimmmy adaptive filters which tracks
variations in the measurand, as opposed to onlinpavfixed filter that is only valid at one
specific load value. This is performed through tiee of digital filtering, exhibiting the
reciprocal characteristic of the load cell beingazaled with it. The transfer function of the
filter is usually identified assuming that the semsan be modelled as a linear system.
Furthermore, an adaptive rule is needed and is@atrelement for automatic updating of the

parameters of the filter to suit different measdsan

The literature review first investigated frequermmmpensation using an adaptive filter with
an ALMS algorithm as proposed by Calpe et al. (200%eir research showed that they
acquired +2g for a speed of 16 cups per secondvierycontrolled environment. This was
possible as the graphs had a long time to settlbeagffect of neighbouring cups was not
taken into account by having at least two emptyschptween consecutive fruit. It was
mentioned that external interferences in the formoscillations were evident in the
measurements. These oscillations were attemptbd tmmpensated for using Kalman Filter
by Halimic & Balachandran (1995) and it seemed d¢ogbite effective when looking at a
single weighing measurement with an improvemer2Gfi%. Repeated measurements were
not as effective only showing a 50% improvemensstady due to interferences between the
items. Unfortunately, Halimic & Balachandran (199%] not provide details of the apparatus
used to perform the measurements, nor did theyigeaaformation on the weights or speed
for testing. These oscillations were also notedMimysuinness et al. (2005) when analysing
the power spectrum noticing there were usually tarosometimes three, frequencies that
were dominating in each spectra. It was mentiored the lower frequency oscillations
corresponded to the bouncing which decreased quémcy value yet increased in amplitude

as the weight increased.
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Model parameters estimation method developed anmrec model for the sensor (load cell)
through experimental data or analytical means. Was commonly performed using a mass
spring damper system. This method depended oncéwrimaof parameters from a short
duration of the response in each measurement. dle wf the measurand was determined
from the parameters of the model. This method viffsrent depending on the model chosen

and the procedure that was used to find parametéhne model.

The literature review investigated model parametstimation methods where a suitable
algorithm was used to estimate or predict the wei@hu (1993) and Gilman & Bailey
(2006) considered a second order system to actheie algorithms. Shu (1993) utilised a
recursive calculation of an algorithm to acquird% accuracy in determining the weight
from 20% of the data measurements. These results fwem running 36.2g, 100g and
173.8g over the load cell. Unfortunately, the spaedvhich the items were run was not
provided. Gilman & Bailey (2006) used a differenethrod of applying the load by using
impact rather than sliding. Time had to be givetween objects being dropped on the load
cell and assumptions had to be made to simplifyatii@ysis. Results showed that weights
can be calculated in 50ms periods, although thigdcoot be done continuously as time was
needed between loads in order to acquire the measuts accurately.

Neural Network method was based on a black box htbdé assumed a new system output
can be predicted from the past inputs of the systemsed a collection of elements, called
neurons, to learn through training by presenting slgstem with known weights (training
data) and corresponding desired responses whi¢brpegeneralisations about testing data.
The Neural network was capable of ‘representingy &nown function to any level of
accuracy assuming a sufficient number of layersn@dbw & Lehr, 1990).

Neural Networks analysis by Yasin & White (1999)&eapable of accurately predicting an
applied mass in a noisy environment on a tri-beaad Icell system, while the weighing
platform was still in transient mode to accura@e$.5%. This method was highly dependent
on the training of the neurons with 330 sample Wsigheeded to make generalisations.
Bahar & Horrocks (1997) investigated the usage etifdl Network on a load cell system
whereby the masses are dropped onto the load Sieflulations verified that the neural
network was capable to accurately model the relahipp between the load cell and the

applied mass, while performing noise averaging. efixpental results showed that the
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applied masses were predicted when noise was preggm maximum error of 2.3% while

applying a 40g weight.
1.3  Project Approach

Taking all these different research material irdoaaunt, this project aims at improving a high
speed weighing system’s calculation through the ehquhrameters approach. Similar to
Gilman & Bailey (2006), Bahar & Horrocks (1997), IMac & Balachandran (1995) and Shu
(1993) the load cell model is considered as a skooder equation using Newton’s second
law. This project however presents different meghddan those previously suggested,
whereby the initial oscillations are used to prethie unknown mass. The methods presented
require estimation of the load cell parameters.yTaee referred to as the Frequency and
Damping methods (Chapter 3). These are comparethetcAveraging method which is

currently used by Compac.

This approach been chosen as it has a number efitseaver the frequency compensation
and neural network approaches. Modelling the systathematically provides a systematic

approach to problem solving, allowing analyses amdkerstanding of the problem.

The neural network approach depends on a “black’ bomdel that is developed to
satisfactorily represent the input-output perforgewnf the system with no insight into the
system structure. It is difficult to analyse thens® of the problem in detail and to diagnose

the issues if it is dependent on trial and errooulgh a learning system.

The system that will be experimented on alreadyehastronics designed specifically for the
application which includes filters and thereforlee -requency compensation methods were

not investigated further.

M. McGuiness et al. (2005) have already done atanbal amount of analysis as part of the
Mathematics in Industry Study Group (MISG). Theandings are considered and built upon

throughout the context of this project. Specifigahe Frequency method was suggested.
This, as well as the Averaging method, are studiedetail and tested in this thesis. In

addition to this, the Damping method is developeted and compared to the other
methods.
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Chapter 2: The Weighing System

The in process electronic high speed weighing systeing analyzed consists of a dual load
cell system whereby chain driven carriers travedrawo load cells at high speeds up to 10
carriers a second. The desired item to be weighgdhced on a carrier, which is a Compac
patented product. Dual load cells are used forilgialof the items on the carriers.

Furthermore, as each load cell is only subjectetiad the weight of the item it has the

advantage of not being over-stressed. The caragfdur contact points. Two points on each
side of the carrier slide along a hardened stasrde=e| plate mounted on a load cell. The load

cells are cantilevered to allow deflection.

Figure 1: Compac Carrier Figure 2: Carrier Componentsin Solidwor ks

The load cells used are Vishay low profile singenp with a 6kg capacity. They have an
accuracy class (NTEP/OIML) of C3 with a maximum rognof intervals of 3000 and a Y
value (Emax/Vmin) of 6000. Therefore for the 6kgdocell, it has an accuracy of +1g. The
Data Sheet is presented in Appendix A. Furtheraresecould have been spent searching for

other load cells with higher Y value to increase t@solution, and with increased stiffness.
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Figure 3: Appleson aVishay Load Cell

Stiffness is advantageous when weighing heaviendteas the oscillations would reach
steady state faster. Although due to the weighth®items we are interested in, the 6kg load

cells are sufficient and will be reactive to snwdlhnges of weight, as well as being cheaper.

Load cell output is in the form of an oscillatogsponse of current and is dependent on the
amount of deflection it experiences due to the ddegeight. This current output (4-20mA) is
passed through an instrumentation amplifier, alberéid using a 5th order Butterworth filter.
This is then passed through a current to voltagwexber and sampled at 4 kHz by a 12bit
Analogue to Digital Converter (ADC). Figure 4 shoavgypical weigh graph of three carriers

from the load cell output.

80 CarrierOn . Carrier Off

\\/._

70
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40

30

0 170

Figure 4: Typical Weigh Graph
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The Load Cell system is designed such that eaclecaxerts pressure on both load cells at
the same time. The graphs are introduced with @nstoot as each carrier exerts pressure on
the load cell plate. The load cell plate is madedfinardened stainless steel and is cut to the
shape of a z to allow contact points on the catoeexert pressure on the load cell for the
maximum allowed time (refer to Figure 42). The @Weot then dampens into oscillations

which would eventually reach steady state if endimlk is given.

The item to be weighed travels along two load cefisa carrier for a short period of time
depending on the speed of the motor driving thenchigne outputs from the two associated
load cells are summed and the carrier weight isracted to give the desired weight of the

item.

Due to the possibility of interferences propagatimgpugh machine components, this system
is placed on a weighing structure isolated fromvitwele machine. This weighing structure is
bolted down to the floor. The only point of conthetween the weighing system and the rest
of the machine is the carriers with the desiredngeto be weighed. Figure 5 is of the

experimental machine modelled in Solidworks.

Weighing Section

Take-up Section

Figure5: The Weighing M achine

Solidworks was used for the design as it is a yEwerful 3D modelling tool which has
intuitive 3D design software with built-in intelkgce to allow collaboration while designing.

It allows speed design while ensuring accuracytistgafrom individual parts to top level
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assemblies. Having the machine model design andlekeility of viewing and editing
individual parts allows for testing real world camwhs to make sure it is right before
building (Solidworks 2011).

The machine that has been configured and buiktperimentation purposes to allow access
to weighing data for analysis consists of two lanéh a take-up, a weighing and a drive
section. Two lanes have been chosen so compaests ¢an be done simultaneously. This
saves time having to redo each test twice, andhbfsed with determining variations and
errors to be expected between the lanes. The falseation is where the items to be weighed
are placed on the carriers. This is two meters longllow easy placement of the items to
stabilize on the carriers before entering the wieiglsection. Unstable items on carriers may
cause false readings due to not having all its meexerted on the load cell, or adding

additional force onto the load cell due to grawhd kinetic inertia.

The weighing section contains the dual load cedtesy arrangement for each lane of carriers.
It is isolated from the rest of the machine by bebwolted to the floor with the load cell
system being the only point of contact with therieas. This is to avoid unnecessary

vibrations interfering with the weighing.

The Drive section contains a 3kW Bonfiglioli mottr drive the chain conveyors at fast
speeds up to 600 carriers a minute (10 items ans@agsing a Lenze variable speed drive

(VSD) to control and obtain the desired speed.

The carriers have a floating feature to furthefatothe item to be weighed from the rest of
the machine as the carriers travel over the weiggbrsection (refer to Figure 6). When in
floating position, only the frame, rollers, axledaiatch are weighed along with any item on
top. These items are easily subtracted from theativereight of the carrier to obtain the

weight of the item of interest. While in floatinggition, the only point of contact between
the clip and the rest of the carrier is in the homtal axis along the direction of travel. The

clip attaches to the chain, which is driven by nator.
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Only point of contact
between latch and
clip (hidden)

Floating Position «~

Figure6: Carrier in floating position

Due to variations in manufacturing, the frame, exd] axle and latch might vary slightly
within tolerance. The weights of every componemd®@ftarriers from this machine have been
weighed separately and presented in Appendix B. yThee summarised in
Table 5. It is evident that there is a variancd &g that has to be taken into account when
calculating the weights of items run on the castifiherefore each carrier’s weight is known
during an initial tare of the machine and recorttetbe subtracted as it runs over the weigh

bridge section.

Summary of 40 Carrier Components

Range

mean (g) | min(g) [ max(g) (8)

Frame 51.22665 50.912 | 52.004 1.092
Latch 16.435825 | 16.301 | 16.469 0.168
Roller & axle 75.40575 74.92 75.78 0.86
Clip 30.72005 30.628 | 30.836 0.208

Total Calculated weight
(all components) 173.788275 | 172.901 | 174.719 | 1.818

Total Calculated weighing weight
(floating components) 143.068225 | 142.249 | 144.083 | 1.834

Table5: Carrier Component Weights
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Chapter 3: Modelling

To calculate the weight of an item, three methods iavestigated and compared; an
“Averaging” method, a “Frequency” method and a “[pang” method. These methods have
been accrued through mathematically modelling ysesn. Compac currently utilise the
Averaging method. This chapter details the mathealamodel and the details of each of
these methods. Advantages and disadvantages ofesthlbd are also portrayed.

To test these methods, a model of the load celésysas been simulated on Matlab (refer to
Chapter 5). The model’s user interface allows faeeng the parameters of the load cell. It

outputs the inferred weight using all three methadh their error percentages.

3.1 Mathematical Model of the system

The model of the load cell is represented by Figuras a Mass Spring Damper (MSD)
system, where m is the mass of the desired itenjecigll to the load cellM is the
equivalent mass of the load cell that is attaclea mass-less spring with spring constiant

As the load is applied to the load cell, a courtteng force produced by the spring due to an

offset X from equilibrium is defined by Hooke’s law fs=—kx.

This would be sufficient to model the load cellarstatic equilibrium, but in analysing the
dynamic characteristics, it is important to tak iaccount the damping. Viscous damping is

assumed, where the damping force is proportion#teovelocity:f, = —c%, where c is the

damping coefficient. By using Newton’s second ldwe following differential equation is
obtained:

2
(M +m)%:—c%)(—lo<+mg+Mg (3.2)

Where g is the average acceleration produced byw'Earavity.
The solution of Equation (3.1) has the form:

X =ce* cosft )+ c,e singt ﬁw (3.2)
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Where cl and c2 are constants which depend omitied conditions. The damping factor (

u)is:

C
= 3.3
H 2(M +m) (3:3)
and the frequencwis:
_R2
w:l\/"k('\" *m)-c (3.4)
2 (M +m)

We see from Equation (3.4) that with heavier weight, the frequencyasesreand from

Equation (3.2) that amplitude of oscillations would increask hatavier weight.

JT‘

k C

Figure 7: Mass Spring Damper (M SD) System

The output of the load cell from the machine was either converigemos or given in terms
of deflection of the load cells i.e. millimetres. When the outymrh the machine is not in
terms of grams, a conversion factor needs to be taken into acchargfdre the new

solution is in the form of;

X= a(qe“” cosut )+ e sinft ﬁ@j (3.5)

Where a is a conversion factor (millimetres to grams).

Equation (3.1) is used in cases where the deflection is from a steeyhat is not solely by
the mass of the load cell, i.e.#®. This would be evident from an offset in the graphs before
a mass is applied to the system as shown in Figure 8.

Page | 21



Modelling

4000 T T T T T T

3500

3000

2500

2000

weight (deca grams)

1500

1008 |- Offset

500

a 0.05 0.1 015 0z 025 0.3 035
time (s)

Figure 8: Offset on a Weigh Graph
In cases where the offset is 0, Equation (3.65exlu
(M +m)d—>~(2-—c%—k>~<+mg (3.6)
dt? dt '

This has the following solution;

X =ce " cosft )+c,e " singu ﬁ% (3.7)

0.4

Where 1 and ware the same as they were defined in Equationy §88(3.4) above.

Note that Equation (3.6) can be derived from EquegB.1) by definingx = x -

xis the displacement from the steady state when m=0.

% . Thatis,
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3.2 “Averaging” Method

The averaging method is based on the assumptidriitbaoscillatory response has enough
time to settle down. The weight can be found frtwnalue of the graph when it has become

stable.

The two solutions are considered. The first is whitie deflection is from steady state not
solely by the mass of the load cell with the cosi@r factor taken into account (Equation
(3.5)). The second is where the deflection is fsieady state when m= 0 (Equation (3.7)).

Considering the limit of the first solution to theodel (Equation (3.5));

(m+M)g

!im X(t)=a (3.8)

Note that this equation witlr =1 is the solution to the model where there is oraversion to
millimetres and the deflection is from an unloadedng.

Similarly, considering the limit of the second ga@u to the model (Equation (3.7);
. _mg
llp:lo X(t) = s (3.9

Figure 9 shows the limit of an oscillating graphemd)5 is a constant multiplier to the mass

being weighed shown in the two equations above.

9

Figure 9: Limit of an oscillating Weigh Graph

To find the unknown mass when run over a load Egjijation (3.8) can be rearranged to;
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klim X(t)

m M (3.10)

ag
Similarly, Equation (3.9) can be rearranged to fimel unknown mass (m) by having;

K lim x(t)
m:mT (3.11)

In this method the last 35% of the data measuresra&reach carrier with the desired item to

be weighed are averaged. An average of these negasats is taken to compensate for the
cases where the graphs are still oscillating irtithe allocated to acquire the weight. As each
carrier travels over two load cells, two averageasueements are obtained for each carrier.
The two measurements are then summed and the veditite associated carrier is subtracted

to get the weight of the desired item.

This method relies on the settling of the osciltpteesponse from the load cells to acquire an
accurate measurement of the desired weight. Tlierbes less efficient when the speed of
the carriers increases as the time for which thal thad cell system is subjected to the
carriers is decreased. Furthermore, having heédeigrs on the carriers would require more
time for the response to settle as the deflectiothe load cells is greater. This method is

therefore time-consuming and speed limiting.

3.3 “Frequency” Methods

In the next two sections, the weight of the itemimkrest is predicted from the initial
oscillations of the weigh graphs. The method desdriin this section has been named the
Frequency method as the unknown mass is predigteddiranging the frequency equation
(Equation (3.4)). Similarly, the Damping method césed in the next section is named as
such because the unknown mass is predicted byargang the damping factor equation

(Equation (3.3)) as will be seen later in this deap

As each load cell has its unique properties, reguired to find the parameters of each load
cell which are its mass (M), spring constant (kjl @amping coefficient (c). The parameters

M, k and c are calculated only once as they arquenio each load cell.

The weight can then be calculated, using thesenpetes, by measuring the first two

successive peaks in the load cell output, usingféoe that the frequencydd) can be
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calculated from the time difference between the peaks (refer to Equation (3.18)) and

using Equation (3.4) to solve for m:

2
k+ k2 =] 2T
_ t,-y

m= 2
5 21T
t, -t

Similar to the Averaging method, both Equation (3®d Equation (3.7) are used when

calculating the parameters. When considering tHaetiea given by Equation (3.7), one
possible procedure for deducing the parametersrimmned by running a known mass over
the system and measuring the load cell output.spnmg constant (k) can be calculated by
rearranging Equation (3.9);

k=_(M9_ (3.13)
!I[]:Io X(t)

Calculating the damping factoru() requires measuring any two successive peaks or two

maximum amplitudes of the same phaseyf) and (%, y») as in Figure 10.

»

Figure 10: Two Successive Peaks
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From Equation (3.7), these points are at

y, =Ae* sin(@t, -4 )4% (3.14)
y,=Ae*“sin(wt, ¢ )+% (3.15)

As both points are in-phase, subtractir{g from both sides and dividing both equations to

get;
yl - erg e_/Al
=— (3.16)
3 mg e Hty
Sy

Thereforeu can be calculated, knowing the mass (m), sprimgtemt (k) and coordinates of

the two successive peaks using;

_mg
1 yl k
U= In (3.17)
(tz - t1) _mg
y2 k

The two successive peaks have been chosen sudhetatgular frequency can be calculated

easily by using;

2

w=2mf = (3.18)

2 4
The next step is finding the damping coefficientgod the mass of the load cell (M). This

involves solving the two simultaneous equationggitor the damping factor(), and the

frequency @) (Equations (3.3) and (3.4)) giving;

k

M=

- (3.19)

and

c=2uM (3.20)
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Where;
M=M+m (3.22)

One possible procedure to get the parameters ofotwk cell when considering Equation
(3.5) requires two known masses that run over dlae kell separatelynj and m,). Firstly

the mass of the load cell (M) can be calculatethflooking at the limits of both graphs at the

values when the oscillations reach steady state.

lim ,(t) = ”(M—Jk’ml)g =L (3.22)
im x,(t) = a(Lkmz)g =L, (3.23)

Dividing them and rearranging for Mass of the lcal (M) gives;

1
L1_|—2

M=———(-Lm+Lm)  (3.24)

Note that this was good in eliminating the factor To get the other parameters (k and c),

the frequencies of the graphs of both masses argd=yed.

2
aflfk(M TMTC (M rm)i= kM +m)-c*  (3.25)

2\ M +m)
1 [4k(M +m)-c?
w, :E\/ ((M +r:122))2 = 46‘)22 (M + m2)2 = 4K (M + mz)_cz (3'26)

As ¢ anda, can be calculated using Equation (3.18), and thesesa(m and M) are known,

the parameters k and ¢ can be found to be;

1

k=~
(m,—m)

(@M +m)?-w?*M+m)?)  (3.27)

C=Jﬁ((M +M)AQ (M +m,)* = (M +m)dw’ M +m)°)  (3.28)
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These are based on solving two simultaneous striwghequations;
b=ax-y  (3.29)
b=ax-y  (3.30)

Which have the following solutions;

X =

1
- 3.31
L0 e3D

1
y=——(ab,-ahb (3.32)
a,-a ab, -ah,)

(Whereb, =4ag®(M +m)* b, = 4w, M +m,)* a,= 4M +m,)a,= 4M +m,)x=k y=c”)

Therefore as mentioned earlier, the unknown massbeacalculated using Equation (3.12)

knowing the parameters of the load cell (M, k apd ¢

To summarise for the Frequency method; findingpiiemeters of a load cell when no offset
is present only requires one known mass, othertvisemasses are required. Once the load
cell parameters are known, measuring any two san@epeaks or two amplitudes of the
same phase could be used to predict the mass aétheéhat passes the load cell without the
need to wait for the oscillations to settle dowrsteady state. Therefore this method saves
time and only limits the speed when the peaks a bscillations cannot be acquired

accurately.

3.4 “Damping” Method

Considering the model of the load cell system preskin Figure 7. Another solution to
finding the mass involves the analysis of the finsee peaks. The analysis will be performed
on Equation (3.5) which is the solution to the nmaafethe load cell when the deflection is
from an unloaded spring, and a conversion factogdbthe output in grams is required.
Applying the same procedure on the solution givgnElquation (3.7) will give the same

results as these factors are eradicated as walgbn later in this section.
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Therefore from Equation (3.5), the first three psake at:

yl:a(Ae""lsin(w'rl 4 )+(m+kM)9j (3.33)

y,= (Ae #z sin(wt, ¢)+(m kM)gj (3.34)

Y= (Ae #asin(wt, ¢)+(m kM)gj (3.35)

Figure 11: Three Successive Peaks

As the output from the load cells are in the forhaaecaying oscillations then it is possible

to deduce the damping factor from the three peakistlae time between them. Considering
the ratio of their difference;

y,— Y, =aAF[e " —e 7] (3.36)
Y, — Y= aAF[e " —e ] (3.37)

yl — y2 _ e_M1 — e_MZ
Y>~Ys gt —g

(3.38)

Where F =sin(at, —¢)= singd, —¢ )= sinft,—¢@ . as three consecutive peaks have been
chosen. Note that this was good in eliminatingféotor a and the mass of the load cell (M).

Therefore, as mentioned earlier, applying thesatopus on the solutions given by Equation
(3.7) and Equation (3.5) will give the same results
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Taking the ratio of their differences Ay :uand simplifying the equation results in;
Y>3
Ny(eH: —gHe) =g+ —gH (3.39)
= e (Ay+1)=e* —Aye (3.40)
= Ay +1=¢e'C™ — Ayt (3.41)

Knowing thatt, >t, >t,therefore this can be simplified further to;
= Ay +1=¢e"®) — Aye ™) (3.42)
Grouping Ay together gives;
Ay(1-e*)=e"™ -1 (3.43)

e -1
e/lAt

:Ay( J:eﬂAt -1 (3.44)

As there are common terms on both sides of the equationuaticegfor Ay in terms of i

and At can be found;

Ay(%) =1 (3.45)

=Ny =& (3.46)

And therefore deducing the damping factar)(by taking the natural log of both sides is

possible;

_ In(Ay)
== (3.47)

The damping factor £) is used to calculate the damping coefficient (c) of each load cell by

running a known mass (m) and rearranging Equation (3.3y& gi

c=2u(M +m) (3.48)
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Knowing the parameters M, ¢ apnd Equation (3.3) can be rearranged to predict any

unknown mass;

mzz—iI—M (3.49)
To summarise; for the Damping method, finding tlerameters of a load cell requires
running only one known mass over the load cell. ©tie load cell parameters are known,
measuring the ratio of any three successive peatkser amplitudes of the same phase could
be used to predict the mass of the item that paksel®ad cell without the need of waiting
for the oscillations to settle down to steady stateerefore, similar to the Frequency method,
this method saves time and only limits the speethefmachine when the peaks of three

oscillations cannot be acquired accurately.
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Chapter 4. Simulation and Analysis

A program has been written in Matlab to simulatégivegraphs and allow applying the three
methods to deduce the weight of an item. The usgterface is shown in Figure 12. Input
parameters of the Load cell including the load wedks (M), spring constant (k) and damping
factor (c) could be entered. The acceleration prediby earth’s gravity (g) and time interval
(t) were also required to be applied for the vigyraph to be shown depending on the mass of
the item of interest (m). The time interval is eatkin the form of a vector, where in Figure
12 for example, the time is from 0 to 150ms, wAthof 0.025ms. Results are displayed at the
bottom of the user interface for calculating theghie from the output graph using all three
methods, as well as their error percentages frarattual weight of the item. This allowed

easy and quick comparison between the three methods

J High_Speed_Weighing_System

a0 150 120 20

g t
10 0:0.025:1 50 Plat

High Speed Weighing
g , .

Load Cell Output (deflection)

a a0

|:| 1 :
100 160
time [ms)
— Results
Frequency method Averaging method Damping method
weight (o) weeight (o) weeight (o)

49 5266 498379 49 8302

error 9% errar % errar Y

0.34677 0.0041 4065 0.13959

Figure 12: User Interface
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Matlab was used as it encompasses a numerical ¢mgpenvironment which allows the
implementation of algorithms, plotting of functioaad data, creation of user interfaces and

interfacing with programs written in other languag@®lathworks, 2011).

For investigating the effects of different load Iselthe damping coefficient and spring
constant values were varied. This had a greatteffieche Load Cell's output. Figure 13
compares 10kg/s to a 20kg/s damping coefficienadb0g load cell with 120N/m spring

constant using a 509 load.

) High_Speed_Weighing System

=0 150 120 20 50 150 120 10

e} t g t
10 0:0.025:150 ] 10 0:0.025:150

High Speed ¥Weighing

High Speed Weighing

Load Cell Output (deflection)
=

Load Cell Output (deflection)

5ID 1 60 150 0 50 100 150

1}
time (ms) tirme (ms)
Result Result

Frequency method Averaging method Damping method Frequency method Averaging method D:
weeight () weight (0f) weight () weight (o) weight () weight ()
48 8266 499979 499302 50.4549 499935 504688
error % error % error % error % error % errar %
034677 0.0041 4065 013959 0903776 002337 0937555

Figure 13: Comparing Weigh Graphswith different Damping coefficients

The effect of increasing the damping coefficientimy a 150ms period resulted in the
oscillations reaching steady state faster. As thmping coefficient (c) and the damping

factor (#) have a linear relationship denoted by EquatioBQ)8 the deflection of the load

cell is affected by a factor of a negative expomteducidated in Equation (3.14).

To simulate a stiffer load cell, Figure 14 illugés running a load over a two load cells with
one having half the spring constant value of tHeeotThe graphs are from using a spring
constant of 120N/m vs 60N/m while running a 50g gheiover a 150g load cell with a
damping coefficient of 10kg/s. The stiffer loadIcehs less deflection as expected from
Equation (3.7).
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-} High_Speed_Weighing_System ) High_Speed_Weighing_System g|§|g]
m ] k c m L} k [
a0 130 &0 10 a0 150 120 10

a t g t
10 0:0.025:150 : ] 10 0:0.025:150

High Speed Weighing High Speed Weighing

Load Cell Output (deflection)
o

Load Cell Output (deflection)

] 50 100 180 0 a0 100 150

tirme (ms) tirme (ms)
Resuft: Result
Frequency method Averaging thod Damping thod Frequency method Averaging
weiht () weight () wwsight (2 wweight (g) wielght () weight (g)
497034 500142 499049 50.4549 499933 50.4688
Errar %o Brrar % Errar % errar % error % errar %
0.56517 0.0283151 0490217 0909776 00123137 0.937555

Figure 14: Comparing Weigh Graphswith Different Spring Constants

Note the different scales of the y-axis.

To compare the three methods, six weights of 54§g.1197g, 2429, 272g and 378g were
run through the simulation and their weigh graphptared within 250ms using a spring
constant of 60N/m with 3kg/s as the damping coieffit The results are presented in Table
6.

Al Weght Frequency elhod Averging Method | Damping et Freq Method | Averaging Method (Damping Method | Freq Method | Averaging Method | Damping Method

error error error error % ermor% error %
i m 36.709 31171 0.2 0.2907 0.0787 0.2144 0.5100 0.313
145 184,660 124050 145590 0.3363 0951 0.5918 0.319 0.6366 0.4081
197 197.640 194780 196.270 0.6446 L1034 0.7302 0.321 L1286 0.3706
yLY) 282,690 245490 41100 0.6920 3452 0.9005 0.2859 14430 0.7
mn 272560 257400 172960 0.5564 I 4.5%0 0.9649 0.2046 L6837 0.3543
i m 366.730 376,360 0.8270 i 1.2710 1.63%6 0.2188 29818 04337

Table 6: Results of 57, 145, 197, 242, 272 and 378g during a 250ms period

As presented, the results from the Frequency amdpey methods are more accurate than
the Averaging method. As well as being more aceyrmaly a fraction of the time is needed
to calculate the weight as it is predicted from fingt two peaks for the Frequency method
and the first three peaks for the Damping metholdei#as the averaging method requires all
the data to average the last 35% hoping it is steadugh to get an accurate measurement.
The averaging method’s error increases with inangageight. The Frequency method’s
error percentage is consistent between 0.2% armd4.Similarly, the Damping method error
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percentage is between 0.3% and 0.45%. The Dampetbad is slightly less accurate than
the Frequency method as three peaks are requireel d@termined accurately as opposed to
only two peaks in the Frequency method. This isc@éd by the resolution of capturing the
data, discussed later in this chapter.

The averaging method is highly dependent on the atal finish positions as the nature of
the weigh graph is oscillating about a multiplettod mass as shown from Equation (3.7) of
the system. The value of the graph at steady saj&ven by Equation (3.9). Therefore this
method would be most accurate if the start andpemots are chosen as such that the values
above the desired weight cancel with the valuesvbelChoosing a multiple of periodic

intervals would give the least error.

Unlike the Averaging method which depends on theplgroscillations settling down to a
steady state to get better accuracy, the Frequamtypamping methods rely on the peaks of
the first few oscillations. While running at thensamachine speed, the data is sampled at the

same frequency rate in the same duration of tigarddess of the weight.

Investigating different speeds has been perfornyaaddifying the capture time of the weigh
graphs. 250ms time capture used previously is sitimg running the machine at 4 items a

second consecutively, which equates to 240 itemgate. To simulate running the machine

at 600 items a minute, a time capture of 0.1s guired. Table 7 shows the results when
running 57, 145, 197, 242, 272 and 378g weights ftster machine speed of 600items a
minute (10items a second) using a spring constBBON/m and a damping coefficient of
3kg/s.

3 ALY, 33T AV 01222 0.3 0.17867 0.2143 0.66203157% 0.31346
145 144,66 145,649 145,99 (.33625 I 1,643 0.5918 0.23193 1137241378 040814
197 19764 0.162 1%.27 0.54455 I 116 0.73015 032719 1605076142 0.37063
it U269 JHIGES 411 0.69193 4,466 030053 0.28593 1345434343 0.37212
i 77056 W47 72% 035637 189 0.96434 02043 | 2301838235 0.35476
in i 350.1% 17636 082697 12.1% I 1633 0878 | 326435006 04337

Table 7: Results of 57, 145, 197, 242, 272 and 378g while running at 600cpm
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Comparing these results to the ones obtained ieT@&bthe weights calculated using the
Damping and Frequency methods were not affectedre@s the weights calculated using the

Averaging method had decreased in accuracy dueetmereased speed.

As the speed increases, the time for which thestare subjected to the load cell decreases.
Therefore the oscillations have less time to séttla steady state. As the Averaging method
is highly dependent on the oscillations reachirepdy state, it has been highly affected
whereas the peaks for the Damping and Frequencyoaetare from the first three

oscillations which were not affected by having arsér time.

To further investigate the errors; a Snapshot ef ¢iror between 600g and 925¢g for a
timeframe of 250ms using the Averaging method béttestrates the periodic behaviour;

Averaging Method error
in 250ms timeframe

jg - o~
2 /S N/ AN
0 4/ \/ \/

/

abs error (g)

Averaging Method error

O NS = 0N AN O O MO NN <10 1NN O UM
O a4 MW O 0 O = NHh NNV O AN MW N O N
O O© VW OV VW O NNMNMNMNMNMNIMNOGOOGDOW O O o O O

Weight (g)

Figure 15: Averaging Method Error in 250ms

Depending on the starting point of calculating wWeight, if there are more points above the
desired weight then it accrues a higher positiveraherefore falsely stating the weight is
heavier. Similarly, if more points are below thesided weight then it portrays a lighter
weight. Therefore if we inspect the averaging métlom a larger scale, the error would

oscillate and increase as shown in Figure 16.
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Averaging Method
1200
1000
E
80 800
:
v 600
‘_3 400 = Actual weight
é 200 Averaging Method weight
0 /
AT NO M OO AN MO AT INO MmO O N N
N O Ot OANANNNMOMOAOS O ST O W
N AN OO <FETTNDND O ONNNOOOO
Actual weight (g)

Figure 16: Averaging Method error on Larger Scale

The error increases in value as weight increasedalthe amplitude of the graphs increasing

and the frequency and damping of the oscillatioesr@hsing, hence taking a longer time to

settle to a steady state value. This can be seemBquation (3.7); as the mass increases X(t)

increases in amplitude. Also, from Equation (3.8% the mass increases the damping

decreases and from Equation (3.4); as the massaises the frequency decreases.

Running an example through the simulation of a 1¢§00g weights over a load cell with

the same parameters of spring constant = 15N/mput@ncoefficient = 10Kg/s over a 250ms

period is illustrated below to further explain this

CEX

J High_Speed_Weighing_System
m 1] k [
[0 | s | [ s | [ w0 |
9 t
[ | | cooszo | |
High Speed Weighing
E 150 T T T
o
=
i
B e R e R L e L e EEEEREEEEE
=
o
=
- B B Lt CETERFREERE AR
o
)
=
=
s 1} H H H H
1} a0 100 150 200 250
time {ms)
Resuft:
Frequency method Averaging thod Damping thod
weeight () weight () weeight ()
99 7667 100,206 100.007
errar % error % errar %
0233277 0.205933 0.00667391

Load Cell Output (deflection)

) High_Speed Weighing System

| monzszs0 |

High Speed Weighing

400
SDD ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
200
L O s SR
] H H H H
1} a0 100 150 200 250
tirme (ms)
Result:
Frequency method Averaging hod D: hod
weight (o) weight (1) weight (o)
298.913 295.944 299959
Error % error % Error %
00290923 1.33193 0.013754

Figure 17: 100g vs 300g Weights Over a Load Cell
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Notice the 100g weight has lower amplitude, higfrequency and higher damping of
oscillations than the 300g weight.

On a large scale, all three methods tend to deergaaccuracy with increased weight, as
seen by analysis of the linear trend line on treplys produced by running the simulation for
all values between 600g and 925g. All trend lin@geha positive increasing slope.

Abs Error

Frequency Method

Weight (g)

= Frequency Method error

—— Linear (Frequency Method
error)

Figure 18: Frequency Method error

Abs Error

Averaging Method

H
o o
!

N
o o
|

600
619
638
657
676
695

Weight (g)

= Averaging Method error

——Linear (Averaging Method
error)

Figure 19: Averaging M ethod error

Abs Error

Damping Method

mymFEmiTmya iy Yy

al

NN T PPy | Jill-ln*l.‘.‘. L‘A

O N B O

Weight (g)

== Damping Method error

——Linear (Damping Method
error)

Figure 20: Damping M ethod error
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Further to the interesting fact that the error @éases with increasing weight for all three
methods, looking at the trend line for the errorcpatages, it shows that it decreases when
using the Frequency and Damping methods, butistleases when using the Averaging

method.
Frequency Method
0.5
X
: MMmmmmm T Tesenaretorenor®
£ 0
G>) 0N ANOOOMNONST 00NNV MO N .
2 nexaggaunRIIdaLn0od T W ——Linear (Frequency Method
- . error %)
3 Weight (g)
Figure 21: Frequency Method Trend Linefor error Percentages
Averaging Method
- 5
o
§ AL\ L\ O\ A— Averaging Method error %
5 0
()
Y L3873 8R25R92LEE898 —u -
£ NnoxadanoRadasunaoqdow Linear (Averaging Method
o error %)
3 weight (g)
Figure 22: Averaging Method Trend Linefor error Percentages
Damping Method
1.5
N
s 1
5 05 e Damping Method error %
¢ 9° MNAEAAIRRIANAN IR LSS b
E 0 "l"]l‘L’.l.l T T PR
‘T‘: Linear (Damping Method error
T A NN OO A DONNI N A OO MN A 0NN
o N ©O 0o AN < NN N < OO AN M W %)
TN AN AN AN AN ANOOONONN S
weight (g)

Figure 23: Damping Method Trend Linefor error Percentages
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Chapter 5: Weighing System Testing & Analysis
5.1 Setup

Various experiments have been performed on thehiweagsystem which is outlined in this
chapter. To perform the experiments a few prelimyinastallation steps had to be done to

ensure that the system performed accurately. Témeseutlined in this section.

The whole machine should be leveled across the imaexle, especially the chain extrusion
before and after the weighbridge section. Also, Weighing section must be centred

between the machine’s side extrusions.

/Weighbr idge Section

40 40

I|—HI

Side Extrus ion\ /-Side Extrusion

Figure 24: Centred Weigh Bridge Section

The transition plates transfer the carriers to fllbating position for the most accurate
weighing. There are slots in the incoming weightgdato allow a smooth transfer of the
carriers to the weighbridge section. To ensure dhkiers are transitioned at the correct
height onto the incoming weigh plate, the transifitates must be at a 10mm height from the

bottom of the chain extrusion. This can be setgiailOmm spacer (M10 Hex Nut).
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Outgoing
Weigh Plate

z Plate

Incoming
Weigh Plate

Transition Plate

Figure 25: Transition plates onto the Weighing System

Incoming Weigh Plate Transition Plate

Figure 26: Transition plate height

To ensure the carriers are at the correct heigtitegstravel along the Load Cells, there needs
to be a 2mm gap between the top of the Weigh bamtihy plate and the bottom of the

Page | 41



Weighing System Testing & Analysis

chain extrusion. This places the carriers in tHeating position to avoid added or removed

weight. Additional weight of the chain is introdagcevhen the gap between the weigh bar
mounting bracket and the bottom of the extrusiom@e than 2mm. This causes the carrier
latch to touch the top of the slot in the carrigp.cWhen this distance is less than 2mm, the
carriers are not able to exert full force of thems to be weighed onto the load cell as the
carrier latch touches the bottom of the slot indagier clip; therefore the weight measured is

calculated inaccurately to be less than the actual.

Carrier in Floating Position

Extrusion =——___ |

Weigh Bar

-I-‘__--
. Mounting Plate T ———

Figure 27: Weighing plate height

A jig has been designed for ease of ensuring then2mp is achieved. This has been
designed to be machined out of black oxide miletlstiat bar for accuracy. In addition to
ensuring the height is correct, it also servegtimose of making sure the chain extrusion is

centred to the weigh bar system as it has beergrss$ito have the same width as the
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mounting block. The jig simply slides in and outvaeen the mounting block and the chain
extrusion.

Figure 28: Weigh Bar jigin place

The height of the weigh bar pair is adjusted usngimple system whereby two locking
M10x25mm bolts are loosened and two M10x70mm baltshe bottom of the mounting

bracket are either screwed in to decrease thendistbetween the mounting block and the
chain extrusion or screwed out to increase thiguce.
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P

Figure 29: Position of Adjustment Bolts

To minimise the external disturbances from the rimeghthe weighing section must be
isolated from the rest of the machine and boltedrdto the floor. The only points of contact

between the machine and the weighing section aredtriers.

Further to these preliminary installation stepgutar checks had to be made before tests
were performed to ensure the best performance.€lihekided the following;

Ensuring all the chain extrusions are centred ahdys correctly using the jig

o Ensuring the jig slid in and out the mounting bleciots with little or no
friction

* Ensuring the gap between the bottom of the extnuaiw the bottom of the transition
plates is 10 mm

* Ensuring the gap between Transition plates andnit@ming weigh plates’ slots are
evenly spaced

* Ensuring nothing is interfering with the Weigh Bya& including the base wooden

covers

The Compac software allowed data to be exportegihtexcel spreadsheet. These files are
opened by Matlab and analysed using various soétakgorithms that will be detailed in the
following sections. A sample file is in Appendix The files exported can have up to five
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columns dependent on the number of load cells ¢choBeere are four load cells on this
machine, due to having two lanes; therefore theftas columns are assigned to these. The

first column is always the sample number.

5.2  Sampling Restrictions

The sample number is not precise as the Analogidital Converter (ADC) samples at a
rate of 4 kHz, but this has small variations4Q96samples per second). Furthermore, the
software caps at 2047 samples per capture of caveigh graphs. Depending on the number
of carriers chosen, the software would averagedneples obtained over the samples chosen.
For example, if a capture of three carriers wassehpand the machine was running at 300
carriers per minute (cpm), then three carriers @dod captured in 0.6 seconds. This equates
to 2457.6 samples. As the maximum number of sangeegapture through the software is
2047, the difference is 410.6 samples. These amged over the 2047 samples; therefore,
each sample on the software graph is an avera smples from the ADC.

The opposite could happen where the number of chpsen to be captured would utilise
more samples in the limited time (depending onsiieed of the machine) than the maximum
2047 samples. Therefore inaccuracies occur. Todas, the maximum carriers to capture

during the allocated time due to speed have bdmrated below;

Speed (cpm) carriers  Samples

300 5 4096
400 6 3686
500 8 3932
600 10 4096
700 11 3861

Table 8: Samples dueto Speed and Readings

This is from the detailed analysis shown in App&ridi

If another carrier is chosen to be captured asgigeds shown in Table 8, then samples would

be missed as presented in Table 9.
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Speed (cpm’ Carriers Missed Samples

300 6 819
400 7 204
500 9 327
600 11 409
700 12 117

Table9: Missed Samples

5.3  Averaging Method

Tests have been performed to find the accuracheosystem using the Averaging method at
different speeds and weights. Five items weighi®dgl 2269, 3799, 528g and 711g were run
over the weighing system at 300 and 600 carriersnpeute (cpm).

As the weighing section consists of a dual loadl £gtem for every lane, the load is split
between the load cells, therefore each load cedl subjected to approximately 82g, 113g,
189.5g, 264g and 355.5g load. The results are pie$en Table 10 while running the
machine at 300cpm and Table 11 while running atpe0

Weight of item (g) Calculated weight (g) error (g) error %
82 81.40 0.60 0.73
113 114.10 1.10 0.97
189.5 191.40 1.90 1.00
264 261.10 2.90 1.10
355.5 360.30 4.80 1.35

Table 10: Resultswhile running at 300cpm

Page | 46



Weighing System Testing & Analysis

82 82.70 0.70 0.85
113 114.60 1.60 1.42
189.5 192.03 2.53 1.34
264 260.10 3.90 1.48
355.5 371.30 15.80 4.44

Table 11: Results while running at 600cpm

The tables show that accuracy decreases with siageaveight and speed. This method
relies on the settling of the oscillatory respofreen the load cells to acquire an accurate
measurement of the desired weight. This become=lésient when the speed of the carriers
increases as the time for which the dual load sgdtem is subjected to the carriers and
weight is decreased. Furthermore, having heaweenston the carriers would require more
time for the response to settle as the deflectiothe load cells is greater. This is evident
from higher amplitudes as well as the frequency @achping of oscillations decreasing as
seen in Figure 17.

To test the reliability of the load cells, one iteveighing 100g was run on the carriers over
the load cells 15 times repeatedly at 300, 400, &@0D600cpm. The results are presented in
Table 12.

Running 100g weight over Weighing System 15 times

StdDev Range (g)

300 100.66 0.92 2.9
400 100.71 1.01 3.7
500 100.78 1.57 5.4
600 101.01 1.83 6.5

Table 12: Reliability test of a 166g weight on a Carrier
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It is evident that there are external factors difgcthe accuracy of the system. If the system
was not affected by external disturbances theretiayuld not have been a range evident
when running the same item a number of times asdmee speed over the weighing system.
It is interesting to note that as speed increadsegdliability decreases. This is investigated

further in this chapter.

To further investigate the inconsistency, emptyiees have been run on the dual load cell
system at 300, 400, 500 and 600cpm. The compobétite carriers that are weighed are the
frame, latch, rollers and axle. They add up total tof 143g. The z-plate on top of the load
cell has to be taken into account as it is caledlats part of the weight. The z-plate weighs
87g. Therefore when empty carriers are run theeetegal of 230g over the weighing system.

The results are shown in Table 13.

Running 15 230g Carriers over Weighing System

StdDev Range (9)

300 230.04 0.71 2.2
400 230.36 0.71 2.3
500 230.39 0.74 2.4
600 230.52 0.77 2.6

Table 13: Accuracy of empty Carriers

This shows that the carriers and z-plate have ghtslvariation that occurs during

manufacturing. These variations affect the accu@cthe system when trying to calculate
the weight. The inaccuracy is not as high as tlakable 12 There are other factors that
affect the accuracy of calculating the weight @ explained and investigated further in this

chapter.

If the averaging method is applied on a weigh grigg@hthat of Figure 30, it would give an
inaccurate weight as a disturbance is evidenteatast 35% of the weigh graph data causing
it to increase. The weight calculated through theraging method for this item is 143.3g.

The item’s weight was actually 283g and it wasauB899cpm over the dual load cell system;
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therefore the weight should have been estimatdaetabout 141.5g. This gives an error of
1.89g, which equates to about 1.27%.

Figure 30: Graph with disturbancein the final 35%
This same weight is analysed using the DampingFaeduency methods.

5.4 Damping Method

The next section is the experiments conducted ttimgehe weight of an unknown item, and
deducing the accuracy using the Damping methodreThee various factors that influence

the output of the load cell, and hence provide sleading outcome to the weight. These
factors are discussed.

Firstly, the parameters of both load cells on & lerere needed to be determined. To get the
parameters of the load cell an experiment was adeduvhereby a known load (200g) was
placed onto the z-plate on top of each load cellicgtlly on the second lane, presented in
Figure 31and Figure 32. The response of the loHsl were captured and peaks detected. In
order to capture the data statically, a rod sinoulatas used to deceive the software into

thinking the machine was running at 290cpm. Frois, tthe x-axis time scale can be
determined accurately.

Data was collected from each of the load cells ftbm second lane and uploaded into the

Matlab software. The known mass and gravitatiomadstant were specified. The code is
presented in Appendix F.

It was essential to be able to capture the peakesabf the oscillations accurately as the

methods depend on them to deduce the weight. Theritim “Peakdet” has been written as
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a function, presented in Appendix E, to allow it lie called from within any program
throughout the tests to capture the peaks and oo any graph. The peaks in Figure 31

and Figure 32 have been signified with black cresse

weight (g)

| | | | |
1 12 14 16 18
time ()

Figure 31: Weigh Graph of a 200g weight on first load cell

Figure 32: Weigh Graph of a 200g weight on second load cell

The peaks that were of interest are the highesettitat happen as a result of placing the

weight onto the load cell. This data was used tdalgedamping factor ) by taking the

ratio of the amplitude of these peaks, as welhasaverage time between the peaks, then
using Equation (3.47) to calculate it. This is susmnised in Table 14.
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Load Cell 1% Peak 2" Peak 3%Peak Ratio

of Average time (s) Damping

peaks factor
1 (0.3137, |[(0.3380, [(0.3595, [1.8793 0.0229 27.5805
247.6)  [220.4) 205.9)
2 (0.1530, [(0.1660, |[(0.1740, [1.3757 0.0105 30.379
295.9) [248.3) 213.7)

Table 14: 200g load cell data

The damping coefficient (c) is calculated from tl@nping factor() using Equation (3.48),

and equated to be 1.2152e4 kg/s for the first weEdand 1.1032e4 kg/s for the second load
cell.

Through reverse Engineering, a check was made tisengarameters to see if the mass can

be returned and it came out to be 200g as expesiad these parameters.

In order to test these parameters, an item witl82g2veight (unknown weight) is run at
399cpm on a carrier over the dual load cell sysageh its data captured. The weight of the
carrier was removed and the weigh data was usgdettict the weight using the Damping
method on the load cells with the graphs preseimdtigure 33 and Figure 34. Peaks have
been denoted with red crosses.

tirme (s)

Figure 33: Weigh Graph of a 283g weight running at 400cpm on first load cell

Page | 51



Weighing System Testing & Analysis

time (5)

Figure 34: Weigh Graph of a 283g weight running at 400cpm on second load cell

The peaks that are of interest are stored in ay atarting at the overshoot peak. This was
after the initial fluctuations at the Og weightnlee polling in the code for a peak above 50,
shown in Appendix F. The damping factor was fourahf the ratio of the peaks and the
average time difference by using Equation (3.4he Graph’s three peaks were used to find
the ratio of the difference of amplitudes of thes®l & third to the second & first peaks, and
the average time difference. Finally, the mass easulated using Equation (3.49). This is
all summarised in Table 15.

3" Peak

2" Peak Predicted

weight (Q)

Load 1% Peak
Cdl

Ratio of Average
peaks

Damping
factor

time (s)

(0.1268, |(0.1492, [(0.1718, [2.4 0.0225  [38.9097 [141.7668
190.2075) [163.2075) [151.9575)
(0.1270, |(0.1495, [0.1727, [2.6 0.0225  |43.2888 [140.3549
208.0075 [176.8875) [165.1375)

Table 15: 283g load cell data

Assuming the item on the carrier was stable, thighte would have been expected to either
be divided equally between them (141.5g on eacth ¢edl) or compensated by one load cell
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more than the other due to the shape of the itangheeighed. Either case should give the

total weight of the item when both load cell’'s aicgd weights are summed.

Summing the masses from both load cells givesdta predicted mass of the 283¢g item as
282.12179g. Therefore there is an error of 0.8788gewusing the Damping method. This
equates to 0.31%. This is a similar result to theukations.

Testing with other masses gave conflicting redultdhe simulation in some cases. These are
outlined in Table 16 and Table 17,

Speed |Actual Weight Predicted error | error
1st peak 2nd peak | 3rd peak )
(cpm) (8) weight (g) (8) %
(0.2093, (0.2585, (0.2957,
300 82 84.30 2.30 | 2.81
102.9) 87.7) 86.8)
(0.3350, (0.3619,
300 113 (0.3144,129.1) 112.68 0.32 | 0.29
121.43) 119.3)
(0.3365, (0.3672, (0.3941,
300 189.5 190.30 0.80 | 0.42
247.7) 211.7) 198.2)
(0.3605, (0.389s8,
300 264 (0.3331,342.9) 270.69 6.69 | 2.53
309.1) 291.2)
(0.4368, (0.4680,
300 355.5 (0.4056, 441) 362.28 6.78 | 1.91
408.6) 389.4)

Table 16: Weight prediction while being run at 300cpm
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Speed |Actual Weight Predicted error | error
1st peak 2nd peak | 3rd peak )
(cpm) (8) weight (g) (8) %
(0.2026, (0.2230,
600 82 (0.1790, 137.6) 84.49 249 | 3.03
107.4) 100.2)
(0.1158, (0.1341,
600 113 (0.0912, 123.7) 115.70 2.70 | 2.39
116.3) 113.9)
(0.207s, (0.2359,
600 189.5 (0.1819, 296.3) 191.93 243 | 1.28
242.2) 217.3)
(0.1133, (0.1462,
600 264 (0.0818, 363.9) 260.92 3.08 | 1.17
297.5) 266.1)
(0.1301,
600 355.5 (0.0756,493.9) |(0.1025,443) 372.39 16.89 | 4.75
409)

These results are not consistent as seen in theladion. The accuracy has a general
tendency to decrease with increasing weight ano @éxrease with increasing speed. The
inconsistency in the results is due to disturbamaessing the graphs not to act as a second

order harmonic oscillator as assumed by the systerdel due to disturbances that are

Table 17: Weight prediction while being run at 600cpm

investigated further in this chapter.

To further explain the discrepancies, the expegieghh from the output of the model has
been overlaid onto the actual graph for the 188&d while running at 300cpm in Figure 35,

and while running at 600cpm in Figure 36.
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300

wight (g)

. ! | | | | |
0

Figure 35: Actual vs Predicted for 189.5g at 300cpm
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Figure 36: Actual vs Predicted for 189.5g at 600cpm

The model graphs are not exactly overlaid ontooilgut graphs from the weighing system.
While running at 300cpm, the first peak of the batons had a lower value than the

expected output from the model, although this wasnteracted by having the second and
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third peaks with a higher value than the expectextieh Therefore, the overall weight
prediction was higher than the actual weight byyO\While running at 600cpm, the first and
second peaks were lower than the expected outcamrethe model, but the third was higher
which lead to the 2.43g difference.

Similarly, when investigating the graphs for the4@6weight, Figure 37 and Figure 40
represent running the weight at 300cpm and 600@spectively. As presented, the model
graph is a closer fit while running at 600cpm tlitais while running at 300cpm. This lead to

a better accuracy at 600cpm with 3g error, whilddftcpm there was a 6.7g error.

weight (g)

o | | \ ! | |

Figure 37: Actual vs Predicted for 264g at 300cpm
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weight (g)

i | | \ \ | \

time (5]
Figure 38: Actual vs Predicted for 264g at 600cpm

The model graph’s oscillation frequency fit welltonthe output graph’s data from the
weighing system but the amplitude does not. To nth&anodels fit the data better, damping
could be investigated as the model is sometimesist@mtly higher than the data at the
peaks. This suggests that more damping would befigel. Although, some cases similar to
the 2649 at 300cpm, presented in Figure 37, shbatshie model graph’s amplitude starts of
higher than the weighing system’s output data, thenlower after the first oscillation. This

suggests that the data is being interfered with.

All forms of interferences and disturbances needbdoeradicated from the system. There
seems to be more than one form of interferencéneslata is not consistently affected the

same way. These are investigated later in the ehapt

5.5 Frequency Method

To predict the weight utilising the Frequency metha similar approach to the Damping

method is applied. In addition to the 200g weidatpd on both the lane’s load cells, another
static load was applied to get the load cell patarsewhich are used to predict the weight
when an unknown mass is run on the dual load gstem. The graphs of 1229 static loads
on both load cells are presented in Figure 39 aguar& 40.
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Figure 39: Weigh graph of 122g on third load cell
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Figure 40: Weigh graph of 1229 placed on fourth load cell

The frequencies acquired are presented in TableTh8. table also has the frequencies
acquired from running a 283g weight at 399cpm o 12 (load cells 3 and 4) presented in
Figure 33 and Figure 34 above. Approximately hadf weight is going to be exerted on each

load cell, therefore the actual frequencies on éaath cell is that of a 141.5g weight.

Page | 58



Weighing System Testing & Analysis

Load Cedl Weight (g) 1st Peak 2nd Peak Frequencies

(g¥d

2 4 200 (0.3137, 247.6)[ (0.3380,] 259.1
220.4)

2 4 122 |(0.3347,165.887] (0.3810,] 135.85
136.6375

2 4 1415 (0.1492, (0.1718,| 279.25

163.2075) 151.9575)

2 3 200 (0.1530, 295.9)| (0.1660,] 483
248.3)
2 3 122 (0.3648, | (0.3882,] 284.1

168.8875) [136.6375

2 3 141.5 (0.1495, (0.1727,| 279.25
176.8875)  |165.1375)

Table 18: Frequency comparisons

The time it takes for the oscillations created bstatic load placed on a load cell are very
short. This means that the difference in time betwthe first two peaks is very small. Even
though the system has a high sampling rate of 4,Kidy disturbance to the load cell while
applying the load leads to inaccuracies and wraegiptions of the weight. The Frequency
method is highly dependent on accurate determimatiothe time between the first two
peaks. This system is highly susceptible to smaliations which have a big effect on the
angular frequency determination of the graphs. &ensfrom the graphs above, the
oscillations do not follow a harmonic motion withet oscillations being at constant
frequency. A difference of 0.01s between the fingt peaks causes a large difference in the
angular frequency calculation using Equation (3.IB)erefore although the Frequency
method might be very useful tool for other systewth fewer discrepancies, it is not the best

option for this weighing system.

Various factors may be contributing to the discrepas such as the mechanical assembly not
being fully isolated, the mechanical component’siateons, the mechanical setup and
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external noise. When these factors are flagraetgthph of the output of the load cell does
not abide by the expected outcome of the systenemdterefore the algorithms do not give

an accurate prediction of the weight.

5.6 Disturbances

5.6.1 Carrier Interference

The current system has the chain driven carriergetralong a hardened stainless steel plate
which is mounted using a couple of button-headsbtit the Vishay 6Kg load cell. The
stainless steel plate is hardened to withstanccéineers constantly running on top without
cutting groves or wearing the steel. The frameénhefdarriers, which is the contact point to the
stainless steel plate, is made of glass reinforgéon plastic. The stainless steel plate is cut
to the shape of a Z to allow the weigh pads orfrémae of each carrier to enter, and exit, the

stainless plate at the same time.

Figure4l: Carrierson z-plate

Each carrier is on the z-plate for a distance oh®0to allow enough time for the deflection

of the load cell to accrue an accurate measurerAéthbugh, due to the distance between the
carriers being 95.25mm as they are at 3.75” pitelams that the carrier prior to the one on
the z-plate being weighed will enter the z-platéolee the first one exits as presented in
Figure 42. There is a gap of 1mm between the 2@ad the weigh plates. Therefore the

interference lasts for 4.25mm as the carrier iothiced onto the z-plate (from the preceding
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carrier), and a further 4.25mm as the carrier akigsz-plate (from the next carrier). Giving a
total of 8.5mm, this equates to ~9% of the cadtignation while being weighed.

Figure42: Carrier interference on the z-plate

To investigate this further an experiment was ceotetll whereby every second carrier was
removed from the chain to allow only one carriertlom z-plate at any one time. This allowed
the deflection of each load cell to have enougle timreturn to its neutral position before the

next carrier arrived to be weighed.

A 1669 weight was placed on the carriers twentyeinwhile the machine was running at
300, 400, 500, 600 and 670cpm. The mean, standewéhtobn, range and error were
calculated and presented in Table 19 for the cagew missing carriers and Table 20 for

the case with missing carriers;
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Running 166g weight on carriers

without missing carriers on the chain

Speed Mean StdDev  Range | error (Q) error %

300 167.04 0.98 3.5 1.04 0.626506
400 167.20 1.24 4.6 1.2 0.722892
500 165.83 1.05 4.4 0.17 0.10241
600 166.81 1.92 6.7 0.81 0.48795p
670 170.21 1.89 8.8 4.21 2.536145

Table 19: 166g Weight on Carrierswithout Missing Carriers

Running 166g weight on carriers

where every second carrier is missing from the lane

Speed Mean StdDev  Range | error (Q) Error %

300 166.41 0.82 3.1 0.41 0.246988
400 166.25 0.83 2.9 0.25 0.15060¢
500 165.13 0.73 6.9 0.87 0.524096
600 166.59 1.25 4.5 0.59 0.35542p
670 169.09 2.03 6.2 3.09 1.861446

Table 20: 166g Weight on Carrierswith Missing Carriers

Having every second carrier missing from the ldherefore allowing the load cell to return

to its neutral position before the next carrierwatweight is introduced, gave more accurate
results at all speeds except at 500cpm. Furthestigation shows that at 500cpm the range
is bigger than expected due to two values havieg/tiues of 163.9 and 164g. These outliers
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have skewed the mean. Disregarding this, the dweffact of allowing the load cell to settle

before the next carrier is introduced leads to naa@irate calculation of the weights.
5.6.2 Item’s physical shape (stability)

If an item is not stable on the carrier while triéiig over the load cells then the weight of the
item is not split evenly between the two load ceflshe lane. Similar to Figure 43 where the
blue graph is from load cell 4, the green grapfram load cell 3 and the red graph is the
total sum of both the blue and green. If an iterhdancing it may exert less force on a load
cell if it has an upwards velocity component, amdy exert more force if it has a downward
velocity component. In this case, the item was kbogtherefore less force was exerted on
the fourth load cell, and more was exerted on ke load cell. This is evident from the

graphs of both load cells starting and ending atshme position but moving further apart

during the motion.

9000
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Figure 43: Load Cell output and their summation

The weights of graphs with interferences as suchlavibe better calculated using the
Damping method as it depends on the initial odmkés amplitudes which might not have
been affected by the unstable items. The Averagiatihod will predict the individual load

cell’s masses to be varying due to the bouncind,dapending on the intensity of the

Page | 63



Weighing System Testing & Analysis

unstableness, might give inaccurate results.

Due to the recent results implying that stabilifylee items on the carriers is crucial, a simple
test experiment was carried out by adding foanhéocarrier’'s frame. Ten carriers had low

density, closed cell foam placed on the frame asvalin Figure 44.

It was expected that the foam should stabiliseitéras on the carriers therefore producing
more accurate weighing. Tests were performed bgingnthe carriers at two different speeds
of 400 and 600 carriers per minute (cpm) and ptatdmee weights of 88, 166 and 253g on
empty standard carriers, and then on the carriéts tive foam on the frame. Each weight
was run 10 times on carriers with and without fdamsompare. Table 21 outlines the results.

B R

Figure 45: Appleon Carrierswith Foam
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Speed Weight Mean StdDev Range Mean Error

(com)  (9) (9) (9) (9) (@  Mean Error 9
Foam 400 88 89.76| 1.38 3.6 1.76 2
No Foam 400 88 88.48  1.18 3.4 0.48 0.545454545
Foam 400 166 |167.58 1.77 5.9 1.58 0.951807229
No Foam 400 166 | 166.02 2.44 7.9 0.02 0.012048193
Foam 400 253 |254.76| 0.96 3.1 1.76 0.695652174
No Foam 400 253 2544  1.85 6.8 14 0.553359684
Foam 600 88 87.99 1.09 3.7 -0.01 -0.011363636
No Foam | 600 88 88.89| 1.45 4.3 0.89 1.011363636
Foam 600 166 | 167.72 2.06 7.5 1.72 1.036144578
No Foam | 600 166 |167.84) 2.69 9.3 1.84 1.108433735
Foam 600 253 | 259.14 1.11 3.5 6.14 2.42687747
No Foam | 600 253 |259.98 4.07 | 13.8 6.98 2.758893281

Table 21: Results of Foam VsNo Foam on Carriers

Comparing the means between the two speeds, thersarith no foam seemed to be closer
to the actual weight being measured at the slovedp€&his was differing to the results at

higher speed where the carriers with foam seeméd taore accurate.

Comparing the standard deviations between the pgeds, the carriers with foam seemed to
be more consistent every time, except for the eag®0cpm with 88g, although the standard
deviations are very close (1.38 vs 1.18). It wasy veticeable at higher speed (600cpm)
using the heavy fruit (253g) that the foam hadggédifect on the standard deviation (1.11 vs
4.07).

Comparing the range between the two speeds, atp@ircarriers with the foam gave better

results by having a lower range. Except for thedospeed (400cpm) using the lower weight
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(889g). Similar to the standard deviation in thade;ahe ranges are very close (3.6 vs 3.4). It
was the most noticeable at the higher speed wétihéavier weight (3.5 vs 13.89).

When the foam and no foam experiments are compareéerms of weigh measurements

error, the results were inconclusive. Generallg, fttam had a positive effect on the weights,
more so at higher speeds. As mentioned in the ¢sgemutcome, the foam seems to be
effective in stabilising the fruit on the carrief$e low density property of the foam meant it
moulded to the shape of the item placed on theéetaand gave it a soft surface contact rather
than a line or point contact on the plastic franiethee carrier. Furthermore, the foam

absorbed the shock of placing the fruit on theieesrquickly and so items managed to settle

in one position.

Repeating this test with more weights and moreuieeg runs would be beneficial to draw

sound conclusions.
5.6.3 External noise/vibration

External noise is one of the factors that can tesuhaccurate determination of the weight of
an item when using either of the methods. Evenghdhe weighing system is isolated from
the machine, noise can still propagate throughdate When the noise is present the weigh
graph of an item does not conform to a sinusoidahg. It can be noticeable that the graph is
increasing in amplitude of oscillations, or it ftuates in a non-decaying form. Increasing in
oscillations could be due to excitation of the naltfrequencies of the structure. This is
evident as in Figure 46 having the oscillationgease in amplitude. The natural frequencies
of the structure could be researched further imsenf adding stiffness to increase the values
of the natural frequencies. Although, this showdddbne with care as increasing the stiffness
could be accompanied by increasing the mass, mggutt no change or even a decrease in

the natural frequencies.
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Figure 46: Disturbance dueto excitation

5.6.4 External Disturbance - human interference

The load cells are designed to be very sensitiaee Geeds to be taken when placing items
onto each load cell to determine its parametergerBal disturbance was noticed when trying
to acquire the parameters of the load cell by ptaei 200g load onto the fourth load cell on
lane 2. Figure 47 shows that the weight was natgalaorrectly as it is evident that the
weight was removed slightly after the initial casttavith the load cell.
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Figure 47: Disturbance dueto human interference

When using the first three peaks in Figure 47 toutate the damping factor and the spring
constant, the coefficient values came out negativiée using Equations (3.47) and (3.27).
Therefore using either the Damping or Frequencyhods would result in an inaccurate

prediction of the parameters due to the misleadatg.

Another way of acquiring the load cell parameterstead of placing a known weight onto a
load cell, is removing a known weight off a loadl.cEhis seemed less likely to introduce
disturbances in terms of human error adding exgight or removing weight as seen in
Figure 48.
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Figure 48: Weigh Graph from removing a 200g Weight off a L oad Cell

This has been tested by removing a 200g weight &idoad cell, and the two peaks captured
after removing the load were at (0.4746, 32) and9@1, 12).
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Figure 49: Peaks of interest from the 200g removed weight

Due to the resolution of the graph, the peaks at@ccurately determined therefore the
parameters of the load cell could not be calculatmlirately. The load cell takes a very short
time to reach a stable state when removing anfitem the deflected position. Whereas
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when an item is placed onto a load cell, it startigs stable position, deflects to its maximum
depending on the weight placed and oscillates tmidk neutral state. There are more
oscillations that have higher amplitude and takenger time to settle when an item is placed
onto a load cell. Therefore it is easier to geteraxcurate values for the peaks.

5.7  Spectral Analysis

Frequency of the weigh graphs from a load cellapethdent on the weight of the object
being weighed regardless of speed, refer to Equd48a}). Speed should theoretically only
affect the time upon which the item to be weighe@pplied to the load cell. Upon further
experimentation, it was found that this is not rsseeily the case for this system. This is

explained in the following section.

An experiment was conducted to find the frequenofethe oscillations by running different
weights 164, 379, 528 and 711g at different sp&&fs 400, 500 and 600cpm. The weigh
graph data was captured and manipulated to be peddan the same graph. These tests were
conducted on the second lane of the machine, hesiog load cells three and four to capture
the data. Figure 50 and Figure 51 show the weigbhg of 379g on load cells three and four
respectively. Refer to Figure 52 to Figure 57 inpApdix | for the weigh graphs of 164qg,
528g and 711g. Throughout the figures, the x-axisotes time (seconds) and the y-axis
denotes weight (deca-grams).The peaks have beed fming the peak detection algorithm
presented in Appendix G. The graph colour codesaartllows;Blue = 300cpmGreen=
400cpm Red = 500cpnandMagenta = 600cpniThe results are presented in Table 22.
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Figure 50: Weigh Graphs of 379g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 3 (Lane2,LC 1)
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Figure 51: Weigh Graphs of 379g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 4 (Lane 2, LC 2)
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Speed
300cpm 400cpm 500cpm 600cpm
Weight LC3 LC4 LC3 LC4 LC3 LC4 LC3 LC4
1649 47.3485| 43.4028| 27.2331| 27.2331| 39.0137| 35.0730| 42.5170| 36.5497
3799 44.3262| 40.8497| 28.6369| 27.5028| 31.2813| 30.7276| 38.2263| 38.2263
528g 38.5802| 37.8788| 27.2331| 26.9687| 29.6771| 29.1783| 31.8066| 32.0513
7119 37.2024| 37.2024| 42.7350| 42.7350| 22.6943| 22.4014| 37.2024| 35.3107

Table 22: Frequency (Hz) Depending on Speed and Weight

In general load cell 4 had a lower frequency frésnoutputs than load cell 3. LC3 and LC4

are both exposed to the same item at the same ttierefore the variation in their frequency

at the same speed suggests that the weight omuphenight not be stable. It might be slightly

rocking from side to side. Other possibilities Hrat the setup of the load cells is not level, or
the carriers themselves are flexing and affectiggldadcell signals.

As expected, the frequency decreased with incrgasgight at the same speed except for
when running 379g and 711g at 400 and 600cpm. ¢t mzresting that the frequency was
not consistent using the same weight as speedas®tde These discrepancies could be due to
external interferences to the system. These imemées would have to be related to the speed
of the machine. Increasing the speed would meamibter runs faster to convey the chain
around the sprockets faster. This also leads tacaéineers transferring across the weighing

system faster therefore causing more abrupt loaalgunloading of the load cell.

Furthermore, running at different speeds would m#an carriers are introducing other

forcing frequencies to the system themselves.dh th

e @300 cpm=5cups/sec, T=0.2s,f=5Hz

e @400 cpm = 6.67cups/sec, T =0.15s, f =6.67Hz
e @500 cpm =8.33 cups/sec, T=0.12s, f =8.33Hz
* @600 cpm =10 cups/sec, T=0.1s, f = 10Hz

Were T is the period, and f is the forcing frequenc

These forcing frequencies, and their harmonics,ldcdae interfering with the natural
frequency of the system therefore causing exciathn overall frequency analysis of the
weighing structure and the components in the systeh as the carriers and the weigh plates
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would be beneficial in further analysing these dipancies. In general a stiffer structure is

beneficial as it is less affected by the lower hamios of everyday life.

Another factor that could affect this is the vadanin tolerances between the different

carriers. The carrier discrepancies were evidetiterresults presented before in Chapter 2.
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Chapter 6: Results & Discussion

A weighing system was configured and built to allt@sting and experimentation on
acquiring the weight of items placed on the Comgatiers travelling at high speeds up to

600 items a minute.

The system has been modelled mathematically arfdreliit methods for predicting the
weight have been established; the Averaging, Fregguand Damping methods. Each has its
advantages and drawbacks. Also, each has its tioia These were found through
simulations using a programmed user interface aatlworld testing on the dual load cell

system.

The simulations were successful in providing anyeasd quick comparison between the
three methods while presenting a visual graph efldlad cell output for the weight applied.
The real world testing allowed for a better undsnrding of external and internal variables
unaccounted for using the simulations, while conmgathe three methods for calculation of

the unknown weights being run on the dual load ©ystem.

The Averaging method works best when the data ¢ditpon the load cell is stable and there
is enough time for the oscillations of the graphréach steady state. This method involves
utilising as much time as possible to get an ad¢eurasult. Therefore slower speeds and
lighter weights work well using the Averaging medhdAt slower speeds the weight is

subjected to the load cells for a longer periodioe allowing the oscillations of the graph

from the weighing data to settle. Lighter weightflect the load cells less than heavier
weights therefore they have lower amplitudes whedch steady state faster. The Averaging

method does not require calculating the paramefetse load cell to acquire the weight.

The Frequency and Damping methods work well when rissolution is high so can
determine the coordinates of the peaks accuraidlgy do not require waiting for all the
oscillations to settle as they are based upon giadithe weight from the initial oscillations.
The Damping method depends on the ratio of the pe&khe oscillations and consequently
requires at least three peaks. The Frequency medlepénds on the frequency of the
oscillations, and thus requires accurate determoimaif the period of the oscillations. This
can be acquired from the first two peaks of thdllasions. These are an improvement over
the Averaging method as the rest of the weigh dfi&a the initial peaks are acquired can be
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disregarded. An advantage of this is that procgspower can be utilised elsewhere to
calculate a prediction of the weight. This also nseghat speed of the machine can be
increased as it is not necessary to wait to caplirdhe data from the load cell. When the
initial three oscillations are captured accurafedyn the load of the first carrier onto the load

cell, the next carrier can be subjected to the logt directly after so time is not wasted.

Another advantage is that heavier weights can e awer the weighing system. The

Averaging method might not have had time to caleuldne weight of heavier masses

accurately due to the higher amplitudes, loweruesgy and lower damping coefficient of

oscillations taking a longer time to settle. Mamagio predict the weight accurately in a

shorter amount of time and having the ability t@ umavier weights would be extremely

beneficial for industry applications such as rot®tautomation and food as it would increase
throughput for production.

Simulations done on Matlab of different weigh greptunning with different weights
between 55 and 400g showed that the Frequency distbaor percentage is between 0.2
and 0.35%, the Damping method error percentageetsrden 0.3 and 0.45% and the
Averaging method’s error percentage is betweenadd 2.9%. The error increased with
increasing weight, although the increase for thegency and Damping methods was less
than the increase exhibited by the Averaging methbds is because the Averaging
method’s oscillations did not tend to reach steathte in the allocated time as weight
increased. The Damping and Frequency method’s ssm@re more consistent as they
depended on the resolution of the graphs to acdiu@geaks. Due to the consistency of the
error, the error percentage of the Damping and ueecy method decreased with increasing
weight, whereas the Averaging method’s error pdegen continued to increase with

increasing weight.

Increasing the speed was another interesting faot@stigated. This was simulated by
decreasing the amount of time for each weigh capag at faster speeds the items are
subjected to the load cells in less time. Due te Bamping and Frequency methods
depending on the initial oscillation’s peaks, thvegre not affected by an increase in speed
from 240 items a minute to 600 items a minute. Waerthe Averaging method’s accuracy
decreased due to the calculations being perforrmetfligher amplitude oscillations of the
graphs because of the decreased time. The err@miages were between 0.6 and 3.2%.
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The Frequency and Damping methods are more suitable wider range of load cells. It

was found that a higher damping factor of the loalts caused the oscillations of the graphs
to reach steady state faster. Furthermore, a higii@ng constant causes more oscillations
with lower amplitude. Therefore having load cellshwa higher damping factor and a lower
spring constant that tends to reach steady ststerfes preferred for the Averaging method as
it depends on the start and finish position ofdhlkeulation of the graph data at the final 35%.
Whereas, the Damping and Frequency methods doepand on the behaviour of the graph
after the initial oscillations; as long as the damgpfactor and the spring constant can be

found accurately then it is a matter of obtaining peak values of the initial oscillations.

Real world testing was performed to find the accyr@and reliability of the weighing system.
Analysis using the Averaging method showed an as®eof error between 0.1% and 0.5%
due to speed while running various weights betwgmand 355.5g on the weighing system
at 300cpm and 600cpm. There was a case when tbeiecreased by 3% for the 355.5g
weight. Repeatability tests showed that there wieserepancies when running a 100g weight
as the ranges varied with increasing speed bet®@érnand 6.5g. The maximum range of
6.5g with a standard deviation of 1.83g was obtawé&ile running at 600cpm. Part of this
discrepancy was from the carriers and the z-plaeis placed on top of the load cell. This
was shown through further repeatability tests peréml by running empty carriers over the
dual load cell system. Results ranged betweena&h@d(2.6g. The standard deviations seemed

to be consistent between 0.71g and 0.77g.

The Damping method gave, while running the weidigsveen 82g and 355.5g at 300cpm

and 600cpm, varying results depending on how ctbhsemodel outcome represented the
actual outcome from the weighing system. There avasrror between 0.22% and 0.86% for

weights between 82g and 189.5g. The 264g weighe gatter accuracy at 600cpm, and the
355.5g weight’s error increased to 2.84% with iasreg speed. It was not consistent as the
simulated outcome due to disturbances in the sysi@m general trend was that error

increased with increasing weight and speed. Comgahis to the Averaging method showed

that the Damping method had better accuracy in ¢ages while running at 300cpm and

600cpm. The difference between the accuracies wasniad, but due to the Damping

method being calculated in a shorter duratiorg &1 improvement.
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Spectral Analysis of the graphs of these weightdiff¢rent speeds between 300cpm and
600cpm showed that the periods, and hence the dneigs, were not consistent for each

weight at different speeds. This was due to distucks to the system.

Modelling of the load cell as a second order magssg damper system is similar to that
applied by Gilman & Bailey (2006), Bahar & Horrocks997), Halimic & Balachandran
(1995) and Shu (1993), although the results froenrttethods obtained here are better than
those researched in the literature review. Shu3)JL88s investigated a method similar to the
Averaging method where the weight was acquired %o eccuracy from 20% of the data
measurements. The heaviest weight tested was 17h8gAveraging method, as mentioned
above, has acquired accuracies of less than 0.5% apsimilar weight. Gilman & Bailey
(2006) have shown that the weights can be calallmesOms periods while investigating
weighing using impact on load cells. The Damping &mequency methods were able to
predict the weight from the first three peaks of thata while running at 600cpm. This
equates to 1 cup in 0.1s, with the first threel@dimns occurring in less than half that time
(50ms). Generally, the weight accuracies acquinedugh Artificial Neural Networks were
low such as Yasin & White (1999) investigating thiebeam load cell with accuracies of
1.5%, and Bahar & Horrocks (1997) investigating seasbeing dropped onto load cells with
an accuracy of 2.3% while applying a 40g weight.

Disturbances and external interference were tha maprits for inaccuracies in determining

the weight. It has been found that the systemsseqtible to various factors including;

* The mechanical assembly and setup (isolation)
» Mechanical setup (heights, transition)

» The mechanical components (z-plate, material)
» External noise (disturbances)

* The carrier’s tolerance

* ltem’s physical shape (stability)

When these factors are flagrant, the graph of thput of the load cell does not abide by the
expected outcome of the system model. Thereforeakperithms do not give an accurate

prediction of the weight as seen from the results.

Some precautions have been put in place to avaturbances such as isolating the

mechanical assembly of the weighing section from tbst of the machine. Therefore
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machine noise does not travel to the load cells a&ffetct the accuracy. Also, the carrier
design has a weighing position that is floatingoid extra weight being added or removed.
The transition plates, placed on either side of dagiers, shift the carriers to the correct
floating height onto the weigh plates of the wenghsection. These plates need to be setup at
10mm from the bottom of the chain extrusion. RédeFigure 26. If they are setup less than
10mm then the carriers collide with the edge of weagh plates causing them to bounce
therefore affecting the stability of the items ap tof the carriers. If they are setup higher
than 10mm then the carriers drop onto the weigteplaausing the carriers and the items on

the carriers to become unstable.

Disturbances from carriers were prominent due &lémgth of the z-plate that is placed on
top of the load cells. Refer to Figure 42. The atgd were 90mm long whereas the carriers
placed on the chain were at a 95.25mm pitch. Tiseadso a 1mm gap between the z-plate
and the weighing plates. Therefore two carriers arehe z-plate at the same time for a
distance of 4.25mm. A test was done by removingyesecond carrier from the chain and

running a repeatability test by running a 166g Wweityventy times over the load cell at

different speeds. It proved that the accuracy impdowhen every second carrier was
removed, as well as the standard deviation andatige decreasing between measurements.

External noise Disturbances were introduced frormdnu interferences with the weights
placed on the load cells while acquiring their paggers to predict the weight. This caused

inaccuracies when trying to predict the weight gglre Damping and Frequency methods.

Inaccuracies in the weighing were sometimes dutléocarrier’s tolerances. Measuring all
the floating components of the carrier that areagbvpart of the weight calculated had a
variance of 1.8g. This included the frame rangiegween 50.912 and 52.004g, the latch
ranging between 16.301 and 16.469g and the radleds axle ranging between 74.92 and
75.789.

Inaccuracies to weighing occurred when an item wastable on the carriers therefore
exerting more pressure onto one load cell tharther. A test was performed whereby foam
was placed on the lip of every frame of ten casreard weights of 88, 166 and 253g were run
at 400 and 600cpm. Results were inconclusive ag shewed that the error was lower by
having foam on at higher speeds, but not at loweeds. Although, the foam was beneficial
as the standard deviation and the range were dbnlersier from the results of carriers with

foam than without, resulting in more consistentitsswith the foam.
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Chapter 7: Conclusion & Future Recommendations

Constructing a mathematical model of the weighiggtean was a profitable activity. It
allowed for the creation and comparison of différerethods which were used as effective
means of predicting the weight. The methods allowedurate prediction of the weights

passing a dual load cell system before the settiing of the oscillatory response.

These methods were used on data exported fromigihespeed weighing system that was
designed and built to allow for experimentation aata analysis. In addition to this,
simulations were performed on a programmed userfate that has produced an effective
means of comparing the methods and presenting gbe with results in an aesthetically

pleasing manner.

It has been shown that the Damping and Frequendigatievere an improvement over the
Averaging method currently used by Compac on tveighing inspection system, allowing

for a faster measurement time thereby speedingeiprocess and increasing throughput.

Future work should be spent eliminating the noiséudbances which originate from various
sources as seen throughout the thesis and improlvengesign of the weighing structure. |
recommend concentrating on further research bytiggliit into three sections; mechanical &

design, noise vibration and method of calculation.

The z-plate should be made longer so two carriersaver exerting force on the load cell at
any one time. Performing this would mean redesgtie weigh plates before or after the z-
plate to avoid interference. | recommend furtheeegch being performed on the material of
the z-plate and weigh plates. Hardened stainlesd at 2.75mm thickness is not a standard
thickness that is readily available. A lighter asiiffer design would be beneficial and

possibly more cost effective.

Stability of the items to be weighed on the casriercrucial therefore further research should
be performed on adding foam-like materials to treeme of the carriers. Minimising the
bouncing and side rocking of the carriers and teen$ on them is critical. Furthermore,
increasing the floating range in the carriers remended to avoid the tight tolerances that
are currently needed during the setup, such agrima gap needed between the load cell

mounting block and the extrusion.
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Noise vibration includes investigating the mechahgtructure, the load cell system and the
carriers. Having the weighing structure bolted e floor isolated from the rest of the

machine was successful in eliminating the noisenftbe rest of the machine when setup
correctly. However, external noise was still evidienthe data. Therefore further research on
minimising this noise using such methods as rupbdding underneath the legs of the weigh
structure to eliminate noise itinerant through tireund, and also, having a tuned mass

damper to eliminate the external unwanted vibratiould be beneficial.

Investigation of stiffening and reducing the matghe carriers themselves is recommended,
as the presence of varying frequencies in the rdédas the question of whether the flexing of

the carriers might also be affecting the loaddgihals.

Furthermore, and possibly before the study on #mgess, it would be valuable investigating

the natural frequencies of the load cell systemthednechanical structure. This would give
further insight on the frequencies that would catibeation problems due to excitation. This

will probably influence the decisions in regard$udher design done to the system, in terms
of stiffening the weighing structure and carriers.

Further work should be done on other models oltstem to provide alternative algorithms
and methods of acquiring the weight run over theadlcacells. | would recommend
investigating a mass, two springs, two damper systed a two mass, two springs, two
damper system. This would allow comparing the n®deld determining which one is the
most accurate representation of the system. Thaacyg of the results of the model analysis
is dependent upon how well the model representseilesystem. The closer the model is to
its actual counterpart, the more concise the ptiedis made and conclusions drawn about the

system behaviour.

| would recommend investing time in creating a vagilg diagnosis tool. This tool would
ideally have the ability to capture raw as wellfitered data, and allow the application of
various signal processing algorithms such as ther#ging, Frequency and Damping
methods to allow easy and quick comparison throtigh use of statistical analysis of
accuracy and precision. In addition to this, thel ttan be used for investigating various

filters, especially digital adaptive filters as eeomended in the literature review.

Finally, a holistic improvement approach, wherelhg whole system is analysed in terms of
materials, manufacturing methods, design speadidicat and assembly installation
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instructions, should be implemented on the weiglsipggtem. The future improvements need
to be looked at from a cost benefit point of viemd depend on what is accepted for the
application. The accuracy might be within the indystandard, and tolerances of variation
allowed. As competition increases, and the demandbétter accuracy and lower tolerances

of variation are required, higher costs might baiwned in improving the system.
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Appendix A Load Cell Datasheet

Model LPS

VISHAY
'
PRECISION
Celtron i"’ ERECID
Low-Profile Single Point
FEATURES
» Capacities: 0.6 to 200kg
» Small size with low profile
» Anodized aluminum
» NTEP Class Il 50005 approval from 3kg to 30kg
» OIML C3 approval
» Platform size: 18"x18"/ 40cm x 40cm
- OPTIONAL FEATURE
asvn @ 'C/_JFM\F « FM approval available
!& APPLICATIONS
DESCRIPTION » Packaging machines
LPS is designed for electronic scales and platform scales « Dosing/filling
where only cne load cell can be used and low profile is
required. It is the lightest model of Celtron single point load * Belt scales/conveyor scales
cell family. The design is most suitable for mass production = In-motion check weigher
operations. » Retail scales/counting scales
LPS is constructed of anodized aluminum and is fully potied
IPEE levels, providing excelient protection against moisture
ingrassion,
QUTLINE DIMENSIONS
L
By W1
LA = | L1 |
W77 - ® I
== w o — & @
| f—w ] _
i I[m] [ ~
T : : C—
0.5-3k x 53
caulellg.engln: 1730cm 1 ca;?ungm: 1.5M45cm \ T
Platform Size: §° ¥ §°/200m ¥ 20cm Platfarm Slze: 12" ¥ 12°30cm ¥ 30cm
— |— L1 f/,_r-m
Q —
(W27
= LG -
—| L2 |'— Wiring diagram
e + Excitation Red
[ C‘“’% e - Excitation Biack
Cr PlatTorm Size: 16" ¥ 16740Cm 1 40cm *95.’9"’;' \Gm"’.""
Hj_ - Signal ite
L
CAPACITY (kg) L L1 L2 w Wi H T
R mm 70.0 58.0 - 15.0 70 22.0 RS
; (inch) 276 .28 A5 0.50 0.28 0.87 il
s mm 130.0 106.0 s 30.0 15.0 220 N
{inch) 512 447 — 1.18 0.50 0.87 T
i mim 130.0 106.0 — 40.0 15.0 220 T
{inch) 5.12 447 - 1.57 0.50 0.87 R
mm 150.0 T.0 180 350 15.0 40.0
SRt {inch) 591 0.28 0.75 1.38 0.50 1.57 LA
www.vishaypgloadcells.com  Technical contact in Americas: lo uza @vishaypg com, Furope: i eur@vishaypg com,  Document Numbear; 11707

136

China: [c china @vishaypg com. Tamwan: o oo @vishaypg com

Rawision: 05-Fab-10
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Model LPS

VISHAY
&9/ PRECISION Low-Profile Single Point Celtron
' } GROUP
SPECIFICATIONS
PARAMETER VALUE UNIT
NTEP/QIML Accuracy class NTEP llI MNon-Approved C3
Maximum no. of intervals (n) 5000 single (1) 1000 3000 @
Y = Epg®Vimin BO00 1400 G000 Maximum available 12000
Standard capacities (Emay) 0.6 1,2 3,6 10, 15, 20, 30, 35, &0, 100, 200 kg
Rated output-R.0O. 20@ m\V/V
Rated output tolerance 10 +% of rated output
Zero balance 3 +% of rated output
MNon linearity 0.025 0.030 0.020 +% of rated output
Hysterasis 0.025 0.030 0.020 +% of rated output
MNon-repeatability 0.020 +% of rated output
Creep error (20 minutes) 0.030 0.030 0.M7 +% of rated output
Zero retum (20 minutas) 0.030 0.030 0.7 +% of rated output
Temperaturs affect on min. daad load output 0.0026 0.0026 0.014 +% of rated output™C
Temperatura effect on sensitivity 0.0015 0.0015 0.008 =% of applied load™C
Compensated temperatura range -10 to +20 "z
Operating temperature range -20 to +80 C
Safe overload 150 % of R.C.
Ulimate overload 200 % of R.C.
Excitation, recommendad 10 Vdc or Vac rms
Excitation, maximum 15 Vdc or Vac ms
Input impadance 410£10 Ohms
Output impedance 350+3 Ohms
Insulation rasistance =5000 Maga-Chms
Construction Anodized aluminum
Environmental protection IPES
Notes:
[} Capacitios 3-30kg
[2} Capacitios 6-35kg
(3 1m\V/V for 1kg and below
All Specifications subject to change without notice.
FM Approwval
Intrinsically Safe: Class |, Il, lll; Div. 1 Groups A-G
Non-Incendive: Class I; Div. 2 Groups A-D
Document Mumber: 11707  Technical contact in Americas: lc.usa @vishaypg. co www.vishaypgloadeells.com

Revision: 05-Feb-10

China: c.china @

shaypg.oom, Taiwan: |c.roc @ vishaypg.oom
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Appendix B Carrier Weights

e Roller Clip  [Total Total Calculate
Carrie Weight | Weight anq aXlWeight Calculated We.ighing .
Weight _ weight (o]
(9) (9) ) (9) Weight (9) (floating)
1 50.959 |16.424 | 75.66 | 30.633 173.676 143.043
2 50.978 [16.416 (75.6 30.83 |[173.824 142.994
3 50.918 |16.428 | 74.92 30.63p 172.901 142.266
4 50.947 [16.45 [75.7 30.637 173.734 143.097
o 51.038 |16.428 | 75.06 30.628 173.154 142.526
6 50.95 [16.454 [75.63 [30.831 [173.865 [143.034
"/ 51.032 |16.43 74.94 30.829 173.231 142.402
8 52.004 [16.459 ([75.62 [30.636 174.719 [144.083
9 51.789 |16.422 | 75.02 30.826 174.057 143.231
10 51.697 [16.458 [75.63 [30.836 174.621 [143.785
11 51.727 |16.432 | 75.06 30.63f7 173.856 143.219
12 51.766 [16.427 [75.63 [30.64 (174.463 [143.823
13 51.833 |16.453 | 75.6 30.828 174.709 143.886
14 51.807 [16.425 ([75.61 [30.824 174.666 |143.842
15 51.755 |16.459 | 74.94 30.828 173.982 143.154
16 51.837 [16.423 [75.7 30.64 [174.6 143.96
17 51.828 |16.429 | 75.66 30.631 174.548 143.917
18 51.82 [16.431 ([75.56 [30.828 174.639 [143.811
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19 51.178 |16.418 | 75.78 30.638 174.014 143.376
20 51.022 |16.428 [74.98 30.831 [173.261 [142.43
21 51.023 |16.461 | 75.65 30.826 173.96 143.134
22 50.959 [16.423 [/5.62 30.631 173.633 (143.002
23 50.952 |16.465 | 75.6 30.82b 173.842 143.017
24 51.003 |16.451 [7/5.01 30.638 [173.102 [142.464
25 51.074 |16.456 | 75.75 30.81p 174.099 143.28
26 51.004 |16.462 [7/5.63 [30.63 [173.726 [143.096
27 50.912 |16.469 | 75.08 30.632 173.093 142.461
28 51.67 |16.427 [75.59 30.829 174.516 [143.687
29 51.043 |16.458 | 75.63 30.63)f 173.768 143.131
30 50.922 |16.419 [/5.61 30.636 (173.587 [142.951
31 50.975 |16.301 | 75.39 30.75| 173.416 142.666
32 51.026 |16.424 [74.97 30.64 [173.06 142.42
33 50.98 |16.444 | 75.69 30.82] 173.934 143.114
34 0.925 [16.452 [74.97 (30.64 (172.987 [142.347
35 50.916 |16.451 | 75.67 30.632 173.669 143.037
36 51.017 |16.453 [74.92 30.633 [173.023 [142.39
37 50.929 |16.444 | 75.64 30.638 173.651 143.013
38 50.931 |16.414 [74.98 [30.646 172.971 [142.325
39 51.006 |16.45 | 75.61 30.83] 173.896 143.066
40 50.914 |16.415 [74.92 30.829 173.078 [142.249
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Appendix C Sample output weighing data file

The output weighing data files has the propertfesapture scenario and then the samples in

columns. Each column represents a Load Cell.

Below is a screenshot of the first page of a weiglilata file representing 4 channels
meaning four load cells active, with a weighingemmtl of 25Qus .The cycle percentage
represents the number of carriers captured onsetegny time; 300 means three carriers
captured. The screen shot shows the first 40 rgadint of the 1250readings taken during

that capture. The sampling rate is set to 4kHz.

iy B L [ E F

ul Channal=s <

2 Channel mask 1=

= Vieilighinterval{ius) 2500

= CyclePercentage S

5. DesiredReadines 1 2540

& ArtualReadings 12540

F

B u 1171 e .=y 1126 1152
= 2 1171 10a5S 1124 1152
1 3 1171 1095 1124 115
11 a3 1171 10aS 11243 1155
1= 5 W 10a95 1124 1155
13 =4 1172 15 1124 1153
12 7 117= 10a5 1124 11&0
15 B 117= 1095 1124 110
1& = 1173 A2 1124 1152
17 pie] 117= 1092 1124 1155
1= 11 1175 e =] 1122 115=
1= 12 1175 10a5 1126 1153
210 i1s 1175 10a5 1126 1153
21 149 1175 105 112% 1150
22 15 1178 10a5S 112% 1142
23 16 117& 1o 5 11=1 1146E
249 17 1178 10aS 1132 114&
25 18 1178 pLe .=y 113& 1143
265 1o 1172 e =y 113 1121
27 2 1178 pLe =g 1141 1121
25 21 1178 1oy 114343 115E
2 22 1178 e = W = 1136&
S 23 11840 1102 1151 113&
51 249 1172 13103 115= 11==
32 25 11840 110 1152 11=1
53 26 1184 11077 1151 11=1
= R 27 11840 11077 1156 1122
35 28 1180 1 10 1152 1122
S& 20 11840 1 10 1171 1122
= S 11840 1112 117E 1126
S 31 11840 11143 1121 1126&
SOy 32 1184 1113149 1185 112=
<L 33 1180 1117 1= 1123
41 =43 1184 1131% 1193 1123
a2 35 11840 1131% 119E 1121
4= =2 11840 1122 A 200 11=1
- = 1184 11249 1205 1121
45 38 11840 11249 1208 1121
a5 S 1184 1124 1212 111
=27 3 11840 11249 1215 1121
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Restrictions

Appendix D Sampling

500, 600 and

. The cells

t 300, 342, 350, 400,

ieTeing a

The table shows the samples for 2 to 12 carr

iers per second

te. The second column repteske carr

iers per minu

700 carr

highlighted pink are indicating missed samples.
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Appendix E Peak Detection Algorithm

The Peak Detect (peakdet) function detects peastsvector. It finds the local maxima and

minima peaks in the vector V.

With [MAXTAB, MINTAB] = PEAKDET (V, DELTA, X); MAXT AB and MINTAB

consists of two columns. Column 1 contains the lkergusually time) and Column 2 the

found peak value. A point is considered a maximeakpf it has the maximal value, and

was preceded by a value lower by DELTA.

function  [maxtab, mintab]=peakdet(v, delta, x)

maxtab = [];
mintab = [];
v =v(); % Just in case this wasn't a proper vector

if nargin<3
x = (1:length(v))";

else
x =Xx();
if length(v)~= length(x)
error( 'Input vectors v and x must have same length'
end
end

if (length(delta(:)))>1

error(  'Input argument DELTA must be a scalar’ );
end
if delta<=0

error( 'Input argument DELTA must be positive' );
end

mn = Inf; mx = -Inf;

Page | 90



Appendices

mnpos = NaN; mxpos = NaN;

lookformax = 1;
for i=1l:length(v)
this = v(i);
if this > mx, mx = this; mxpos = x(i);

if this < mn, mn = this; mnpos = x(i);

if lookformax
if this < mx-delta
maxtab = [maxtab ; mxpos mx];
mn = this; mnpos = x(i);
lookformax = 0;
end
else
if this > mn+delta
mintab = [mintab ; mnpos mn];
mx = this; mxpos = x(i);
lookformax = 1;
end
end

end

end

end
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Appendix F Damping Method

load_cell = 4; %4 is LC4

filel=load( ‘Calibration_200g_1.csV' );
Mass1=200;

0=9.8;

t=filel(1:end,1)
length(file1(:,load_cell))
length (t)
time1=t/1000;
%1st load cell output
figure; plot (timel,filel(:,load_cell))
[maxtabl,mintabl]=peakdet (filel(:,load_cell),1,tim el);
hold on; plot (maxtabl(:,1),maxtabl(:,2), k)
%Run through to find first peak
r=1,
maxtabl(r,2)
while (maxtabl(r,2)<200)
r=r+1,
end

r

% Interesting Max for 1st load cell are at
Max1_1st = maxtabl(r,1:2)

Max1_2nd = maxtabl1(r+1,1:2)
Max1_3rd = maxtab1(r+2,1:2)

%1st load cell coordinates
Max1_t1 = maxtabl(r,1);
Max1_y1l = maxtabl(r,2);
Max1_t2 = maxtab1(r+1,1);
Max1_y2 = maxtabl1(r+1,2);
Max1_t3 = maxtab1(r+2,1);
Max1_y3 = maxtabl1(r+2,2);
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%Calculating u from three peaks

delta_y LC4 = (Max1l_yl - Max1l_y2)/(Maxl_y2 - Maxl_y
delta_t LC4 = ((Max1_t2-Max1_tl)+(Max1l_t3-Maxl t2))
u_LC4= (log(delta_y LC4))/delta_t LC4

c_LC4 M2=2*u_LC4*(M_LC4+m1l)
m_200=c_LC4_M2/(2*u_LC4) - M_LC4

load_cell = 4;

file3=load( '399cpm_283g_1 m.csv' ),

speed=399;

time3 =file3(:,1)/1000;

%1st load cell output

3)
12

plot (time3,file3(:,load_cell)-67.5) %67.5 is the mass of

the carrier on the load cell

% hold on;

[maxtab3,mintab3]=peakdet (file3(:,load_cell)
67.5,1,time3);

hold on;

plot (maxtab3(:,1),maxtab3(;,2), ™)

%Run through to find first peak

z=1;

while (maxtab3(z,1:2)<50)
z=z+1,;

end

z

% Interesting Max for load cell are at
Max3_1st = maxtab3(z,1:2)
Max3_2nd = maxtab3(z+1,1:2)
Max3_3rd = maxtab3(z+2,1:2)
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%1st load cell coordinates
Max3_tl1 = maxtab3(z,1);
Max3_yl = maxtab3(z,2);
Max3_t2 = maxtab3(z+1,1);
Max3_y2 = maxtab3(z+1,2);
Max3_t3 = maxtab3(z+2,1);
Max3_y3 = maxtab3(z+2,2);

%first, we have to find the new u from the peaks
delta y = (Max3_yl - Max3 y2)/(Max3_y2 - Max3_y3)
delta_t_ = ((Max3_t2-Max3_t1l)+(Max3_t3-Max3_t2))/2
u LC = (log(delta_y ))/delta_t

m_M2=c_LC4 M2/(2*u_LC_)-M_LC4
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Appendix G Simulation Ul

function  varargout = Simulation2(varargin)

%  SIMULATION2('CALLBACK',hObject,eventData,han dles,...)
calls the local function named CALLBACK in SIMULAT ION2.M with
the given input arguments.

%

gui_Singleton = 1;

gui_State = struct( 'gui_Name' mfilename,
'gui_Singleton’ , gui_Singleton,
'gui_OpeningFcn'’ , @Simulation2_OpeningFcn,
'gui_OutputFcn’ , @Simulation2_OutputFcn,
'gui_LayoutFcn’ s
'gui_Callback’ )k

if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});

end

if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State,
varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end

% End initialization code

% Executes just before Simulation2 is made visible.
function  Simulation2_OpeningFcn(hObject, eventdata, handles ,
varargin)

handles.output = hObject;

% Update handles structure
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guidata(hObject, handles);

function  varargout = Simulation2_OutputFcn(hObject, eventda ta,
handles)
% Get default command line output from handles stru cture

varargout{1} = handles.output;

% Executes on button press in plot_button.

function  plot_button_Callback(hObject, eventdata, handles)

% Get user input from GUI

% mass of item

m = str2double(get(handles.m_input, 'String' ));
% Mass of Load Cell

M = str2double(get(handles.BigM_input, 'String' ));
% Spring constant

k = str2double(get(handles.k_input, 'String’ ));
% Damping coefficient

¢ = str2double(get(handles.c_input, 'String’ ));
% Gravitational constant

g = str2double(get(handles.g_input, 'String”));
% time

t = eval(get(handles.t_input, 'String'));

time = max (t)
res = max (t) / (size (t,2)-1)

w=0.5*sqrt((4*k*(M+m)-c"2)/(M+m)"2)); %Frequency
u=c/(2*(M+m)); %Damping factor

x=((-m*g/k)*exp(-u*t).*cos(w*t))-((m*g*u/(k*w))*exp (-
u*t).*sin(w*t))+((m*g)/Kk);

% Create time plot
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axes(handles.time_axes)

plot(t,x)

grid on

Xlabel ( ‘time (ms)' )

Ylabel ( 'Load Cell Output (deflection)' )

Title ( 'High Speed Weighing' )

%Peaks using the Peak Detection Algorithm
[maxtab,mintab]=peakdet (x,0.001,t);

hold on;

plot (maxtab(:,1),maxtab(:,2), ™)
hold off ;

Max_1st_x = maxtab(1,1)

Max_1st_y = maxtab(1,2)

Max_2nd_x = maxtab(2,1)
Max_2nd_y = maxtab(2,2)

Max_3rd_x = maxtab(3,1)
Max_3rd_y = maxtab(3,2)

%%%%%% %% %% %% % %% %% %% %% %% %%
T=Max_2nd_x - Max_1st_x;

f=1T;

w1=2*pi*f;

T=Max_3rd_x - Max_2nd_Xx;

f=1T;

w2=2*pi*f;

w_actual=0.5*sqrt((4*k*(M+m)-c"2)/((M+m)"2)) %Frequency

%Total Mass of Load Cell and Item
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M_= (k + sqgrt(k"2-(w1”2*c”2)))/(2*w1n2)

%Mass of item
m_MSD _freqg=M_-M

%Error

m_MSD _freq_error = abs(m-m_MSD_freq)
%m_MSD_freq_error_perc = abs((m-m_MSD_freq)/m * 100
m_MSD_freq_error_perc = ((m-m_MSD_freq)/m * 100)

%%%%%0%0%0%% %% %% %% %% %% %% %% %%

%Averaging Method

Max_3rd_x = maxtab(3,1);
Max_3rd_y = maxtab(3,2);

total=0;

count = 0;

time
res
Tot_Time = time/res

avg_interval = time/res * 0.35

for i=(Tot_Time - avg_interval): 1 : Tot_Time
last 35%

total = total + x(i);

count= count +1;

end

avg = total / count;

m_Avg=avg *k/g

% averaging the
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%Error

m_Avg_error = abs(m-m_Avg)
%m_Avg_error_perc = abs((m-m_Avg)/m * 100)
m_Avg_error_perc = ((m-m_Avg)/m * 100)

%%%0%%%%% %% %% % %% %% %% % %% %%

% Dsmping Method

del_y = (Max_1st y - Max_2nd_y) / (Max_2nd_y - Max_ 3rd_y)
del_t = ((Max_2nd_x - Max_1st_x) + (Max_3rd_x - Max _2nd_x))/2
u_3peaks = log(del_y)/del_t % Damping coeffitient

%Total Mass of Load Cell and Item

M_3peaks = ¢/ (2*u_3peaks)

%Mass of item

m_3peaks = M_3peaks - M

%Error
m_3peaks_error = abs(m-m_3peaks)
% m_3peaks_error_perc = abs((m-m_3peaks)/m * 100)

m_3peaks_error_perc = ((m-m_3peaks)/m * 100)

%%%%%% % %% %% % %% % %% % %% %% %%

r=[m_MSD_freq m_Avg m_3peaks m_MSD_freq_error m_Avg _error
m_3peaks_error m_MSD_freq_error_perc m_Avg_error_pe rc
m_3peaks_error_perc]

% dimwrite (‘results7.csv', r, '/t', "-append’)

dimwrite ( 'results21.csv' , I, 'coffset’ 1, ‘'-append )

% output to excel file
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% fid = fopen(‘results5.xIs’,'wb")
% count = fwrite (fid , r)
% ST = fclose (fid)

% if m==50
% r=[m_MSD_freq m_Avg M_3peaks]
% end

%
% r=[r; m_MSD_freq m_Avg M_3peaks]

%Output

set (handles.MSD _freq, 'String’ , m_MSD_freq)

set (handles.Averaging, 'String’ , m_Avqg)

set (handles.MSD_damping, 'String’ , m_3peaks)

set (handles.MSD _freq_error, 'String’ , m_MSD_freq_error_perc)
set (handles.Averaging_error, 'String’ , m_Avg_error_perc)

set (handles.MSD_damping_error, 'String' , m_3peaks_error_perc)

% Executes during object creation, after setting al I
properties.

function  m_input_CreateFcn(hObject, eventdata, handles)

if ispc && isequal(get(hObject, '‘BackgroundColor’ ),

get(0, ‘'defaultUicontrolBackgroundColor' )
set(hObject, '‘BackgroundColor’ , 'white' );

end
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Appendix H Frequency depending on speed

% Loading Data

load_cell = 4; %LC =1 (lanel LC1), =2 (Lanel LC2), =3 (Lane2
LC1), =4 (Lane 2 LC2)

load_cell = load_cell + 1,

samples = 1250; % number of samples
filel=load( '300cpm_711g_1l.csv' );
speed=300;

x=filel;

% Getting time in x axis
t=0:3*60/speed/samples:(3*60/speed)-(3*60/speed/sam ples);
length(file1(1:samples,load_cell));

length (t);

%1st load cell output

figure; plot (t,filel(1:samples,load_cell), b )

hold on;

[maxtabl,mintabl]=peakdet (filel(1:samples,load_cel 1),10,1);

hold on; plot (maxtabl(:,1),maxtabl(:,2), ™)

%faster speed (400cpm)
file2=load( '‘400cpm_711g_1.csv' );

speed = 400;

t=0:3*60/speed/samples:(3*60/speed)-(3*60/speed/sam ples);
% figure,

plot (t,file2(1:samples,load_cell), ‘9" )
[maxtab2,mintab2]=peakdet (file2(1:samples,load_cel 1),10,t);
hold on;

plot (maxtab2(:,1),maxtab2(:,2), b* )

%faster speed (500cpm)
file3=load( '500cpm_711g 1.csv' ); speed = 500;
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t=0:3*60/speed/samples:(3*60/speed)-(3*60/speed/sam

% figure;

plot (t,file3(1:samples,load_cell),

[maxtab3,mintab3]=peakdet (file3(1:samples,load_cel

hold on; plot (maxtab3(:,1),maxtab3(:,2),

%faster speed (600cpm)
filed=load( '600cpm_711g_1.csv' );
speed = 600;

t=0:3*60/speed/samples:(3*60/speed)-(3*60/speed/sam

% figure;

plot (t,file4(1:samples,load_cell),

[maxtab4,mintab4]=peakdet (file4(1:samples,load_cel

hold on; plot (maxtab4(:,1),maxtab4(:,2),

%Finding the first peak

i=1;

maxtabl(i,2);

while maxtab1(i,2)<1500
i=i+1;

end

%Calculating the frequncy
Max1_tl=maxtabl(i,1);
Max1_t2=maxtabl(i+1,1);

tl= Max1l t2-Max1 t1,;
f 300cpm=1/t1

%Finding the first peak
m=1,;

maxtab2(m,?2);

lg*l

'k*'

ples);

),10,t)

ples);

),10,t)
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while maxtab2(m,2)<1500
m=m-+1;

end

%Calculating the frequncy
Max2_tl=maxtab2(m,1);
Max2_t2=maxtab2(m+1,1);

t2= Max2_t2-Max2_t1,
f 400cpm=1/t2

%Finding the first peak

n=1,

maxtab3(n,2);

while maxtab3(n,2)<1500
n=n+1,

end

%Calculating the frequncy
Max3_tl=maxtab3(n,1);
Max3_t2=maxtab3(n+1,1);

t3= Max3_t2-Max3 t1;
f 500cpm=1/t3

%Finding the first peak

p=1;

maxtab4(p,2);

while maxtab4(p,2)<1500
p=p+1;

end

%Calculating the frequncy
Max4_tl=maxtab4(p,1);
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Max4_t2=maxtab4(p+1,1);

t4= Max4_t2-Max4_t1,
f 600cpm=1/t4

Page | 104



Appendices

Appendix1 Weigh graphs at various speeds
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Figure 52: Weigh Graphs of 164g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 3 (Lane2, LC 3)
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Figure 53: Weigh Graphs of 164g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 4 (Lane 2, LC 4)
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Figure 55: Weigh Graphs of 528g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 4 (Lane2,LC 2)
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Figure 56: Weigh Graphs of 711g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 3 (Lane2, LC 1)
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Figure 57: Weigh Graphs of 711g at 300cpm, 400cpm, 500cpm and 600cpm on Load Cell 4 (Lane 2, LC 4)
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