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Abstract

According to the International Union for the Conservation of Nature Red Data List

nearly a quarter of the world’s bird species are either threatened or at risk of extinction.

To be able to protect endangered species, we need accurate survey methods that reli-

ably estimate numbers and hence population trends. Acoustic monitoring is the most

commonly-used method to survey birds, particularly cryptic and nocturnal species,

not least because it is non-invasive, unbiased, and relatively time-effective. Unfortu-

nately, the resulting data still have to be analysed manually. The current practice,

manual spectrogram reading, is tedious, prone to bias due to observer variations, and

not reproducible.

While there is a large literature on automatic recognition of targeted recordings of

small numbers of species, automatic analysis of long field recordings has not been well

studied to date. This thesis considers this problem in detail, presenting experiments

demonstrating the true efficacy of recorders in natural environments under different

conditions, and then working to reduce the noise present in the recording, as well as to

segment and recognise a range of New Zealand native bird species.

The primary issues with field recordings are that the birds are at variable distances

from the recorder, that the recordings are corrupted by many different forms of noise,

that the environment affects the quality of the recorded sound, and that birdsong is

often relatively rare within a recording. Thus, methods of dealing with faint calls,

denoising, and effective segmentation are all needed before individual species can be

recognised reliably. Experiments presented in this thesis demonstrate clearly the effects

of distance and environment on recorded calls. Some of these results are unsurprising,

for example an inverse square relationship with distance is largely true. Perhaps more

surprising is that the height from which a call is transmitted has a significant effect on

the recorded sound. Statistical analyses of the experiments, which demonstrate many

significant environmental and sound factors, are presented.

Regardless of these factors, the recordings have noise present, and removing this

noise is helpful for reliable recognition. A method for denoising based on the wavelet

packet decomposition is presented and demonstrated to significantly improve the qual-

ity of recordings. Following this, wavelets were also used to implement a call detection

xiii



algorithm that identifies regions of the recording with calls from a target bird species.

This algorithm is validated using four New Zealand native species namely Australasian

bittern (Botaurus poiciloptilus), brown kiwi (Apteryx mantelli), morepork (Ninox no-

vaeseelandiae), and kakapo (Strigops habroptilus), but could be used for any species.

The results demonstrate high recall rates and tolerate false positives when compared

to human experts.

xiv



Acknowledgements

Undertaking this PhD has been a life-changing experience for me, inspired by the sup-

port and encouragement from researchers, conservation groups, Department of Conser-

vation (DOC), and interesting individuals, combined with the best supervisory panel

one could expect to have. Thinking of all the help I received reminds me of how fortu-

nate I am, it would not have been possible to do this project without the support and

guidance I received from those people.

I would like to express my sincere gratitude to Prof. Stephen Marsland and A/Prof.

Isabel Castro for your effective supervision, understanding, patience, encouragement,

criticisms, and for always being there to offer advice. Working with you was enjoyable

as you lived in the project and enjoyed it. Thank you very much for promptly reading

the manuscripts and providing valuable comments to improve my writing and my work

in general. Stephen, thank you for your eternal and active support, you always had a

solution when I struggled with a problem, it was sometimes challenging to achieve, but

you always guided me to think outside the box. Most importantly, you were able to

pull me back to the right path (even without me knowing) when I was lost. Thank you

for independently implementing most of the methods we tried helping me to boost my

confidence and also to fix bugs! I have learned a lot from you and appreciate your simple

explanations given to complex concepts. I thank you for writing that machine learning

book and allowing me to follow most of its content through your lectures during the

first year of this study although our initial machine learning experiments are not in the

thesis. The Latex template of Massey thesis that I used to create this document made

my life easier during the last few months of the study. I also appreciate your financial

support that helped me to focus on studies. Overall, I was blessed to have a supervisor

like you. Isabel, thank you for introducing me to the avian world and to the field of

conservation, your input, time, and energy into the project has been invaluable. I do

believe that you were the main force to shape the project towards conservation opening

a fairly large network of ornithologists, bird conservationists, and community groups.

Thank you for guiding me in the field, particularly to handle the manual recorders

in the field and to carefully get close to the birds for close-range recordings. It was

certainly a fun time that I spent in the field with you. Thanks you so much for being

xv



so generous with your time and your hours spent on spectrogram readings. Thank you

for encouraging me to face the challenges, being there with me, and giving me moral

support as a supervisor as well as a friend.

I owe a big thank to Dr. Amal Punchihewa, co-supervisor, for accepting me as a

PhD student in first place, initiating this project, helping me all the way to Massey.

It was you who gave me the initial idea of this research project. Subsequently, you

helped me to develop the idea and design this project. Although when I arrive in New

Zealand you transferred your role as the main supervisor to Stephen and moved over-

seas, you continued to support me remotely by helping me in various ways. You have

been reachable throughout the project despite your tight schedule and time difference

between the countries. You also helped me to improve my presentation skills by lis-

tening to my trial presentations via Skype and making constructive comments. I am

really grateful to you for your all encouragement, kind advice and guidance throughout

the project. I must also thank the referees who reviewed the journal article, as well as

to the conference attendees who posed important questions and suggestions related to

my research.

I am grateful to the volunteers who turned up with a short notice and helped me

in the field with playback re-capture experiments, Natasha, Tim, Sumudu, Cather-

ine, Kim, Julia, Ross Bell, Myung Jong, Anindya, Asif, Tobby, Emma, Giulian, Janna,

Kelly, and Shari. Again thank you Natasha, Tim, Sumudu, and Catherine for your abil-

ity to be positive even when lots of supplejacks are ahead and need to be passed to make

a straight line of recorders! Thank you Sara Treadgold (DOC, Whanganui branch), for

lending me acoustic recorders, Dave Bell (Coordinator, NZ Falcon Survey) for connect-

ing me to the right people (and also for donating us a Song Meter recorder with all the

accessories), and Emma Williams for lending me few more acoustic recorders. Thank

you, Paul Barrett and Cleland Wallace for your great technical support, for making

the essential setups in-house. A big thank to Gary Mack (Massey Grounds Manager)

not only for facilitating my use of the rugby field for the playback experiments but also

to the kind efforts taken to minimise the machine noise by pausing the maintenance

work during the trials. I am thankful to James Lambie (Science Coordinator, Horizons

Regional Council) who provided access to the Pohangina Reserve and all the details

about the tracks and safety matters in the forest. I would like to thank Ellen Schooner

(Ecology Group) for connecting me to James and also for facilitating me to join with

the Mokoia Island field visit. Without all your help Chapter 3 would simply not exist

in this thesis.

Thank you Emma Williams, our bittern consultant, for welcoming me to the Ha-

tuma lake and facilitating me (and my family) to spend several nights there and feel/-

hear the amazing bittern booms; thanks for the inspirational moments you shared with

xvi



me. You helped me throughout the thesis providing time-stamped bittern recordings

and opening new connections to the project. I saw your true dedication to save bitterns

and you motivated me, which was so useful throughout this journey. To Rebecca, I was

fascinated by your desperate work to save Samoan birds, particularly the Manumea

(tooth-billed pigeon) and Ma’oma’o. They led me to test and confirm our methods on

Manumea recordings, although this is not included in this thesis. I also thank Alex

Brighten for giving me the opportunity to tune the selected commercial software to

process a year-around continuous morepork recordings made in Ponui Island. Even

though it took lots of my time, it was a great experience that convinced me of the

difficulties associated with my research. Also, I highly appreciate the support given in

the field during my visit to Ponui and providing me the whole morepork dataset to run

my experiments. During the software tuning for morepork, Jeff Knewstubb gave me

a great support as an experienced user and I appreciate that. I would like to thank
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