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ABS T R ACT 

Dirichlet's theorem describing the structure of the unit group of 

the ring of integers of an algebraic number field shows that the units 

are generated by a primitive root of unity of the field plus a finite 

set of units called a fundamental system of units. However Dirichlet's 

theorem does not suggest any method by which a fundamental system of 

units can be obtained. In this thesis we consider the problem of 

calculating a fundamental system of units for certain types of quartic 

field which are a quadratic extension of a quadratic field Q(o). Our 

attention is mainly centered on type I quartic fields, that is quartic 

fields for which Q(o) is complex. In such cases a fundamental system 

of units contains a single unit called a fundamental unit. 

To calculate fundamental units of type I quartic fields we use the 

simple continued fraction algorithm, real quadratic field case as a 

. guide. This topic is reviewed in chapter one where we also note 

Voronoi's view of simple continued fractions in terms of relative minima 

of a Z module . 

In chapter two we consider the ide� of relative minima of a module 

over a ring of complex quadratic integers . Basically we generalize the 

simple continued fraction algorithm which calculates best approximations 

to a real number using rational integer coefficients to an algorithm 

which calculates best approximations to a complex number using complex 

quadratic integer coefficients. The ideas are developed with respect 

to an arbitrary complex quadratic field Q(o) and show many similarities 

to the simple continued fraction algorithm. (Existing work of this 

nature restricts its attention to cases where Q(o) has class number one). 

We obtain an algorithm which is periodic for complex numbers w satisfying 
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2 w E Q(o) , w � Q(a) . This enables us to calculate t.mits of type I 

quartic fields . 

In chapter three we consider quartic fields Q (r) which are a 

quadratic extension of a quadratic field Q (o).  In section one we 

express the ring of integers of Q(r) in tenns of the integers of Q(o)  

thereby recognising four forms which these rings may take .  In section 

two we consider the problem of calculating fundamental units of type I 

quartic fields . The algorithm developed in chapter two is only 

guaranteed to locate a fundamental unit when the ring of integers of 

Q (r) is of the simplest of the four forms mentioned above . A modified 

version of the algorithm allows us to calculate a fundamental unit when 

the ring of integers of Q(r) is of the second simplest form . For the 

two remaining fonns we obtain a unit U which may or may not be 

fundamental . We therefore develop an algorithm which calculates a 

fundamental tmi t from U .  To illustrate the use of our algorithms we 

calculate fundamental tmits for the type I quartic fie lds 

Q (�), D E  Z, -99 � D � -1 

Finally in section three we consider the calculation of a ftmdamental 

system of units for type I Ib quartic fields , that is semi -real quartic 

fields which are a quadratic extension of a real quadratic field .  A 

connection between type IIb and type I quartic fields enables us to 

calculate fundamental systems of units for type I Ib quartic fields . 
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CHAPTER ONE 

ALGEBRAIC NUMBER FIELDS) QUADRATIC FIELDS) AND SIMPLE 

CONTINUED FRACTIONS 

This introductory chapter is  intended to serve two main purposes . 

1 

First ly to introduce the notation related to the theories of algebraic 

number fields , quadratic fields , and simple continued fractions which 

is to  be used in this thesis . Secondly to record for the purposes of 

easy reference and brief review the main ideas, results and algorithms 

from thes e theories which are either used or referred to  in chapters 

two and three. Note that the presentation in this chapter is intended 

for the reader who is already familiar with the terminology and ideas 

of these theories . For a detailed coverage of the material noted in 

this chapter we will  refer the reader to an appropriate selection of 

texts from the literature . 

SECT ION ONE 

ALG EBRAIC NUMBER F IELDS) MODULES) AND MIS CELLANEA 

The symbols defined below wi ll have the same meaning throughout 

this thesis . 

Z+ 
- the set of pos itive rational integers 

Z - the set of rational integers 

Q - the set of rational numbers 

R+ - the set of positive real numbers 



R - the 

c the 

� - the 

Re (x) the 

Im(x) the 

arg (x) the 

X - the 

rx - the 

set of real numbers 

set of complex numbers 

square root of - 1 

real part of x E C 

imaginary part of x E c 

argument of x E C 

complex conjugate of x E c 

square root of x E C having arg ( /x) E TT TT 
( -2, 2] 

2 

R\S the set of elements contained in set R but not in set S 

[x] the greatest integer function for x E R 

We shall also use the notation (a1 ,a2 , . . . ,�) to denote the greatest 

common divisor of a1 , a2 , . . .  , ak E Z, and { r} to denote the nearest 

integer function for r E R, that is 

{r} = a E Z where Jr-a J � J r-b J V b E Z 

(Ties to be settled by some arbitrary rule) . Note that the last two 

(1) 

notations are not exclusively reserved for the two purposes indicated . 

For example ordered pairs will be denoted by (a,S) and certain infinite 

sequences will be denoted by {� } .  However the meaning will always be 

clear from the context . All other notation used in this thesis will be 

introduced as it is required . 

The general theory and terminology for the subj ect of algebraic 

number fields should be well known to any reader of this thesis . Texts 

such as Adams and Goldstein (1976] , Borevich and Shafarevich (1966] , 

Cohn (1962] , Richman (1971] ,  and Stewart and Tall [ 1979] amongst many 

others cover to varying degrees the relevant general background . 
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However at this point we briefly note a number of basic  terms and results 

from this subject area in order to define notation used in this thesis . 

Let a be an algebraic number of degree n over Q. Then we use 

Q(a) to denote the algebraic number field of degree n over Q formed by 

adjoining a to Q. The degree of this extension field is symbolized by 

writing [Q(a) : Q] = n.  The ring of integers of Q(a) will be denoted by 

Z(a). 

Now suppose S is of degree m over Q(a). Then we use Q(a)(S) to 

denote the algebraic number field formed by adjoining S to Q(a) and 

Z(a)(S) to denote the ring of integers of Q(a)(S). We write 

[Q(a) (S) : Q(a)] =m 

[Q(a) (S) : Q] = [Q(a) (S) : Q(a)] [Q(a) : Q] = nm 

to symbolise the facts that Q(a)(S) is a degree m extension of Q(a) and 

a degree of nm extension of Q. We can always find Y E Q(a) (S) of 

degree mn over Q such that Q(Y) = Q(a)(S). (Thus Z(Y) = Z(a)(S)). 

The norm function from Q(a) to Q wil l be denoted by N while the 

relative norm function from Q(a)(S) to Q(a) will be denoted by N .  a 

Of particular interest in this thesis is the structure of the unit 

group of Q(a) (more correctly of Z(a)) which is described by the 

following theorem. Note that by a real field we mean a field F such 

that F�  Rand by a non-real field we mean a field F such that F cC 

but F $_ R. 

THEOREM 1 . 1  Dirichlet ' s  Theorem (Stewart and Tall [1979 ,p219 )) 

Suppose a (equivalently Q(a)) has s real conjugates (s real conjugate 

fields) and 2t non-real conjugates (2t non-real conjugate fields) where 

n = s + 2t is the degree of the minimal polynomial for a. Let [, be a 
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primitive uth root of unity which generates the (finitely many) roots of 

unity of Z (a) . Then we can find units 

u1 , U2 , . . .  , Ur 
E Z (a) , r = s + t - 1 

such that the uriits of Z (a) are precisely those numbers of the form 

11 

The set { U1 ,u2 , . . .  ,Ur} (which is not unique) will be referred to as 

a fundamental system of units of Q (a) and can be characterised as follows . 

Let a1 , a2 , • . •  , as denote the real monomorphisms of Q (a) into [and let 

as+l ' crs+l' . . .  , as+t ' crs+t denote the pairs of complex monomorphisms of 

Q (a) into [. Then 

{U1,u2 , . . .  ,Ur } is a fundamental system of units of Q (a) 

if and only if 

u1 , u2 , . . .  , Ur are units of Q (a) for which the determinant 

of any order r square submatrix of 
-

b1�n Ja1 (U1) I bs+t�nlas+t (Ul) I e if j 
b. = J 2 if j 

_
b1�nla1 (Ur) I b �n Ja (U ) I s+t s+t r � 

is non- zero and of minimal magnitude R amongst all s ets  

o f  r l.lllits of Q (a) . (The columns of the above matrix 

sum to zero so R does not depend on which column is 

deleted to gi ve the order r submatrix) . 

The minimal magnitude value R is called the regulator of Q (a) . 

� s 

> s 

Note that if s > 0 then u = 2 ,  s = - 1 . If r = 1 then a fl.llldamental 

system of l.lllits contains just one unit which is normally referred to as 

a fl.llldamen tal unit .  
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Dirichlet ' s  theorem only asserts the existence of a fundamental 

system of units and does not suggest any way by which such a system 

might be calculated. One of the principal aims of this thesis is to 

develop algorithms for calculating fundamental systems of units for 

certain types of quartic fields . 

In this thesis we will make extensive use of modules of the form 

where R is the ring of integers of an algebraic number field (that is 

R = Z or R = Z (a.) ) and the generators A1 , A2 , . . .  , Ak are complex numbers 

or two dimensional complex vectors . Such modules wil l be referred to 

as R modules and a minimal set of generators will be called a basis . A 

basis for an R module is not unique but two bases are related by an R 

integral matrix whose determinant is  a unit of R. 

We finish this section by noting a result which will be used in 

chapter two . Suppose we have a collection of non-overlapping circles 

(that is the area of intersection of any two distinct circles is zero) 

of radius r in the plane . + For t ER let n(t) denote the number of 

these circles which lie completely within a circle of radius t centered 

on the origin. The packing constant for this collection of circles is 

defined to be 

lim area of n (t) circles 
t+oo (area of circle of radius t) 

The densest possible packing of equal radius circles in the plane is 

hexagonal and this produces the largest possible packing constant of 

rr/213 � . 907. (See Fejes T6th [1953, chapter I I I] ) . 



S ECT ION TWO 

QUADR ATIC FIELDS 
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In this section we define the notation related to quadratic 

fields which will be used in this thesis . For ease of reference we 

also include a number of the more important results and ideas which are 

relevant to later chapters . A maj or part of this thesis will deal with 

results related to quartic fields which are quadratic extensions of the 

quadratic fields described in this section. Consequently the case 

discussed below will occasionally be referred to as the "standard 

quadratic case" in later chapters . 

The literature of course contains numerous works which deal with 

the subject of quadratic fields . For example Cohn [ 1962] , Adams and 

Goldstein [1976] , Hardy and Wright [ 1979] and Richman [ 1971] to name but 

a few. We have mainly used Cohn as a source for the following results . 

Let d be a square-free rational integer , d 1 1 ,  and let 

0 = lcf 

Then Q (o)  is a quadratic field . Where necessary we distinguish the two 

subcases corresponding to d > 0 and d < 0 by using the prefixes "real" 

and "comp lex" . The integers of the field Q (o) are referred to as quad­

ratic integers and the set of all integers of Q(o) is of course denoted 

by Z (o) . Define 

Then 

if d = l (mod 4) 

otherwise 

Z ( o) = { (a +bO) I c : a ,  b E Z , a = b (mod c) } 

(2) 

Note that whenever we use the notation (a+bo) /c to denote a Z (o)  integer 



7 

then we will  assume that the above conditions on a ,b , c  are understood . 

In particular c will be used exclusively throughout this thesis to 

denote the value defined in (2) . If  we define 

if d = 1 (mod 4) 

otherwise 

then we have the alternative form 

Z( o )  = {a+bw : a ,b E Z }  = Z [ 1 , w] 

for the integers of Q( o) . We shall make use of both forms in this 

thesis . Note that the second form implies that { 1 ,w}  is an integral 

basis for Q( o)  and so we have that the discriminant of the field Q( o) is 

{d if d = 1 (mod 4) 

6 = 4d otherwise 

For a. =  a + bo E Q( o) (a ,b E Q) we use a.' to denote the conjugate a - bo 

of a.. The norm function from Q( o) to Q is of course N (a.)  = oo' = a2- b2d. 

The following result will prove useful on several occasions in later 

chapters . 

TIIEOREM 1 .  2 (Cohn [1962 ,p12 8 ,  "Hurwitz ' s  Lenuna"] ) 

If a,8 E Z( o) , g E Z and gJ (N(a), N(8), N(a+S)) then 

g J as', a' 8 

Dirichlet' s theorem shows that the structure of the unit group of Q( o)  

depends on whether the field is real or complex. 

COMPLEX Q( o) . The only units are the following roots of unity. 

d = - 1  

d = -3 

d "f - 1 , - 3  

± 1 ,  ±i 

± 1 ,  (±1±1�/2 

± 1  

I/ 



REAL Q (o) The units are of the fonn 

k 
± (e: (d) ) , k E Z 

where e: (d) is the unit satisfying 1 < e: (d) , e: (d) minimal . We shall 

refer to e: (d) as the fundamental unit of Z (o) . e: (d) is most 

efficiently calculated by the use of the simple continued fraction 

algorithm which is described in the next section. 
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Recall that the integers of Z (o) do not necessarily factor uniquely 

but that unique factorization is  "recovered" through the study of the 

ideals of Z (o) . We shall need the following terminology and results 

concerning the ideals of Z (o) and their property of unique factorization. 

We shall use <a1 ,a2 , .. . , ak> to denote the Z (o )  ideal generated by 

a1 ,a2 , ... ,� E Z (o) . Recall that an ideal I c Z (o)  is said to be 

principal if and only if 3 a E Z (o )  such that I = <a> . The conjugate 

ideal of an ideal I= Z (o)  will  be denoted by I ' ,  that is 

I '  = {a ' :  a E I }  

Recall that if I = I '  then I is said to be self conjugate . The norm 

of an ideal I � Z (o) will  be denoted by N(I) . (Note that N (I )  -is a 

positive rational integer and that 

I I  I = <N (I )  > 

Thus I I ' is not only principal but is also the ideal generated by N (I ) . 

Note also that N(I )  = N (I ' ) and N (<a>) = IN Ca) ! . 

Of course any ideal of  Z (o )  factors uniquely as a product of prime 

ideals . For ease of reference we now note the prime ideals of Z (o) . 

THEOREM 1 . 3  (Cohn [ 1962 , ppl42 - 145] ) 

Let (�/p) be the Kronecker symbol . Then the prime ideals of Z (o )  



are precisely those ideals of the following three types . 

(i) P = <p>  where p is a rational prime for which (fl/p) = - 1  

(ii) P , P '  (distinct) with PP ' = <p>  where p is a rational prime 

for which (6/p) = 1 
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(iii) P with P2 = < p> ,  P = P '  where p is a rational prime for which 

(6/p) = 0 ,  that is p l 6 

(Note that type (i) ideals are principal while type (ii) , (iii) ideals 

may or may not be principal , and type (i) , (iii) ideals are self­

conjugate while type (ii) ideals are not self-conjugate) . 

A more precise description of the prime ideals of Z (o )  is given by 

the following decompositions of the rational prime ideals . The factors 

in these decompositions give all the prime ideals of Z (o ) . 

<2 ,w> <2 ,w' >  if d = 1 (mod 8) ( (6/2) = 1) 

<2> if d = 5 (mod 8) ( (6/2) = - 1) 
<2> = 

< 2 , o >2 if d = 2 (mod 4) (2 16)  

< 2 , l+ o > 2 if d = 3 (mod 4) (2 16) 

and for p > 2 

<p> if (6/p) = -1 

<p> = <p ,a+o > <p ,a-o> if (6/p) = 1 (a2 
= d (mod p) ) 

<p , o >  2 if p l 6 

The study of ideals and unique factorization also leads to the 

concept of the class number of the field Q (o) which we will denote by 

h (d) . Of course Z (o )  is a unique factorization domain if and only if 

h (d) = 1 .  

I/ 



In this thesis we will often need to represent an ideal as a Z 

module .  

THEOREM 1 . 4  (Cohn [1962 , chapters 4 , 7 , 8 ] )  

The ideal I �  Z (o) can be represented in Z module form as 

I = Z [a ,a] 

where the basis { a ,a}  satisfies 

(i) a is the minimal positive rational integer in I 

(ii) a = (e+fo) /c E Z (o )  with f the minimal positive coefficient 

of o occurring in I and 0 � e < ac . 

This representation is unique and will be referred to as the standard 

representation of I .  Furthermore N (I)  = af and f i e ,  f i a .  

10 

I/ 

Note that <a >  = Z [a ,wa.] although this is not usual ly the standard 

representation of <a>. In this thesis  we will often need to reduce a 

non standard ideal representation 

I =  Z [a1 ,a2 , . . .  ,'\:] , al 'a2 , . . .  ,� E Z(o )  

to the standard representation for I .  We remind the reader of the 

technique used with the following example . 

EXAMPLE 1 . 1  

Let o = 12, a =  4 + 36 ,  13 = 6 + 76 .  Using a Euclidean type algorithm 

which first reduces the o coefficients we have 

<a ,13> = Z [a ,aw,l3 ,13w] 

= Z [4+3o , 6+4o , 6+7o ,l4+6oJ 

= Z [4+3o , 2+o , - Z+o , 6J 

= Z [ - 2 , 2+6 , -4 , 6) 

= Z [ - 2 , 6 , 0 , 0 ]  

= Z [ 2 , o ]  
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which is  the standard representation of  <a , S >  as a Z module .  11 

We shall also have need of the following result concerning the 

basis of a standard representation of an ideal .  

THEOREM 1 . 5  

Let 

a . , b . E Z J J 

be an ideal of Z (o) . Then in the standard representation of I 

described in theorem 1 . 4  we have that the o coefficient of a is 

PROOF 

Clearly V S E I f1 J S .  I n  particular 

f1Ja = (e+fo) /c and it fol lows that f1 J f . (If c = 2 then 

(e+fo ) /2 = (e-f) /2 + fw) . Since w ' a .  = b.N(w) + a .w '  it is not difficult J J J 
to see that we have e1 + f1 w E I for some e1 E Z .  Consequently f J f1 
and the result now follows . I/ 

We finish this section on quadratic fields with a paragraph which 

only applies to complex quadratic fields , that is the subcase d < 0 .  

For this subcase we have a '  = a . Note that Z (o) is a discrete subset 

of L In fact if a , S  E Z (o) , a r S then J a- S J  � 1 .  We can ·therefore 

generalize the nearest integer function as follows . Given x E [ we 

define 

{ x} = a  E Z (o) where Jx-a J  � Jx- S I  V 8  E Z (o)  

(Ties to be decided by some arbitrary rule) . Of course the nearest  

integer function now depends on the complex quadratic field under 

(3) 

consideration. Note that if a E Z (o)\ Z then Ja-Re (a) J � /3/2 > 1/ 2  

(the minimum value occurs when d = - 3 ,  a =  (a±o) /2) . Consequently (1) 



and (3) agree for x E R. We also define 

Z(o)+ = {a E Z(o) : a:f o , arg (a) E (-TI/2 ,  TI/2 ] }  

Note that for a E Z(o) we have precisely one of either a =  0 ,  or 

+ + a E Z(o) , or -a E Z(o) . Finally note that h(d) = 1 for 

d = -1 , - 2 ,  - 3 ,  - 7 , - 11 , - 19 , -43 , - 6 7 , - 163 

and that Q(o) is Euclidean for 

d = - 1 ,  - 2 , - 3 ,  -7 , -11 . 

SECT I ON T HR EE 

SIMP L E  CONT INUED F R ACT IONS AND R EAL QUADR AT I C  UNIT S 

The main purpose of this section is to briefly review material 

concerning the simple continued fraction algorithm with particular 

reference to its application to the problem of determining the 

fundamental unit of a real quadratic field . The ideas and results 
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covered in this section plus the following section are central to much 

of the work in this thesis in that we wil l  use them as a guide in our 

development of an algorithm for the calculation of units of quartic 

fields which are quadratic extensions of complex quadratic fields . 

Detailed development of the theory reviewed below can be found in 

texts such as Hardy and Wright [19 79 ] , Chrystal [1959 ] ,  and LeVeque 

[1977 ] . 

Throughout this section we asstune that d > 0 .  Thus o, w E R and 

the field Q(o) is real . 

A simp le continued fraction will be denoted by 



+ The partial quotients a1 , a2 , . .  • satisfy a1 E Z ,  a2 , • • •  E Z . The 

convergents of a simple continued fraction wi ll be denoted by 

where 

pk/qk , k = -1 ,  0 ,  1 ,  2 ,  . . .  

Successive convergents satisfy 

13 

(4) 

Of course every simple continued fraction represents a real number and 

conversely every real number can be represented as a simple continued 

fraction which can be obtained as follows . 

ALGORITHM 1 . 1  

Let x E R . Then the partial quotients of the simple continued 

fraction expansion of x are calculated as follows. 

1 

2 

3 

4 

5 

Set 

Set 

If 

X = 1 

� = 

ak = 

Set xk+l = 

x, k = 1 

[xk] 

xk then stop 

(xk-�) - 1  

Increment k by 1 ,  go to 2 11 

Note that in practice the number of partial quotients which can be 

accurately calcu lated using algorithm 1 . 1  depends ort the initial 

accuracy of the approximation to x. Consequently it is often necessary 

to use multiprecision arithmetic if we wish to calculate more than a· 

dozen or so partial quotients . 
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The simple continued fraction expansion of x is essentially unique 

and we have 

x has a finite simple continued fraction expansion 

if and only if 

X E Q 

Thus if  x E Q we have 

and x = p /q n n 

(S)  

Note that if p ,  q E Z ,  (p ,q) = 1 then from (4) we see that a solution 

of pa - qb = 1 with a,  b E  Z is given by a =  ( - l)nq 1 , b = ( - l)np 1 n- n-

The complete quotients xk , k = 1 ,  2 , .  . . in algorithm 1 . 1  satisfy 

(6) 

The convergents of the simple continued fraction expansion of x form a 

sequence of increasingly better approximations to x .  In  fact we have 

( 7) 

The first equality is only possible if  x = pk+l/qk+l and the second 

equality is only possible if qk = qk+l = k = 1 .  As a partial converse 

of (7)  we have that if x E R , p ,  q E Z then 

implies 

2 Jp/q-x l < 1/2q 

p/q is a convergent of the simple continued fraction 

expansion of x .  

(8) 

More important than ( 7) as far as this thesis is concerned is the idea 



of a best approximation . + For p E Z ,  q E Z , x - [x] # 1/2 we say 

p/q is a best approximation to x 

if and only if 

V a,b E Z ,  0 < b � q, a/b :f p/q we have l p-qx l < I a-bx l 

lliEOREM 1 . 6 (LeVeque [197 7 ,  sections 9 . 2 ,  9 . 3 ] )  
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(9) 

If x - [x] E [ 0 , 1/2) (resp . x - [x ]  E (1/2 , 1) )  then the convergents 

pk/qk ' k = 1 , 2 , . . .  (resp . k = 2 , 3 ,  . . .  ) of the simple continued fraction 

expansion of x are precise ly the best approximations to x .  (If x E Q 

then assume the expansion is the shorter of the two possibilities) . # 

A periodic simple continued fraction will be denoted by 

(10) 

We assume that m ,r E Z+ are minimal . The partial quotients 

a1 , . . .  , a  1 form the preperiod and the partial quotients a ,  . . .  , a + 1 m - m m r-
form the period. If m = 1 then the simple continued fraction is 

said to be purely periodic .  Note that for an expansion of form (10) 

we have 

Consequently it is easily deduced using (6) that if x has an expansion 

of.form (10) then x is a real quadratic surd . The simple continued 

fraction expansion of any real quadratic surd is most easily calculated 

using a modified for.m of algorithm 1 . 1 .  

ALGORITIIM 1 . 2  (Chrystal [ 1959 , chapter 33 ] )  

Let x = (a+bo) /e ,  a,e E Z ,  b E  Z+ with a2 = b2d (mod e) . ( If  

necessary this can be  arranged by replacing a ,  b ,  e with aie l , b l e l , 

e I e I ) . Then the simple continued fraction expansion of x can be 



calculated as follows. 

1 

2 

3 

4 

5 

Set p l 

Set ak 

Set Pk+l 

Set Qk+l 

= a ,  Q1 = e ,  k = 

= [ (Pk +bo) /Qk] 

= ak Qk- Pk 

= (b2d-P�) /� 
Increment k by 1 ,  go to 2 

We have 

1 

and Pk ,Qk are small rational integers which eventually satisfy 

It follows that the xk can only assume finitely many distinct values 

and so the expansion of any real quadratic surd is periodic with the 

end of the first period corresponding to the first occurrence of 

16 

11 

( 11) 

:xm+r = xm , that is Pm+r = Pm , Qm+r = Qm . We therefore have the result 

x has a periodic simple continued fraction expansion 

if and only if  

x is a real quadratic surd . 

Note that it is easily deduced from (6) and (11) that 

Since algorithm 1 . 2  basically only involves integer arithmetic ( [bo ]  

is a good enough approximation to bo in step 2) the advantage this 

( 12) 

algorithm has over algorithm 1 . 1  from a computational point of view is 

obvious . 
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We now review the connection between real quadratic units and 

simp le continued fractions . Using (8)  it is relatively easy to show 

that if E (d) = a - bw ' then for d 15 a/b is a convergent of the simple 

continued fraction expansion of w. In view of (12)  we have for d 1 5 

that E (d) = p
j - l  -qj _1w' where j > 1 is the minimal integer for which 

Q
j 

= Q1 . A study of the coefficients obtained in the expansion of w 

using algorithm 1 . 2 enables us to be more specific about this value of 

j . 

1HEOREM 1 .  7 (Chrystal [1959 , chapter 33 ] )  

For d 15 the sequences Pk ' Qk ' � obtained when w is expanded by 

algorithm 1 . 2 exhibit the fol lowing symrnetries . 

k 1 

pk pl 
Qk Ql 
� al 

We have 

Furthermore 

and so 

E (d) = 

2 3 

P2 p3 
Q2 Q3 
a2 a3 

p - q w' r r 

4 . . .  r- 1 

p 4 
Q4 
a4 

. . . 

. . . 

. . . 

p4 
Q3 
a3 

r r+l 

p3 P2 
Q2 Ql 
a2 ar+l 

j _ 1 (mod r) 

r+2 . . .  

P2 . . .  

Q2 . . .  

a2 . . .  

if w = 6 
otherwise 

The amount of work involved in calculating E (d) can be 

approximately halved if we take advantage of the symmetric nature of 

the Pk , Qk in theorem 1 . 7 .  

11 



1 8  

1HEOREM 1 . 8  

For d :f 5 the midpoint of the expansion of w can be recognized by 

the first occurrence of one of the following conditions . 

and 

and 

PROOF 

(a) Qk+l = Qk ,�+l = � ' in which case r = 2k - 1 ,  

pk+3 = pk- 1 ' Qk+3 = Qk- 2 ' �+3 = �-2  etc , 

(b) Pk+l = Pk in which case r = 2k - 2 ,  

Qk+l = Qk- 1 ' �+1 = �-1 

Pk+2 = pk- 1 ' Qk+2 = Qk-2 ' �+2 = �-2  etc, 

(13) 

( 14) 

Chrystal [1959 , chapter 33 ]  gives the results concerning the Pk ,Qk ' 

ak . To prove ( 13) and (14) we use (6) to show that 

and then use the symmetries exhibited by the Pk , Qk to obtain the 

expressions given for e:(d) . 11 

At this point we note that if d = 1 (mod 4) , d·:f 5 then e: (d) can also 

be calculated using the simple continued fraction expansion of o. 
1HEOREM 1 . 9  

Let d = 1 (mod 4 )  • Then theorem 1 . 7  and the symmetries of theorem 
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1.8 also apply to the expansion of 6. e: = p + q 6 is the ftmdamental r. r 
tmit of Z [ l , o] � Z (o) . For d > 5 we have 

(a) if d = 1 (mod 8) then e: = e:(d) 

(b) if d = 5 (mod 8) then e: = e:(d) or (e:(d) ) 3 . If e: = (e:(d) ) 3 

then 3 j , k E Z + , 1 < j < k .5 r such that Q . = Q = 4 and J k 

11 

We finish this section by noting a variation on algorithm 1 . 1  which 

is often referred to as the nearest integer continued fraction algorithm. 

ALOORI'IH'-1 1 .  3 

Let x E lR. Then the partial quotients of the nearest integer 

continued fraction expansion of x are calculated as follows . 

1 Set x1 = x ,  k = 1 

2 Set � = {x } k 

3 If ak = xk then stop 

4 Set �+ 1 = (xk -�) -1 

5 Increment k by 1 ,  go to 2 11 

The properties of the nearest integer continued fraction expansion 

of x are similar to those of the simple continued fraction expansion of 

x .  However the nearest integer continued fraction algorithm is not 

guaranteed to obtain all best approximations to x .  The nearest integer 

continued fraction expansion of x is periodic if and only if x is a 

real quadratic surd and the obvious modification of algorithm 1.2 

applies . We can also use the nearest integer continued fraction 

expansion of w to calculate e:(d) and this is generally more efficient 

than using the simple continued fraction expansion of x .  (See 

Williams and Buhr [ 1979] ) .  However the work in chapter two is more 



directly related to the better known ideas of the simple continued 

fraction algorithm and best approximations . I t  is for this reason 

that we have not featured the nearest integer continued fraction 

algorithm more prominently . 

SECTION FOUR 

RELATIVE MINIMA OF Z MODULES 
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In this section we present an alternative approach to the material 

in the previous section which is based on the ideas of a best 

approximation given in (9) . The ideas presented are basically due to 

Voronoi [1896] and they provide the most appropriate basis for the 

generalization which we will  be considering in chapter two . 

For the set R X R we can define arithmetic operations in the 

obvious cornponentwise fashion.  For example if A = (x ,y) , 

B = ( z , t) ER X R then AB = (xz ,yt) and A/B = (x/z ,y/t) (provided 

zt ::f 0) . For A = (x ,y) we define 

A * = (y ,x) , I A I = l x l 

C learly (A/B) * = A*/B* , I A* I = I Y I , I A/B I = I A I / I B I . 

For x E R\{ 0 }  let 

M (x) = Z[(l , l) ,X], X =  (x , -x) 

with module operations as defined in the previous paragraph . Note 

that for A = a ( l , 1) + bX = (a+bx ,a-bx) E M(x) we have 

A*  = a ( l , l) - bX = (a-bx , a+bx) , IA* I = I a-bxl 

A + A *  = 2a(l , l) ,  A - A* = 2b (x , -x) 



A relative minimum of M(x) is any A E M(x) \{ (0 ,0 ) } satisfying 

VB E M(x) \{(0 , 0) } I B I  < I A I implies JB *J > I A *I 

and I B I  = I A I implies JB *J � I A * I 

The fol lowing results are easily proved . 

1HEOREM 1 . 10 

(a) I f  A = a (l  , 1) + bX E M(x) is a relative minimum 

then (a,b) = 1 .  

(b) 
{ (1 , 1) 

Aa = 
' X 

Jx l � 1 
is a relative minimum of M(x) . 

!x i < 1 

(c) I f  A is a relative minimum of M (x) then so are -A, ±A* . 

Furthermore if JxJ r 1 then A ,  -A are the only relative minima of 

magnitude I A I . 
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(d) I f  A is a relative minimum of M (x) then either !A I = JA0 ! ,  

or !A I > JA0 I > l A* I ,  or !A I < JA0 I < JA* J .  I/ 

A relative minimum A =  (p+qx , p-qx) for which q E z+ and JAJ > JA0J 

will be called a positive relative minimum. In view of theorem 1 . 10 

it is easily seen that we can restrict our attention to the positive 

relative minima of M(x) . M(x) is a countable set and so we can label 

the positive relative minima as �' k = 1 , 2 ,  . . . so that we have 

I Ao l < !Al l < I Az l < . . . For k = O , l , Z, ... and !Ak l r 0 we define 

� = Ak+1/Ak , �(x) = M(x) /Ak = {A/Ak: A E M(x) } 

THEOREM 1 . 11 

(a) We can find Bk E M(x) (not unique) such that 

and so 



2 2  

(b) Rk is the unique R E Mk (x) having negative first component 

if k = 0 ,  x � - 1 and positive first component otherwise which also 

satisfies I R*I < 1 , ! R I  minimal . 

(c) We can find Sk E MkCx) such that 

and so 

This theorem suggests the following method for calculating positive 

relative minima. 

ALGORITIIM 1. 4 

Let x ER\ {0 } . Then the positive relative minima of M(x) can 

be calculated as follows . 

1 I f  Jxl � 1 then set A0 = (1 , 1) ,  x0 =X 

2 

3 

4 

5 

6 

7 

8 

else set A0 = X ,  

Set k = 0 

Find Rk E MkCx) = Z [ (1 ,  1) , Xk] 

Set Ak+l = RkAk 

If I Rk! = 0 stop 

Find Sk E Mk(x) such that Mk(x) = 

Set Xk+1 = Sk/Rk , 

Increment k by 1 , 

that is Mk+ 1 (x) 

go to 3 

Z [Rk ,Sk] 

= Z [ (l , l) , xk+lJ 

I/ 

In fact algorithm 1 . 4  simplifies to what is essentially the simple 

continued fraction algorithm. ( In the simplest case x � 1 we find 
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Rk == ak+l (1 , 1) + \ and we can take Sk == (1 , 1) . It  follows that 

\ = (pk -1 
+qk-1x pk-1 -qk- 1x) 

pk+qkx ' pk-qkx 

( Pk- 1 +qk- lx 
-xk+l) k=O , l , 2 ,  . . . = 

pk+qkx ' 

For x < 1 there are several minor differences) . However we have given 

algorithm 1 . 4  in a semi -developed form because it is this form which is 

the basis for generalization in  chapter two . The s implified form of 

algorithm 1 . 4  (that is the simple continued fraction algorithm) is much 

less suitable for this purpose and we shall not pursue the precise 

details of this simplification. However we finish this section by 

noting the precise connection between the positive relative minima of 

M(x) and the convergents of the simple continued fraction expansion of 

x .  Note that this theorem shows that the results of section three 

(after appropriate modification) apply to the positive relative minima 

of M(x) . 

TIIEOREM 1 . 12 

Let x E R\{0} . Let pk/qk denote the kth convergent of the simple 

continued fraction expansion of x .  Then the positive relative minima 

of M(x) are as follows . (If x E Q then assume the expansion is the 

shorter of the two possibilities) . 

(a) X � 1 

(b) 0 < X < 1 

(c) -! < X <  

(d) X == -! 

0 

. Ak == 
pk (1 , 1) + qkX' 

� == Pk+l (l , l) +qk+lx , 

Ak == Pk+2 (l , l) + qk+2x , 

A1 == - (1 , 1) + 2X 

(e) - 1 � x < -! Ak == pk (l , l) + qkX 

(f) X < - 1 

k = l , 2 ,  . . .  

k = l , 2 ,  . . .  

k = l , 2 ,  . . .  

k = l , 2 ,  . . .  
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( 1.) [x] + 2 1  < x < [x] + 1 A_ (1 1) X k 1 2 - -k = pk+ 1 ' + qk+ 1 ' = ' ' . . •  

(ii) x = [x] + l 

(iii) [x] < x < [x] + l 

(iv) x = [x] 

� = (p1+1) (1 , 1) + q1X 

A2 = p2 (1 , 1) + q2X 

A1 = (p1+1) (1 , 1) + q1X 

Ak = pk_1 (1 , 1) + qk_1x k = 2 , 3 ,  . .. 

11 
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CHAPTER TWO 

RELATIVE MINIMA OF MODULES OVER A RING OF COMPLEX QUADRATIC 

INTEGERS 

In chapter one section four we noted how the idea of relative 

minima of modules of the form Z((l , l) ,X}, X =  (x, -x) , x E R\{0 }  leads 

to what is essentially the simple continued fraction algorithm and hence 

(chapter one section three) to a method for calculating fundamental 

units of real quadratic fields. In this chapter we shall generalize 

this idea to modules of the form Z (o ) [ (l , l) ,W] where W = (w , -w) , 

wE C\{ 0 } , and Z (o)  is a ring of complex quadratic integers . Our main 

motivation for considering this idea is the desire to develop an 

algorithm which can be used to calculate fundamental units of quadratic 

extensions of complex quadratic fields . However in chapter three we 

shall see that the work in this chapter is not entirely successful in 

this respect although fortunately the problems which arise do not prove 

to be insurmountable. 

SECTION ONE 

DEFINITIONSJ 1'-K)TATIONSJ AND BASIC THEOREt1S 

Throughout this chapter we assume that Q (o) is a complex quadratic 

field (see chapter one section two) . 

We shall need the following operations on (;XC 



DEFINITION 2 . 1  

Let (u ,v) , (x ,y) E !LX!L , z E !L . We define 

(a) (u ,v) ± (x ,y) (u±x , v:t.y) 

(b) (u , v) (x ,y) = (ux ,vy) 

(c) (u ,v) / (x ,y) (u/x , v /y) 

(d) z (u ,v) = (zu , zv) 

(e) (u ,v) * = (v ,u) 

called the reverse of (u ,v) 

(f) I ( u 'V) I = I u I 

called the magnitude of (u ,v) 

(g) (u ,v) = (u,v) 

provided xy f 0 

called the complex conjugate of (u ,v) 

26 

!I 

Note that the reverse function preserves operations a ,b , c ,d c�d the 

magnitude function preserves operations b , c , d .  Furthennore the 

magnitude function satisfies the triangle inequality and if A E CX!L 

then /M * I  f 0 if and only if neither component of A is zero . 

note that (A*) * = A and that M� has identical components . 

Finally 

In this chapter we will be primarily interested in the properties 

of the following Z (o) module which is a subset of C X(. 

DEFINITICN 2 .  2 

Let w E <C\{0 } .  We define M(w) to be the module 

M(w) = Z (o )  [(1 , 1) ,W] , w = (w , -w) 

where Z (o)  is a ring of complex quadratic integers . The module 

operations are given in definition 2 . 1 .  For A E M(w) we have 

A =  a(1 , 1) + SW = (a+Sw ,a-Bw) , a , S  E Z (o)  

The Z (o)  integers a , S  wi ll  be referred to as the coefficients of A.  /1 
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Clearly A E M(w) implies A* E M (w) . Since (1 , 1) , W are linearly 

independent over C we see that the coefficients of A E M(w) are tmique . 

It is  also easily seen that {A ,B }  is a basis of M(w) if and only if 

A =  a (l , l) +BW,  B = K (l , l) + A.W E M(w) with aA.-BK = �a root of tmity of 

Z(o). Note that {A ,�-lB} is also a basis whenever {A ,B }  is a basis and 

so we can in general assume that � = 1 .  

The following theorem gives a number of fairly obvious results 

which wil l  be used frequently in this chapter . 

lliEOREM 2 . 1  

PROOF 

(a) Let A = a (l , l) + BW E M(w) . Then 

!A I = ia+Bwl , A + A* = 2a (l , l) ,  A-A* = 2B(w , -w) 

2lal I A* I � ! A I S 2 l a l + I A* I 

2 1Bwj- IA* I � I A I � 2 1Bwl + IA* I 

(b) Let r , s  E R+. Then there are only finitely many A E M(w) 

satisfying IA I < r ,  I A* I < s .  

Only part (b) requires some explanation . Suppose A = a(l,l) + SW 

satisfies !A I < r ,  l A* I < s .  Then from part (a) we have 

The result is now clear since there are only finitely many a,S E Z(o) 
satisfying these conditions . # 

In developing results concerning M (w) we shall need to consider a 

larger dass of Z ( o) modules which are derived from M (w) . 

DEFINITION 2 . 3  

Let X E C XC and suppose I XX* I 'f 0 .  Then we define 



M(w) /X = Z (o) [ (1,1) /X,W/X] 

= {B/X : B E M (w) } 

The module operations are given in definition 2 . 1 .  Furthermore if 

Y E C XC, I YY* I � 0 then we define 
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(M(w) /X) /Y = M (w) / (XY) § 

We wil l  mainly be interested in the cases where X E M (w) and 

Y E M(w) /X.  Note that {R ,S }  is a basis of M(w) /X if and only if 

{A = RX,B = SX} is a basis of M(w) . However note that (A/X) * = A* /X* is 

not necessarily an element of M(w) /X.  

We are now able to define a relative minimum of M (w) /A, A E M (w) . 

DEFINITION 2 .  4 

Let A E M(w) , I AA* I � 0 .  A re lative minimum of M(w) /A is any 

R E (M(w) /A) \{  (0 , 0) } satisfying 

VS E (M(w) /A) \ { (0 , 0)} !S I < I R I implies I S* I > I R* I 

and !S I = I R I implies I S*I � I R* I I/ 

Of course our main interest l ies with the relative minima of M (w) . 

(That is A =  (1 , 1) in definition 2 . 4) .  However when calculating relative 

minima of M (w) we shall find it convenient to work with relative minima 

of certain M (w) /A. The connection between relative minima of M (w) and 

relative minima of M(w) /A is simple and straightforward. 

THEORFM 2 . 2  

Let BE M(w) , jBB* I � 0 .  Then 

A is a relative minimum of M(w) 

if and only if 

A/B is a relative minimum of M(w) /B 
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PROOF 

The result is clear once we have noted the one to one correspondence 

A E M(w) � NB E M(w)/B 

and relationships such as 

jC/Bj < jA/Bj if and only if jcj < jAj , etc. 

The importance of this result with respect to the calculation of 

relative minima of M(w) wi ll become clear in section three . However 

this result is also of more immediate use in that it s implifies some 

of the following proofs . 

The next theorem sha�s that the relative minima of M(w) , M(-w) , 
- 1  -M (w ) ,  and M(w) are closely related . 

11IEOREM 2 . 3  

(a) M(w) and M( -w) have identi cal relative minima 

(b) A is a relative mininn..nn of M(w) 

if and only if  

A/W i s  a relative minimum of  M(w- 1) 

(c) A is a relative minimum of M(w) 

if and only if  

PROOF 

A is a relative minirrrurn of M(w) 

(a) The result is clear once we have noted that 

a ( l , l) + 8(w , -w) = a (l , l) + ( - 8) ( -w ,w) 

since this shows that M (w) = M( -w) . 

(b) We have 

M(w) /W = Z (o ) [(l , l) /W ,W/W] 

= Z (o ) [ (w-1 , -w- 1) , ( 1 , 1) ] 

= M(w- 1) 

I/ 



The result now follows fran theorem 2 .  2 .  (Take B = W) • 
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(c) The result is clear once we have noted that A = a (l ,l) + BW E M(w) 

implies A =  a(l ,l) +SW E M(w) and that IA I  = I A I . 1/ 

So far we have developed some of the relationships that exist 

between the relative minima of distinct modules .  We now turn our 

attention to relationships between and properties of the relative minima 

of a given module . The first result is a fairly trivial consequence of 

definition 2 . 4 . However we shall refer to it on a number of occasions . 

1HEOREM 2 . 4 

I f  R,S are relative minima of M(w) /A then 

I R I  > IS I implies IR* I < IS*I 

TI-IEOREM 2 .  5 

A/B is a relative minimum of M(w) /B 

if  and only if 

A*/B is a relative minimum of M(w) /B 

PROOF 

In view of theorem 2 .  2 we need only consider the case B = (1 , 1) . 

Furthermore since (A*) * = A we need only_ prove the forward implication . 

Suppose A is a relative minimum of M(w) . I f  A* is not a relative 

minimum of M (w) then we can find C E M(w) \ { (0 , 0) } satisfying 

either 

or 

I C I < I A* I and I C * I  s: I A I 
I C I = I A* I and I C * I  < I A I 

However D = C* therefore satisfies 

either 

or 

I D I < I A I and I D * I  s: I A*  I 

I D I  = IA I  and I D * I  < lA *I 

which contradicts the fact that A is a relative minimum. 

11 

11 



Our next obj ective is to establish an ordering and labelling of 

the relative minima of M(w) . We begin by noting that M (w) is a 
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countable set and so there are at most countably many relative minima of 

M(w) . The next theorem gives us a base point for our labelling system . 

TIIEOREM 2 . 6 

(a) ( 1 , 1) is a relative minimum of M(w) 

if and only if 

l w I :a 1 

(b) W is a relative minimum of M(w) 

if and only if 

l w l  s: 1 

PROOF 
(a) Suppose (1 , 1) is a relative minimum of M(w) . If  lw l < 1 

then we have IW I = lw l < 1 = I (1 , 1) I and I W* I  = 1 -w l < 1 = I ( 1 , 1) *  1 .  
This contradicts the fact that (1 , 1) is a relative minimum. 

Now suppose that l w l  � 1 .  I f  ( 1 , 1) is not a relative minimum then 

we can find A = a (1 , 1) + f3W E M(w)\ { (0 , 0 ) } such that either I A I  < 1 and 

I A* I � 1 or I A I � 1 and I A* I < 1 .  In either case Z l a l = I A+A* I < 2 

implies l a l < 1 ,  and Z l sw l I A-A* I  < 2 implies I B I < 1 .  Consequently 

a = B = 0 and so A =  (0 ,0) which is a contradiction . 

(b) This case is proved in a manner similar to part (a) . 11 

DEFINITION 2 .  5 

We define 

J (1 , 1) if l w l  :a 1 
A = \ 0 I W if lw l < 1 

L 

Before extending this labelling to other relative minima of M(w) 

11 
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we must consider several points . Note that if A is a relative minimum 

then so is UA where U = (� . �) ,  � a Z(o) root of unity . 

C IUA I = I A I , I CUA) * I  = I A* I) .  Furthermore it is possible to have 

relative minima A,B E M(w) with IA I = IB I , lA* I = IB* I  yet A,B not 

related by a root of unity factor . For example when I w I = J , w not a 

root of unity we find that (1 , 1) , W are two such relative minima . 

(See A3 , A�l) in example 2 .  7b for a less trivial example) . 

DEFINITION 2 .  6 

Let R,S be relative minima of M(w) /A satisfying 

I R I = IS I ' IR* I  = IS* I 

We shall call R,S equivalent re lative minima and write 

R ,.., S // 

Clearly R ,.., S if and only if R* ,.., S* . Of course this equivalence 

relation divides the relative minima of M(w) into equivalence classes . 

This fact is acknowledged in the following definition which also gives 

the required ordering and labelling of -the relative minima of M(w) .  

DEFINITION 2 .  7 

The sets of equivalent relative minima of M (w) will be denoted by 

Ek , k E Z ,  as defined below. Ak for k -f 0 will denote any element of 

Ek . 

E0 is the set of all relative minima equivalent to A0 . · 

Ek for k > 0 is the set of all equivalent relative minima 

Ek for k < 0 is the set of all equivalent relative minima 



(If � is empty for some k > 0 then we define �+1 , �+2 , . . .  to be 
the empty set . 
than one element 

Similarly for k < 0) . Where we wish to denote more 
of � we will use the notation Ak , A�1), �2) , . . .  
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The coefficients of A. A. (j ) wi 11 be denoted by a a a. (j )  o (j ) that - 1c ' - -k k ' .,_k ' K ' '"'k ' 
is 

My sequence of relative minima . . .  , -\ ' -\+1 , �+2 , . . .  (finite or 
infinite) will be called a chain of relative minima . A chain which 
contains an element from every non-empty � wi ll be called a comp lete 

chain and a chain which contains Aa and an element from every non-empty 
� for k > 0 wi ll be called a half chain . I/ 

It is fairly obvious that each � is a finite set (see theorem 
2 . 1b) and with a little effort we can obtain a more precise upper bound 
for the number of e lements in � · 
6 regions 

Divide the complex plane into the 

R .  = {x E ( : arg (x) E [ (j - 1) n/3 , j n/3) } ,  j = 1 , 2 ,  . . . ,6 J 
Now if � has 37 or more elements then we can find � ,  A�1) such that 

+ a  (1) + o C1) E R d o (1) o C 1) E R However 1. t then � '"'kw , ak '"'k w j an ak - ..,kw , ak - ..,k w m · 
follows that A ='\  - �1) satisfies I A I  < 1 '\ 1 , IA* I  < IAk l which 
contradicts the fact that '\ is a relative minimum. Thus Ek has at 
most 36 elements . However we generally find that the number of elements 
in � is the same as the number of roots of unity in Z (o) .  

Note that the elements of a complete chain of relative minima 
satisfy 

Furthermore if {'\} is a complete chain of relative minima of M(w) then 
theorem 2 . 2  shows that {Ak/A} is a complete chain of relative minima of 

(1) 
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M(w) /A. (Although definition 2 . 7  only applies to M(w) the idea of a 

complete chain extends easily to M(w) /A) . 

The next theorem shows that we can restrict our attention to the 

relative minima of M(w) having magnitude greater than I A0 I · 

rnEOREM 2 . 7  
The sets of equivalent relative minima of M(w) satisfy 

E _ k = {A* : A E Ek} 

Consequently the half chain A0 , A1 , A2 , . . •  can be 

extended into a complete chain by taking A_ k to be Ak for k = 1 ,  2 , . . .  

PROOF 

From definition 2 . 7  and theorem 2 . 4  we have (1) and 

Furthermore {Ak} is a complete chain whenever {Ak} is a complete chain. 

Since I A0 1 = ! A0 1 the theorem is now clear . 11 

In section three of this chapter we shall consider the problem of 

calculating a half chain of relative minima of M(w) . Note that when 

calculating relative minima of �1(w) we will initially only be interested 

in calculating one arbitrary representative of each Ek ' k > 0 .  

The next theorem will be of importance when we develop an algorithm 

for calculating relative minima in section three . However we present 

it at this point so that we can use it in its s:implest form (A = (1 , 1 ) )  

in example 2 . 1  which follows the theorem. 

TiffiOREM 2 . 8  

The relative minimum Ak+l/A E M(w) /A satisfies 

(a) I (Ak+l/A)1 < I (�/A) * I 



(b) V B/A E OM (W) /A)�{ (O , O) } satisfying I CB/A) * I < I (Ak/A) * I 

we have either I B/A I  > I Ak+l/A I 
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or I B/A I ; IAk+l/A I and I (B/A) * I � I (Ak+l/A) * I 

PROOF 
In view of theorem 2 . 2  and the fact that lA ! , I A* I are simply scale 

factors in the above inequalities we need only consider the case 
A ;  (1 , 1) . Furthermore condition (a) is just theorem 2 . 4 . 

To see that condition (b) must also hold we suppose to the contrary 
that we have B E M (w)"{ (O , O) } satisfying I B* I < ! Ak l  with I B I  � ! Ak+l l 
and either I B I  r ! Ak+l l or I B* I < !Ak+l l . Now if I B I  ; jAk+l l then we 
must have I B* I  < ! Ak+l l which contradicts the fact that Ak+l is a 
relative minimum. Therefore we must have I B I  < ! Ak+l l . Now choose 
C E M (w)'\{ (0 , 0) }  satisfying ! C l � I B I , ! C* I  � I B* ! , I CC* I minimal . 
(Theorem 2 . lb guarantees that the choice is from a finite set) . 
easily checked that C is a relative minimum of M(w) .  Note that 

It is 

! C* I  � I B* I < ! Ak l  and so theorem 2 . 4 implies ! C l  > 1� 1 .  Thus C is a 
relative minimum of M(w) satisfying ! Ak l < ! C l < l�+l l which is a 
contradiction . Therefore (b) must indeed hold . 11 

We now illustrate some of the ideas presented so far in this chapter .  
This example also suggests some of the ideas which we wil l  develop in 
later sections . 

EXAMPLE 2 . 1  
Let o ; /-10 and w ; /l+o .  We shall calculate a chain 

A0 , A1 , . , . , A7 in M ( w) and note some of the more interesting points about 
these relative minima. 

Of course A0 = (1 , 1) by definition since !w l � 1 .  A simple though 
very inefficient method for finding the remaining relative minima is to 
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perform an exhaustive search in the manner outlined in the following 
paragraph. 

Suppose we know "\(k � 0 , IAk l > 0) and we wish to find Ak+l . From 
theorem 2 . 8  we see that we can take Ak+l to be any A E M(w)\ { (0 , 0) }  which 
satisfies 

(a) I A* I < I Ak l ' I A I minimal 

(b) I B I = l A !  implies I B* I � I A* I 

+ We therefore search through the S E Z (o )  (see the final paragraph of 
chapter one section two) in order of increasing magnitude until we find 
a S for which there exists an a E Z (o )  satisfying l a- Sw l < I Ak l ·  
(Where there is more than one choice for a we choose the one which 
minimizes I a+Sw I )  . Now A = a (1 , 1) + SW may or may not be the required 
Ak+l . However IA* I < IAk l and so theorem 2 . 8  gives IAk+l l � I A I . 
Therefore by theorem 2 . la 

Since IAk+l l , I A* I < I Ak l this implies 

Therefore by checking the remaining possibilities indicated by this 
bound we wil l be able to determine Ak+l . Note that j Ak l � I A0 1 � l w l 
and so I Ak: l / l w l  :::; 1 . 

The search outlined produces the results given in table 2 . 1 . (The 
calculations were of course done by a computer . See example 2 . 3) .  Note 
that the number of S E Z (o )+ satisfying I S ! < r is proportional to r2 . 
Consequently the amount of work required to find Ak quickly becomes 
unmanageable as k grows . Indeed finding the relative minima in table 
2 . 1 requires the testi�g of approximately 106 possibil ities . 



TABLE 2 . 1  Relative minima of M( /1 + ;:TO) 
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k cx.k sk I I Ak l t I Ak l l sk i t 

0 1 I 0 I 1 . 0 
1 4 + 6 3 I 10 . 6 

I 2 9 + 26 I 6 I 21 . 9  I I ! 3 2 + 56 I 6 + 26 31 . 8  I I I 
4 37 - 146 2 - lOo 115 . 4  
5 I 104 - 36 43 - 126 208 . 9  
6 245 - 206 88 - 346 

i 
506 . 1  

7 2464 + 3276 1427 - 1086 5344 . 4  
I 
I 

t Rotmded to lD 

In section three we will develop a more efficient algorithm for 

0 
1 . 2  
1 . 4  
. 6  

1 . 3  
1 . 2  
. 3 

1 . 2 

calculating relative minima . This algorithm will still use the above 

search technique but on a fairly minor scale . In fact finding each Ak 
will involve a search which is roughly equivalent to the search required 

to find A1 in the above example . 

A second point to note is the fact that IA{ I ! Sk i is approximately 
constant or equivalently IA{ I is approximately proportional to 1/ I Sk l . 

In section two of this chapter we shall investigate this relationship in 

greater detail . 

The most important observations about these relative minima come 

when we note that cx.k + Skw, cx.k - Skw are conjugate algebraic integers in 
the quartic field Q (w) which is clearly a quadratic extension of Q (o) . 

For ex. + Sw E Q (w) (cx. , S  E Q (o) ) the relative nonn ftmction from Q (w) to 

Q (o) is 

2 2 2 2 2 N0 (cx.+6H) = a - s w = a - s (l+o) 

and we therefore have the obvious definition N0 (A) = N0 (cx.+Sw) for 

A =  cx. (l , l) + SW E M(w) . Note that M* = N0 (A) (l , l) = N0 (A*) (l , l) . 
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TABLE 2 . 2  Nonns of relative minima of M(ll+l- 10) 

0 

1 

Thus all the relative minima listed in table 2 . 1  have small norms and 

in particular A6 corresponds to a unit of Q (w) . Furthermore it is easily 

checked that A7 = A6A1 and in fact since M(w) is closed tmder 

multiplication we have the more general result 

Ak a relative minimum of M(w) 

implies 

�A� , j E Z is a relative minimum of M(w) 

To see this note that if AkA� is not a relative minimum then 

3 A E M(w)�{ (O , O) } such that 

either I A I  < l A�� � and I A* I � I (A��) * I 

or I A I  = I�A� I and l A* I < I (�A�) * I 

However we would therefore have A A�j E M(w) (A6 is a tmit of 
M(w) ,A�1 = A6) and the existence of such an element in M(w) is fairly 

easily seen to contradict the fact that Ak is a relative minimum. 

A simple consequence of (2) is that a complete chain of relative 

minima of M(w) is given by 

Ak+6 j = Ak A� , k = 0 , 1 , . . .  , 5 and j E Z 

(2 )  

Since N0 (A��) = N0 (Ak) it follows that all relative minima of M(w) have 

small nonns . 

We can also use (2) to partially explain the reflective nature of 

the N0 (Ak) ,  k = O , l ,  . . .  , 6 . Recal l  that I Ak+l l < I Ak: l  and so 
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Since each Ak_ A6 is a relative minimt.nn we must have 

k = 0 , 1 ,  . . .  , 6  

We therefore have 

k = 0 , 1 ,  . . .  , 6  

These results are typical of the case w = v'a, a E Q (o) which will be 
considered in greater detail in section four of this chapter .  # 

We finish this introductory section with two further theorems . The 

first gives the obvious generalization of (5) in chapter one section 
three . 

1HEOREM 2 . 9 

(a) M(w) has a finite complete chain 

if and only if 

w E Q (o)\{ o } 

(b) If  w E Q (o)\{ 0 } and A0 , A1 , . . .  , An is a half chain then 

1 � 1  = 0 and w = an/8n . 

(c) 

���� w .  

PROOF 

I f  w � Q(o) then as k � oo we have IAk l -+ 00 ' I Ak l � 0 , and 

(a) Suppose w E  Q(o)\{O } . Then w = a/8 for some a , 8 E Z (o ) . 

Let A = a. ( l ,  1) + SW . Since I A* I = 0 we see that any relative minimt.nn 

of M(w) must satisfy 1-\ I ,  I Ak l � l A  I .  From theorem 2 . lb it is now 

clear that M(w) can only have finitely many relative minima . 
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Now suppose w i Q (o) . Note that in this case jAA* j = 0 if and only 

if A =  (0 , 0) .  Consequently if A is a relative minimum then jA j , j A* j r 0 . 

To prove that M(w) has an infinite chain of relative minima it suffices 

to prove that V r > 0 , 3 A E M (w) satisfying j A* j < r and A is a relative 

minimum. 

Let 
BB = { Sw } (  1 , 1) + SW , B E Z ( o) 

where { Sw} denotes the nearest Z (o )  integer to Sw. Clearly B6 E M (w) 
and I Bs l � j 1+o j /2 .  Since Z (o) is an infinite set it now follows by a 

standard argument that we can find B = B6 for some B E Z (o) satisfying 

B r (0 , 0) ,  j B* j < r .  Now choose A E  M(w)'\{ (0 , 0) } satisfying 
* jA* j � j B* j , j A j  � j B j  , j AA I minimal . It is easily seen that A is a 

relative minimum. Since jA* j < r the proof is complete . 

(b) and (c) now follow easily .  

The final result of  this section shows that i f  w E R\ { 0 } then the 

relative minima of M (w) = Z (o) [ (1 , 1) ,W] and the relative minima of 
M(w) = Z [ (1 , l) ,W] (see chapter one section four) are essentially the 
same. 

'IHEOREM 2 . 10 

Let w E  R\{0 } and let � be any relative minimum of M(w) . Then 
up to a Z (o) root of unity factor we have 

Ak = m(1 , 1) + nW, m,n E Z 

I/ 

Consequently a half chain of relative minima of M(w) is given by A0 plus 

the positive relative minima described in theorem 1 . 12 .  

PROOF 

The final statement follows easily from chapter one section four 
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once we have shown Ak is of the stated form. Note that without loss of 

generality we can asstune that for d = - 3  we have 

This is because Z(�3) contains the 6 sixth roots of unity ( (l+/- 3) 12) j , 

j = 0 , 1 ,  • • .  , 5 and Ak E }\ implies \ E � .  Let 

ak = (a+bo ) /c ,  Sk = (e+fo) /c 

Of course if b = f = 0 then Ak is clearly of the required form. It there-
fore remains to consider the case where b , f  are not both zero . 

In such a case we have 

Note that 

B = b (l , l) + fW E M(w)\J (O , O) } 

I Ak l = l ak+skw l = I (a+ew) lc + (b+fw) olc l 

l A� I = I ak - skw l = 1 Ca-ew) lc + Cb-fw) olc I 

We now consider two cases . 

d f - 3 We have I o I I c f: 1 , o = I o I i and so 

I B I  = l b+fw l � I (b+fw) olc l � 1� 1 
I B * I = I b-fw I . � I (b-fw) 0 I c I � I Ak I 

Since Ak is a relative minimum we have must I B I  = 1� 1 ,  I B* I = I Ak l  
which can only occur when I o I = 1 ,  a ± ew = 0 ,  that is o = /- 1 ,  a = e = 0 .  

Thus i f  b , f are not both zero we conclude that 

Ak = o (b (l , l) + fw) , o = FI 

Since /- 1 is a root of unity Ak is of the required form. 
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d = - 3  We have c = 2 .  The conditions satisfied by arg (�± Skw) imply 

I (b+fw) 8/2J � 131Ak l /2 , that is I B I � I Ak l 

I (b- fw) 8/2 l � 131Ak l /2 ,  that is I B* I � I A� I  

Since Ak is a relative minimum we must have I B I  = 1� 1 ,  I B* J = I A� I  which 

can only occur if arg (ak+Skw) = n/3 , arg (ak- Skw) E {n/3 , 4n/3 } . It then 

follows easily that arg (ak) ,  arg (Sk) E { n/3 , 4n/3} and therefore 

ak = m(l+r-3)/2 , Sk = n(l+l- 3) /2 with m,n E Z .  Thus 

Ak = ( (l+l:-3) /2) (m(l , l) + nW) 

is of the required form. 11 

SECT ION l"'t',G 

ORDER OF APPROX I MATION OF A RELATIVE MI NIMJM 

One of the fundamental results from simple continued fraction theory 
is 

(See (7) in chapter one section three) . In this section we partially 

develop a similar result for relative minima of M(w) . Fj ellstedt [ 1953] 
has shown that for w � Q (8) the inequality 

l a- Sw l  < (l+ l d l ) / 1 8 1 a , S E Z (o) 

has infinitely many solutions . Consequently we might expect to be able 
to develop a result of the form 

+ for some r E R • In fact we shall prove 

(3) 
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example 2 . 4 will show that we can have I Sk+l l < ! Sk i .  Note that if 
Sk+l does not exist then we take I S I = ! Sk i ) .  In section four of this 
chapter we use this partial result to derive the bound 

(4) 

The large size of the final term of (3) is of little consequence since 
we shall only require an asymptotic result when developing bound (4) .  
Consequently the results in this section are by no means best possible . 
(Sharper results are obtainable by refinement of the proofs . However 
the extra effort is not warranted since these sharper results do nothing 
to simplify the development of (4) ) . 

The result in (3) is based on the next two theorems . 
TIIEOREM 2 . 11 

For r E R+ let n(r) be the number of S E  Z (cS) satisfying ! S I � r .  
Then 

2 n (r) > cnr / l cS I - c2/Znr 

PROOF 
We begin with the case d = 2 ,  3 (mod 4) . Thus c = 1 . Let n1 denote 

the number of S E Z ( cS) n S where 

s = {x+yi : x ,y > o ,./x2 + y2� r} 

We have n(r) > 4n1 . (Note that S does not contain any real or pure 
imaginary m.unbers) . For S = a+bcS E Z (cS) define 

SS = {x+yi : a- 1 < x � a , (b- l) i o l  < y .;; b j cS j } 

Note that the SS form a disj oint covering of the complex plane . Thus 
the region R1 =s�sSS has area n1 ! o l . Now consider the region 
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R2 = {x+yi :/X2+y2 
� r - l l+o l , x ,y > 0 }  

Suppose X + yi E R2 . Then X + yi also lies in sa+bo where 

a - 1 < x ::;; a ,  b - 1 < y I I o I s: b ,  (a , b E Z +) 

We have j a+bO j < l x+ (y/ 1 8 1 ) 8 1  + 1 1+8 1 ..; r and so a + bO E S .  Consequently 

R1 � R2 and the corresponding area relationship 

2 2 n1 i o l 2 n (r- l l+8 j )  /4 > nr /4 - 2nr l l+8 j /4 

gives us the bound for n(r) since l l+o l / 1 8 1  � 12. 

For d = 1 (mod 4) we have c = 2 .  Note that a +  b8 E Z (6) n S (a ,b  E Z) 
implies ( (2a- l) + (2b- 1 ) 8) /2 E Z (8 )  n s . Consequently n(r) > 8n1 where � 
is the m.nnber of 6 = a + b8 E S (a ,b E Z) . The result now follows by 

using the lower bound for n1 derived in the previous paragraph . // 

TIIEOREM 2 . 12 
Let 

FR ( 8 )  = {x+yi : o � x � 1 , o 5 y � 1 8  I } 
(FR standing for fundamental rectangle) .  Suppose that we have n complex 
numbers z . , j = 1 ,  2 , . . .  ,n contained in FR( 8 ) . Then for n � 2 we can find J 
zj , zk with j 'f k satisfying 

PROOF 
The result is trivially true if two of the ·n complex numbers 

coincide . Therefore assume zj f zk when j f k .  Centre a circular region 

C .  ·of radius s on each z .  with s chosen so that at least two C .  touch but J J J 
no two Cj overlap . (Cj , Ck overlap if Cj n Ck has non- zero area) . 
can therefore clearly find zj , zk satisfying 'l zj - zkl = 2s .  Let 

We 



FR(o) = {x+yi : -s s: x � 1 + s ,  -s .:5 y .:5 I o I + s } s 

Now the n circular regions C .  are completely contained within FR(o) J s 
' 

but do not occupy the entire area . Let 

n 2 t = (area u C . )  / (area FR(o) ) = mrs / (l+Zs) ( l o l + 2s) 
j =l J s 

Clearly t < 1 but we can obtain a better bound as follows . The 
rectangle FR(o) and the circular regions C .  form a pattern P which s J 
(when we cons ider all possible translations of P of the fonn 

P + 9- (1+2s) + im( l o l +2s) , 9- , m E  Z )  

4 5  

defines a packing of the plane by equal radius non-overlapping circles 
with a corresponding packing constant of t .  (See chapter one section 
one) . Consequently t ::;:  7T/2/j and so we have 

2 n1rs / (1+2s) ( l o l +2s) ::: 7T/2/3 

Rearranging 'this inequality gives 

which implies 

s .:5 

< 

= 

2 Cl+ I o I )  + i4 Cl + I o I )  2 + 4 1 o 1 C2!3 n - 4 )  
2 (2/3n-4) 

c 1 + 1 o I ) + c 1 + I o D + 11 o I c 213 n - 4) 
(2/3n- 4) 

ll o l I (213 n - 4 )  + (1 + l o l )  I (13 n - 2) 

We now use theorems 2 . 11 ,  2 . 12 to prove the main result of this 

section. 

TIIEOREM 2 . 13 

Let �' k > 0 be a relative minimum of M(w) and let 

I B I = max{ I Bk l , I Bk+l l } . (See the first paragraph of this section) . 

11 
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Then 

PROOF 
We begin with the d = 2 , 3 (mod 4) .  Thus c = 1 .  

I f  Ak+l does not exist then IAk l = 0 and the result is trivial . 
Therefore assume Ak+l exists . Since lA� I < 1 for k >  o the theorem is 

trivially true if I S  I 5: 9 1  c I · Therefore asstnne I S  I > 9 1  c I · Let 
r = C I S I - 1 ) /2 .  For Y E  Z (c) satisfying I Y I  s: r let Xy = Cny -yw), with 
ny E Z (c) chosen so that xy E FR(c) .  This gives n(r) complex numbers in 
FR(c) and by theorem 2 . 12 we can find two ntnnbers x ,x satisfying Yl Y2 

l x -x I < 1Z i c i / CI3n (r) - 2) + 2 (l+ l c l ) / (13 n (r) - 2 ) Yl Y2 

Let ll = ny -ny ,Y = y1 -Y2 , A =  n (l , l) + YW .  Note that A E  M (w)\{ (0 , 0) }  
1 2 

since y1 r Yz · Furthermore 

IA* I = l n -Yw l  = l x -K. I Y1 Yz 

We now show that I Ak l � I A* I .  If IA* I � I A0 1 then this result is 
trivial since I Ak I < I A0 J .  Therefore suppose lA* I < I A0 I · Note that 
I Y I s: I Y 1 1 + I Y 2 1 s: ! S I  - 1 and so 

IA I !>: Z I Yw J + IA* I 

s: Z I Sw l - 2 l w l + 

< 2 1 Sw l - I A0 1 

Now if I S ! = I Bk l then 

IA I  < 2 J Skw l - I A� I 

$ 1� 1 

< J Ak+l l 

by theorem 2 . la 

I A* I 

s1nce IA* I < I Ao l � l w l 

since IAk l < I A0 1 

by theorem 2 . 1a 



I f however I B I  = l �+l l then 
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In either case IA I  < I Ak+l l . Now if lA* I < I Ak l  then either A or some 
B E  M (w) satisfying I Ak l < I B I  � I A I , I B* I  < IAk l will be a relative 
minimum of M (w) . However this contradicts the fact that Ak+l is a 
relative minimum of minimal magnitude greater than IAk j . Therefore we 
must have IAk l � I A* j . Thus to this point we have the bound 

I Ak I < 12 1  o I I ( 13 n ( r) - 2) + 2 ( 1 + I o I ) I ( 13 n ( r) - 2) (5) 

We now use theorem 2 . 11 to obtain the bound stated in the theorem. 
From theorem 2 . 11 we have 

Substituting r = C I B I -1 ) 12 gives 

13 n ( r)-2 > dfoj ( I B I  2- 2 1 8 1 + 1) - 16 n ( I B l - 1) - 2 
2 

= 13n I BI _ I! n I B I  ( 1 + IZ) + 13n + /6 n _ 2 4 l o i 2"T8T 4 l o l 

> 13 n I B I 2 - 13 I B I (1 + 2 12
) 4 l o l  n 2 

= 13 n l s l 2 (1 _ 2 Cl +212) I o I
) 4 1 0 I I B I 

13 niBI 2 (1 - �\ > 4 l o l  I B I ) 

Note that the final expression is positive for I B I  > 9 l o l . Therefore 

1 4 1 o I ( s!ol )-l 
13n(r) - 2 < 13 n 1 B I2 

1 - fsT 



since I B I  > 9 l o l  

Substituting this result in ( 5) gives 

IAk l < I S lol2 (1 + J2j_oJ\ + 2 (1+ l o l ) 4 1 o l ( 1 + Jllil) 
/13 7T I B 1 2 \j 181) 13 7T I B 1 2 181; 
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Now 1(1+72 1 o i / I B I )  < 1 + 36 l o i / I S I , 1 + l o l  � Z i o l , and (1+72 1 o i / I S I J < 9 
for I S I > 9 1 o I . Therefore 

IAk* I < 212,1 0 I (1 + 3j lj 1\ + 144 1 0 1 2 

� 7T2 1 B I s 
") lj 7T I s  1 2 

= 2�1 o I +(721'2 + 144) � 
}3 7T2 1 s I  r.3 7T2 · m I s  I 

Since 7212/� TI! + 144//3 7T < 92 the result is now clear . 

The proof of the case d = 1 (mod 4) is similar to the above case . 
However one important difference must be noted. For d = 1 (mod 4) there 
are at least two choices for ny ·  One choice is of the form a + bo , 
a ,b E Z and another choice is of the form (a+b0) /2 ,  a ,b E Z .  This 
gives cn (r) = 2n (r) points in FR(o) as opposed to only n (r) points in the 
case d = 2 , 3 (mod 4) . This difference plus the factor c = 2 in theorem 
2 . 11 account for the factor c = 2 in the final result .  

S ECT I ON THREE 

AN ALGOR I THM FOR THE CALCULAT I ON OF RELAT I VE M I N I MA 

I/ 

In this section we develop an algorithm for calculating a chain of 
relative minima A0 ,A1 ,A2 , . . .  in M(w) which is based on the idea of 
algorithm 1 . 4 . The algorithm we develop suffers the same drawback as 
the general simple continued fraction algorithm (algorithm 1 . 1) in that 
its use in practice is limited by the precision to which calculations 
can be performed . Of course in practice we would only use the algorithm 
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developed in this section for w t JR .  For w E R the simple continued 
fraction algorithm (see theorem 2 . 10) is more appropriate . 

We begin with the definition of several types of obj ects which are 
at the heart of the algorithm to be developed . 
DEFINITION 2 .  8 

Let � be a relative minimum of M(w) satisfying I AkA� I  � 0 . We 
define 

and for all j E Z 

Ek . = {A .  /A. : A . E E . } , J  J - K  J J 

If A�n) � � then �n) (w) will have the obvious meaning . We shall use 
Rk . to denote an arbitrary element of Ek . and where we wish to denote , J  , ]  
more than one such element we shall use the notation Rk . ,�1� ,  . . .  ' J ' J 
Finally if j = k + 1 then we shall use the briefer form Rk for Rk ,k+1 . // 

Given �,�1) it can happen that �(w) and �1)(w) are not the same 
sets . (See example 2 . Sb where M3 (w) � M�1) (w) ) . If Ak = UA�1) , 
U = (� , �) with � a Z(o) root of unity , then we will indeed have 
Mk (w) = M�1) (w) . Note however that Mk (w) and M�1) (w) are always 
isomorphic (A/Ak E Mk (w) corresponds to A/�l) E �l) (w) ) and that 
IA/� 1 = I A/A�1) I ,  I (A/Ak) * l = I (A/A�1) ) * 1 .  Therefore the relative 
minima structures of � (w) and M�1\w) are identical . 

The following result is obvious yet important . It is obvious in 
that it is really just a restatement of special cases of theorems 2 . 2 ,  
2 . 8  using the notation of definitions 2 . 7 , 2 . 8 . 



TIIEOREM 2 . 14 
A complete chain of relative minima of �(w) is given by 

. . .  ,Rk -1 ' Rk 0 ' R 1 ' . . .  ' ' --k ,  

In particular (1 , 1) = Ak/� � Rk k' and � = Ak+l/� satisfies 
' 

(a) I Rk I < 1 

(b) V S E l\(w)\{ (0 , 0) } satisfying I S * I < 1 

we have either I S I > I Rk l 

or I S I = I Rk l and I S* I � I Rk l 

so 

Finally ,  given the chain A0 , A1 , . . .  , Ak plus � we can extend the chain 
by taking Ak+l = ��· I/ 

The final statement of theorem 2 . 14 reflects the basic idea for the 
algorithm we will develop . That is (as in algorithm 1 . 4) we will 
calculate a chain A0 , A1 , A2 , . . .  in M (w) indirectly by calculating 
Rk E � (w) , k = 0 , 1 , 2 ,  . . .  Now this basic idea is of little use by 
itself since it suggests nothing more than a scaling of M (w) and a change 
of notation . Of course the crucial fact is that we will be able to 
choose a representation of Mk (w) (not Mk (w) = Z (o) [ (1 , 1) /� ,W/�] )  which 
results in the amount of work required to locate Rk being O ( l o l ) . (In 
example 2 . 1 the amount of work required to find Ak is O ( l 8k l 2 ) ) . 
The:efore the next step in the development of our algorithm is to develop 
the appropriate representation of Mk (w) .  

Ideally we would like to be able to represent �(w) in the form 

for some Wk E �(w) .  (The reason why such a representation is desirable 
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will  become clearer when we look at the actual calculation of Rk) .  Now 

(1 , 1) belongs to a basis of Mk (w) if and only if � belongs to a basis of 

M(w) which occurs if and only if �A. - Sk K = 1 for some K , A.  E Z (o) . (See 

comments following definitions 2 . 2 ,  2 . 3 .  If  K , A.  exist then for 

B = K (l , l) + A.W we have M(w) = Z (o)  [Ak ,B] and so �(w) = Z (o )  [ (1 , 1) , B/�] ,  

that is we can take Wk = B/ �) . However the following example shows that 

a relative minimum need not belong to a basis of M(w) . (Note that if 

Z (o) is a unique factorization domain then it is easily seen that a 

relative minimum must belong to a basis of M(w) ) . 

EXAMPLE 2 .  2 

In example 2 . 1  we saw that A3 = (2+50) (1 , 1) + (6+2o)W is a relative 

minimum of M(w) , w = /1+6 , o = 1-10 � Now if A3 belongs to a basis of 

M(w) then we wil l be able to find K , A.  E Z (o)  for which 

(2+So) >.. - (6+2o) K = 1 (6) 

Let K = a +  b.o , A. = e + fo with a ,b ,e , f  E Z .  Substituting for K , A.  in (6) 

and then separating out the real part gives the equation 

2e - SOf - 6a + 20b = 1 

which clearly has no solution . Consequently (6) has no solution and 

we can conclude that A3 does not belong to a basis of M (w) . I/ 

Clearly a more general form for representing Mk (w) is required . 

To develop such a representation we shall need the fol lowing theorem and 

definition. 

THEOREM 2 . 15 

Let a.k, Sk be the coefficients of a relative minimum. TI1en a.k , Sk 
have no common rational integer factor and so 

< �'  sk > = z [ g 'a] 
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where g is the minimal positive rational integer in <ak , Sk> and 

cr = (a+o) /c E Z (o)  with 0 � a < cg . Furthermore 

PROOF 

Since �' Sk are the coefficients of a relative minimum they clearly 

have no common Z (o) factor and so the form of <� , Sk> follows from 

theorems 1 . 4 , 1 . 5 .  Therefore the only point which really requires 

explanation is the final one . 

By theorem 1 . 2  we have f i �Sk '�Sk and so f l g� , gSk . Since �, Sk 
have no common rational integer factor we conclude that f i g .  However 

since we can find 9. ,m,n E Z such that 

= a.. ( £a..' + n (a ' +S ' ) )  + S (mS ' + n (a..' +S ' ) )  K K k k  k k K k 

we have f E <ak , Sk> and so g I f .  Thus g = f .  

DEFINITION 2 .  9 

A relative minimum Ak E M (w) will  be called basic (non-basic) if 

� belongs (does not belong) to a basis of M(w) . 

For � a relative minimum of M(w) we define 

The standard representation of I k  (see theorems 2 . 15 ,  1 . 4) wil l  be 

I/ 
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We shall use Kk ' A.k to denote Z (o) integers satisfying 

and finally we define 

Note that � is basic if and only if gk "' 1 .  If  Ak is basic then 

M(w) "' Z (o) [� ,Bk] and � (w) "' Z (o )  [ (1 , 1) ,Wk] . Of course Kk ' 1-k (and 

hence Bk ' Wk) are not tmique s ince 

( In general there are other solutions as well as those given) . 

We now give a standard representation of �� (w) which will  be used 

in the algorithm. (Other non-standard representations are possible if 

we allow �A.k - SkKk "' t,;gk where t,; 'f- 1  is a Z (o) root of tmity . We shall 

assume that � (w) representations are of the following standard form 

unless otherwise stated) . 

'IHEOREM 2 . 16 

Suppose � is a relative rninimtun of M(w) and Ik , Kk ' A.k , Wk are 

as defined in definition 2 . 9 .  A standard representation of Mk(w) is 

given by 

By (a , S) Wk allowable we mean 

Furthermore we can find a unique �k E Z (for the glven Wk) satisfying 

0 � �k < gk such that 

(7)  
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(a , B) Wk allowable 

if and only if 

(The terminology (a , 8) Wk allowable reflects the fact that a , B are 
allowable as coefficients of an element of Mk Cw) .  (For the given Wk) . 
Note that if Ak is basic then gk = 1 , l/ik = 0 ,  ak = w and � (w) = Z ( o ) [ (1 , l) ,Wk] . 
However if � is non-basic then (1 , 1) does not belong to a basis of Mk Cw) 
and so the representation of �(w) is not in terms of a module basis . 
Finally we note that it is easily shown that l/Jk = 0 if and only if 

Such Kk ' Ak can always be found (see the proof of theorem 
2 . 15) and it is therefore possible to have a simpler representation of 
�(w) . However this simpler representation is usually more difficult to 
obtain especially if we encounter a chain of two or more non-basic 
relative minima and so we have not pursued this matter) . 
PROOF 

It is easily checked that 

Thus 

M (w) = { K (l , l) + >.W : K , ).  E Z (o) } 

and so 
Mk Cw) = { (a (1 , 1) +8Wk) /gk :  (a , B) Wk allowable} 

It therefore remains to show that the Wk allowable (a , 8) are precisely 
those pairs of Z (o) integers described in the if and only if condition 
of the theorem . 



Note that (gk , O) , (O , gk) are Wk allowable . 
K = Kk , A.  = A.k in (7) ) .  Furthennore with the aid of (7) it is easily 
checked that if (a , 8) , (Y , 8 )  are Wk allowable then so is 

K (a , 8) + A. (Y , 8) = (Ka+A.Y , K8+A.8) V K , A. E Z (o ) 
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The set of Wk allowable 8 coefficients (that is the set of 8 for which 
3 a E Z (o )  such that (a , 8) is Wk allowable) is clearly 
Ik = < � , 8k > = Z [gk , ok] .  Thus any Wk allowable 8 coefficient is 
uniquely representable as m3gk + m4ok where m3 , rn4 E Z .  Let 
�k = (e+fo) /c be the Z (o ) integer satisfying (�k ' ok) Wk allowable , f 
non-negative and minimal , and e non-negative and minimal for this value 
of f .  We can therefore write any Wk allowable (a , 8) as 

(a , 8) (8) 

The set of all a such that (a , O) is Wk allowable is easily seen to 
be an ideal I .  We have 

a E I *=> (a (l , l) + OWi) /gk E � (w) 

E M (w) 

E Z (o )  

Clearly gk E I and in fact gk must be the minimal positive rational 
integer in I since ak , 8k have no common factor . Now ok E < a k' 8k > 
implies ok = K� + A.8k for some K , A.  E Z (o ) . Theorems 1 . 2 ,  2 . 15 

imply gk ! N (�) , N (Sk) ,  �Sk ' �Sk and it therefore follows that 
ok�/gk , okSk/gk E Z (o ) . Thus ok E I .  It is now not difficult to 
see that we nrust have I = Ik . 
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Returning to (8) we now have that a - m41jlk = m1 gk + m2ak for unique 
We therefore have that any Wk allowable (a , B) is of the 

Furthermore it is clear that any such (a , S) is Wk allowable since each 
of (gk , O) ,  (ak , O) , (O , gk) ,  (ljik , ak) is Wk allowable . 

To complete the proof we must show that ljik satisfies the stated 
conditions . Since m1 (gk , O) + m2 (ak , O) + (1Jik ,ak) is Wk allowable and 
ak_ = (ak- o ) /c it is clear that f = O and Q � e < cgk. That is ljik = e/c E Z 
and 0 � ljik < gk . The uniqueness of ljik follows from the fact that gk is 

the minimal integer ·in Ik_ n Z+ . 
COROLLARY 

PROOF 
Since (ak/gk) (l , l ) , ( (crk-gk) /gk) (l , l) E �(w) we have 

R = ( (a - o ) /cgk) (l , l) E �(w) with l a l � cgk/2 . However since (1 , 1) is 
a relative minimum of Mk (w) and I R I  = I R* I we must have I R I  � 1 .  Thus 

2 2 2 
=> gk c :;. a - d 

2 2 2 2 
=> gk c - gk c I 4 !> - d 

Although the representation of Mk (w) in theorem 2 . 16 may seem a 
little cumbersome it will prove quite satisfactory when it comes to 

I/ 

calculating Rk in Mk (w) .  We shall not calculate the required 
representation of �(w) from ak , Sk since these coefficients eventual ly 
become unmanageably large . Instead we shall use coefficients which 
arise in the calculation of Rk- l E �-1 (w) .  Consequently we delay 
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discussion of the practical aspects of calculating a representation of 
Mk Cw) until later in this section .  

We now consider the problem of calculating Rk E � (w) .  The 
following notation will be needed . 
DEFINITION 2 . 10 

Suppose Mk Cw) is represented as in theorem 2 . 16 .  The components 
of Wk will be denoted by wk 1 ,wk 2 and the coefficients of Rk will be ' ' 
denoted by nk l ' nk 2 . That is 

' ' 

11 

Let us suppose that we have available a standard representation of 
Mk Cw) as described in thecrem 2 . 16 which will be obtained by a process 
outlined later in this section. Now from theorem 2 . 14 we see that we 
can take � to be any R E Mk Cw)\ { (0 , 0) } which satisfies 

(a) J R* J < 1 ,  J R J minimal 

(b) S E  Mk (w) and J S J = ! R I  implies J S* J  � I R* I 

We shall find the required Rk by using a se�rch of the type used in 
example 2 . 1  to find A1 . The next two theorems help to clarify this 
procedure by indicating the maximum amount of work which may be required 
by the search . 
lliEORFM 2 . 17 

Let 
FR(o) = {x+yi :  o � x � 1 ,  o s:  y s; J o ! } 

Suppose that we have n complex numbers x .  , j = 1 ,  2 ,  . . . ,n satisfying J 
xj E FR(o ) with 
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n > 2 l o l ll3 c  

Then we can find x . , x with 1 � j ,m 5. n and j 'f m such that 
J m 

for some Y E Z (o) . 

PROOF 

l x . - x  + Y I < 1 
J m 

We begin with the case d = 2 ,  3 (mod 4) and so c = 1 .  Suppose no pair 
x . , x with j 'f m  satisfy the inequality. We show that this leads to a 
J m 

contradiction . 

For each x .  let 
J 

X
j 

= {x E a; :  J xfx l  5.i} 
and let 

Y . = U ( (X . +y) n FR(o) ) 
J YEZ (o) J 

Figure 2 . 1  

FR(o) 

x . 
J 

where X .  + Y = {x + y : x E X . } .  (See fig 2 . 1) . 
J J 

Note that Yj c FR (o) . 

Furthermore since I Y 
1 -Y 2 1 � 1 for Y 1 , Y 2 E Z (o) ,  \ 'f Y 2 , the area of 

(X
j +Y1) n (Xj +Y2) must be zero . Consequently it is clear that Y

j 
and 

X .  have equal areas of TT I 4 . Now if any two regions Y . , Y (j 'f m) have 
J J m 

a non-zero area of intersection then - it is easily seen that 
l x .  - x  + Y I  < 1 for some Y E Z (o) contrary to our supposition at the 

J m 
beginning of the proof . 

n 
Therefore the Y .  must have zero area of 

J 
intersection and so Y = j �l Y 

j 
has area nrr I 4 . By using the same 

argument as in the proof of theorem 2 . 12 we see that Y has area at most 
Consequently nrrl4 � rr l o l l213. This implies n � 2l o l ll3 

which is a contradiction . 

The proof for the case d = 1 (mod 4) is virtually identical to the 
above proof . The only difference is that Y

j 
has area crrl4 = rrl2 
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rather than n/4 . The additional area comes from translations of the 
fonn X .  + Y where Y = (a+b6) /2 with a ,b odd. J 
COROLLARY 

PROOF 

We can find R = (a (1 , 1) + SWk) /gk E �\ (w) \ { (0 , 0) }  satisfying 

Note that as (8gk , O) is Wk allowable 
v 8 E Z (o )  we have R E � (w) implies R + 8 (1 , 1) E �(w) , V 8 E Z (o ) . 

Therefore for m = 0 , 1 , . . .  , J1, and n = 0 , 1 , . . .  , gk - 1 we can choose 
8 E Z (o)  such that m ,n 

s = e (1 , 1) + (n ok. (1 , 1) + mgkWk) /gk = (S 1 , s 2 ) m,n m,n m ,n , m ,n , 

has S 2 E FR(o) . Now this gives us (� +1) gk numbers in FR (o ) . m,n , 
Since (�+ 1) gk > 2 1  o I I 13 c theorem 2 . 17 shows that we can find 
S 2 , S 2 with 0 :s; m ,  p .:;;. � ,  0 � n , q  .s gk- 1 and m 'f p  or n 'f q  such m ,n , p ,q , 
that 

Let 

I S 2 - S 2 + Y I < 1 for some Y E Z ( 6) m ,n , p , q ,  

R = S - S  + Y (1 , 1) m ,n p ,q 

Clearly R E Mk (w) , I R* I = I S  2 - S 2 + Y l < 1 . It is not difficult m,n , p , q ,  
to check that R 'f (0 , 0) .  Finally note that R= (a (1 , 1) + 8Wk) /gk with 

The R described in the corollary can be found by successively 
testing the 8 E z+n Ik (that is the multiples of gk) in order of 
increasing magnitude for the existence of an a E Z (6) such that (a , S) 

I/ 
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is Wk allowable and I R* I < 1 .  (If more than one a satisfies the 

condition then we choose an a for which ! R I is minimal . However if this 

minimal value of ! R I  occurs for more than one a we choose one of these a 
for which j R* I is minimal) . The corollary guarantees that we will find 

such an R with 1 8 1 � 2 1 o I /c 13 . Now this R will not necessarily be Rk 
Cit often is) but it does give a bound for I nk 2 1 . 

' 

THEOREM 2 . 18 

Suppose R = (a (l , 1) + 8Wk�k E � (w) \{ (0 , 0) } satisfies I R* I < 1 .  
Then 

(b) 

PROOF 

Thus 

We have Rk = (nk , l (l , l) + nk , 2Wk) /gk , 1� 1 � ! R I ,  I Rk ! < 1 . 

Now Wk = Bk/� for some Bk = Kk(l , l) + AkW E M(w) with akAk - 8kKk = gk . 

Therefore 

= I Kk+AkW Kk-AkW I 1�+8kw - �-8kw 

Since w 'f 0 we have I Wk -Wk l 'f 0 and so part (a) is clear . (Note that 

(9) 
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(l 
*) * To prove part (b) we note that gkR = 8 '-''Vk -WK + gkR and so from part 

(a) plus the above express ion for I Wk - Wk_ I and the fact I R * I < 1 we have 

By the corollary to theorem 2 . 17 we see that we can assume that 
I S ! � 2 1  o I I 13 c which gives result (b) . 11 

Thus to find � we first find R as indicated following theorem 2 . 17 .  
This gives a bound (9) for I nk 2 1 and the remaining possibilities (often ' 
none) in Z [gk , ok] n z (o) + can be checked . (See chapter one section two 

+ for Z (o) . Note that if d = - 1 we can in actual fact restrict our 
attention to the 8 satisfying arg (S) E [O ,nl2) . This is because Z (o) 

contains the roots of unity ± i as well as ± 1 . Similarly when d = - 3 we 
can restrict our attention to the 8 satisfying arg (S) E [ O , nl3) . To 
simplify the presentation we shall however ignore this simplification in 
the following paragraphs and the resulting algorithm . Of course in 
practice this simplification is easily made and should always be used) . 

The bound iri theorem 2 . 18b has been given as an indication of the 
maximum number of tests which may be required to find �· 
of theorem 2 . 33 we shall see that 

In the proof 

2 2 2 Thus I '\. - Skw I I I w I < 2 .  4 1  o I I c and so we obtain an upper bound of 
3 . 6 l o l lc for I nk 2 1 .  Of course this bound describes the worst possible 

' 
case and in practice we usually find I nk 2 1 � l w l . ' 
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Recall that following theorem 2 . 14 we indicated that a representation 
of Mk Cw) involving (1 , 1) is most desirable . We can now give a very brief 
indication of why this is so . More general representations of MkCw) 
involving linearly independent elements T ,  V E MkCw) are of course 
possible .  We can also develop corresponding generalizations of the last 
few theorems . The generalization of theorem 2 . 18b gives a bound 
depending on I T I  and I T * I .  Now we would expect the search for � to 
involve the least work when this bound is minimal . This occurs when I T  I ,  
I T * I are approximately equal and minimal . However (1 , 1) is a relative 
minimum of MkCw) so we cannot have I T I ,  I T* I < 1 . The choice T = (1 , 1) is 
therefore the most obvious and the simplest one . Of course in any given 
case other choices of T may give a better botmd for I nk 2 1 .  However the , 
effort required to find such a T would nonnally far outweigh any s avings 
that are gained in the calculation of Rk . 

So far we have seen that the location of � involves a relatively 
simple search . We now look more closely at the details of this search . 
In particular we consider the order in which the S (coefficients of Wk) 
are searched through , and the method for determining if there exists 
a E Z ( o) such that (a , S) is Wk allowable and 

We have already noted that I nk 2 1 < 3 . 6 l o l /c and so we can take 
, 

b ( S) = 3 . 6 1  o I I c as the initial upper bmmd on the magnitude of the 
S E Z (o) + n Z[ gk , crk ] which need to be cons idered in the search for � ·  
Now as any S E Z[ gk , crk ] is of the fonn m3gk + m4crk , m3 ,m4 E Z we can 
search through the appropriate S in the following order. For 
m4 = 0 , 1 , - 1 , 2 , - 2 . . .  (while lm4ll o l /c < b ( S ) )  test S =  m3gk + m4ak , 
m3 = R. , i + 1 , . . .  ,n where 9. (resp . n) is the minimal (resp . maximal) 
rational integer such that the corresponding S satisfies I s i  < b ( S) , 
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(Note that i ,n may not exist in which case there are no 
values of B corresponding to the current value of m4 to test) . For 
any B generated in this manner we must test for the existence of an a 

satisfying the properties listed previously . Now any a for which 
(a , B) is Wk allowable is of the form 

We therefore seek m1 , m2 E Z such that 

If such m1 ,m2 exist then we must certainly have 

< 1 

This implies 

and so 

(10) 

Now 2cgk/ l o l � 4/3 � 2 . 3 and so there are 0 , 1 , 2 or 3 possibi lities for 
m2 . For any one of these possibi lities we then require � E Z 

satisfying ( 10 ) . Clearly two possibi lities for m1 wil l  need checking . 
Thus for a given B there are up to 6 pairs m1 , m2 (corresponding to 6 
values of a) which may lead to R satisfying I R7 I < 1 . 

As the search for Rk proceeds we will produce a number of 
R E  Mk(w) satisfying I R� I < 1 . Of course � wi ll be amongst these R 
and it can be sifted out as follows . Since the R indicated in the 
corollary to theorem 2 . 17 s atisfies 
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we have an initial upper bound for I Rkl of 

Set rnR* = 1 . Now when the search produces an R E  Mk (w) for which 
I R* I < 1 we check to see if I R I  < mR, or ! R I  = rnR and I R* I < rnR* . If 
either condition is satisfied then we set T = R, rnR =  I R I , mR* = I R* I , and 
update b (S) using ( 9) . We then continue the search. In this way we 
keep track of the current best possibility for Rk and when the search 
is completed we will have Rk = T .  

The discuss ion in the last few paragraphs tends to give the 
impression that the calculation of Rk involves far more work than it 
actually does in practice . Generally speaking we find gk = 1 . 
Consequently for a given B there is usually at most one possibility for 
m2 and often there are no m2 possibilities . On the other hand when 
gk > 1 (and so more possibilities for m2 are likely to occur) we are 
only considering one in every gk of the S E  Z (o) + , that is there will be 
fewer S coefficients to consider in the search. Finally we normally 
find that the location of the R indicated in the corollary to theorem 
2 . 17 results in the bound b (S) being at least halved . 

The ideas of the last few paragraphs are now collected together in 
the form of an algorithm which wil l  eventually become a major part of our 
algorithm for the calculation of relative minima . 
ALGORITIM 2 . lA  

Assume that we have available a standard representation of Mk Cw) . 
(See theorem 2 . 16) . Then Rk can be calculated as follows . 

1 Set b (S) = 3 . 6 l o l /c , rnR = 2 l o l l wk 1-wk 2 1 /13 cgk + l ,  mR* = 1 
' ' 
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3 Calculate x = Bwk 2 + m4 lJ!k ' 

4 Calculate m2 = [c ( -gk+Im(x) ) / l o l ]  + 1 , m; = [c (gk+Im(x) ) / l o l ]  

5 + If m2 > m2 go to 15 

6 

7 + Set m1 = m1 + 1 

8 Calculate r* = l m1 + (m2ok+x) /gk l 

9 If r* � 1 go to 13 

10 

11 If r > rnR, or r = rnR and r* Z: rnR* go to 13 

12 

13 If m1 < m� then increment m1 by 1 and go to 8 

14 Increment m2 by 1 and go to 5 

15 Increment m3 by 1 

17 If I B I < b (S) go to 3 

18 If m4 > 0 reset m4 to -m4 , go to 21 

19 Reset m4 to -m4 + 1 

20 If m4 i o l /c � b (S) go to 24 

23 Go to 16 

25 Stop 
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I/ 
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We now return to the problem of calculating the required 

representation of Mk Cw) . The algorithm for calculation of relative 

minima will obviously start with the module 

M0 c w) = z c o ) [  c 1 , 1) , w J !  Aa = z c o ) [  c 1 , 1) , w 0 J 

where w0 = W if l w l  � 1 and w0 = -w- l if l w l  < 1 . (We must take negative 

w-l in order that the coefficients KO = - 1 , >-0 = 0 of B0 = A0 w0 satisfy 

a0 >-0 - BO KO = 1) . We also have 

Thus a standard representation of M0 (w) is fairly trivial to obtain . 

More generally suppose that we have a standard representation of MkCw) 

(theorem 2 . 16) plus Rk E MkCw) and we wish to calculate a standard 

representation of Mk+ 1 (w) where �+ 1 = Rk.\ . We have already indicated 
that we wish to avoid working with the coefficients ak , Bk since they 

grow with k . The following theorem shows how this can be done . 

TIIEOREM 2 . 19 

Suppose that we have a standard representation of MkCw) and that we 
Then we 

can find nk 3 , nk 4 E Z ( o )  such that (nk 3 , nk 4) is Wk allowable and , , , , 

Let 

Then provided j Rk Rk l 1 0 (equivalently I Ak+lAk+l l 1 0) we have a standard 

representation of Mk+l (w) defined by 



where (a , B) is Wk allowable and (-ank , 2+ Bnk , 1) /gk = ak+1 . 
PROOF 

Note that 

Ak+1 = �Rk = (nk , 1 Ak +nk , 2Bk) /gk 
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= ( (nk 1 � +nk zKk) (1 ' 1) + Cnk 16k + nk z>-k)Wk) /gk ' ' ' ' 

Thus ak+1 = (nk , 1� + nk , 2Kk) /gk and 6k+1 = (nk , 16k + nk , Z A.k) /gk . Let 
Kk+1 , t..k+1 E Z (o) satisfy �+1t..k+1 - Bk+1Kk+1 = gk+1 and let 

From (7) (in theorem 2 . 16) we see that (n3 , n4) is l'�kallowable and it is 
easily checked that nk 1 n4 - nk 2n3 = gkgk+1 . Thus nk 3 , nk 4 do indeed ' ' ' ' 
exist . 

Now suppose that nk 3 , nk 4 is any pair of integers satisfying the ' ' 
conditions stated in the theorem. Let B = AkSk and note that B E M (w) . 
We have 

we have K , A. E Z (o ) and it is eas ily checked that ak+1t.. - Bk+1K = gk+1 . 
We can therefore take Kk+1 = K , A.k+1 = A. , Bk+1 = B and so we have 

From the expressions for Rk ' Sk we have 



Thus 

and so 

�(w) = {(a (l , l) + SWk) /gk : (a , S) Wk allowable} 

= { C (ank 4 - Snk 3)� + ( -ank 2 + Snk l) Sk) /gkgk+ 1 ' ' ' ' 

: (a , S) Wk allowable } 

�+ l (w) = � (w) /� 

: (a , S) Wk allowable } 

= { (Y (l ,l) + 8Wk+l ) /gk+l : (Y , e) Wk+l allowable} 

We must therefore have 

Ik+l = { ( -ank 2 + Snk 1) /gk : (a , S) Wk allowable} ' ' 
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Now a =  m1gk + m2ok + m4tjJk ' 8 = m3gk + m4ok , mj E Z .  
Thus 

(See theorem 2 . 16) . 

which is the required form for Ik+l . 

m .  E Z }  J 

Finally let (a , B) be Wk allowable and satisfy 

We therefore have ( (ank , 4 - Snk , 3) /gk , ok+l) Wk+l allowable . Now 
(tjJk+l 'ok+l) is also wk+l allowable and so 

which is the final result of the theorem. I/ 
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We therefore calculate the required Mk+l (w) representation as follows . 
First reduce Ik+l as given in theorem 2 . 19 to the standard form 
Z [gk+l '0k+1 ] .  
that 

(See example 1 . 1) .  This will give m . , n .  E Z such 
J J 

We can therefore take nk , 3 = m1gk + m2crk + m41Jik ' nk , 4 = m3gk + m4crk . 
Clearly (nk 3 , nk 4) is Wk allowable . These coefficients are then used ' ' 
to calculate Sk and Wk+1 . Now if gk+1 = 1 we know that ljlk+1 = 0 and so 
the complete representation of Mk+l (w) is known. If gk+1 > 1 then we 
must determine ljlk+1 . From (11) we see that a = n1gk + n2crk_ + n4ljlk , 
S = n3gk + n4crk satisfy the conditions in the theorem. We therefore 
calculate lji = (ank , 4 - Snk , 3) /gk and then reduce this integer mod Ik+1 to 
obtain the required ljlk+1 . This completes the calculation of a standard 
representation of Mk+l (w) . 

Note that when nk 2 = 1 we can bypass virtually all of the above ' 
calculation . 
gk = gk+l = 1 . 
we will also 

It is not difficult to see that nk 2 = 1 can only occur if ' 
Consequently we can take nk 3 = - 1 , nk 4 = 0 .  Furthermore ' ' 

have Ik+l = Z [ l ,w] = Z (o )  and so crk+l = w , ljlk+l = 0 .  Thus the 
only calculation required is that of Wk+1 = - (1 , 1) /�. This short cut 
for finding a standard representation of Mk+l (w) is particularly relevant 
when Z (o) is a Euclidean domain (d = - 1 , - 2 , - 3 , - 7 ,  - 11) since in almost all 
cases we find nk 2 = 1 .  For other small values of d we also find that ' 
the occurrence of nk , 2  = 1 is relatively corrmon. 

Before presenting the above ideas in algorithmic form we consider 
one further point . I t  is quite possible that Wk will grow with 



k eventually reaching an unmanageable size . The following theorem 
indicates how this possible problem can be avoided . 
TIIEOREM 2 . 20 

Suppose we have a standard representation 

�(w) = { (a (1 , 1) + SWk) /gk : (a , S) Wk allowable} 

Then 

�(w) = { (K (1 , 1) + AW�1) ) /gk : (K , \) w�1) allowable} 

is a standard representation 

if and only if 

PROOF 

Now if we also have a standard representation 

�(w) = { (K (1 , 1) + AW�1) ) /gk : (K , A) w�l) allowable } 

then A w Cl) = B (l) = K (1) (1 1) + A (l) w with a.. A (1) - S K (l) = g and so k k k k ' k K k k k  k 

Equating these two expressions for W gives the relationship 

which implies 
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Clearly ( (K�l) - Kk) /�) (1 , 1) E �(w) and so 3 t E Ik such that 
(K�l) - Kk) /� = t/gk . Note that R = (1/Jk (l , l) + crkWk) /gk ' 
R(l) = (1/!2) (1 , 1) + akw�1) ) /gk E �(w) implies 

R - R (l) = (1/J -ljJ (l) - tO /g ) (1 1) /g E M_ (w) k k k k ' k - K 

and so 1/Jk - lJJ�l) - tcrk/gk E Ik which is the second of the two conditions 
in the theorem. 

The proof of the reverse implication is basically just a reversal 
of the steps in the previous paragraph . I/ 

Thus to prevent the possibility of Wk growing with k we shall in 
practice always reduce the Wk+l obtained via theorem 2 . 19 as follows . 
Choose t E Ik+l such that I Wk+l + Wk+l + (Zt/gk+l) (1 , 1) I is "small" and 
replace Wk+l with Wk+l + (t/gk+l) (1 , 1) . To see more clearly how t should 
be chosen let t = plgk+l + p2ak+l and let yk+l = wk+l l + wk+l z · We have 

' ' 

We shall therefore choose t by taking 

where { } denotes the nearest integer function. (To choose t so that 
"small" = minimal involves extra calculation when �+l > 0 and it is not 
justified . However when �+l = 0 the resulting Wk+l will have 
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j Wk+l + W�+l l minimal) .  Note that this process produces Wk+l satisfying 
j wk+l + W�+l l < 2 (gk+1 + j o j /c) /gk+l . Since j wk+1 - w�+l l does not vary 

with the choice of Wk+1 (see the proof of theorem 2 . 18) we also have that 

! Wk+l ! , ! Wk+1 ! will be approximately minimal amongst all possible choices 

for wk+l . 

The above reduction of Wk+l will be performed immediately following 

the calculation of Wk+l as outlined in the paragraph following theorem 
2 . 19 .  Note that this reduction of Wk+l necessitates a modification of 
the calculation of �k+l . We now calculate 

and then reduce this integer mod Ik+l to obtain the �k+l corresponding 

to the reduced wk+1 . 

ALOORITIJ.1 2 . lB 
Given a standard representation of MkCw) and Rk E NkCw) with 

Rk = (nk , l (l , l) + nk , 2Wk) /gk we calculate a standard representation of 

�+1 (w) (Ak+l = \1\) as follows . 

1 If nk 2 = 1 then set nk 3 = - 1 ,  nk 4 = 0 ,  gk+ 1 = 1 , ak+ 1 = w and go to 19 
' ' ' 

3 Set c1 = (1 , 0 , 0 , 0) ,  c2 = (0 , 1 , 0 , 0) ,  c3 = (0 , 0 , 1 , 0) ,  c4 = (0 , 0 , 0 , 1) 

4 Find � such that i im(n�) I > 0 ,  j im (n�) I minimal 

6 For � = 2 , 3 , 4 set m = { Im(n�) /Im(n1) } , replace 

n� with n� - mn1 , c� with c� - mc1 

7 If 1 Im(n1) !  > l o l /c go to 4 

8 If j im(n1) !  < 0 then multiply n1 , c1 by - 1 



9 Find R. ,  2 � R. � 4 such that nt 1 0 , I nt I minimal 

11 For R. = 3 , 4  set m =  {nt/n2 } ,  replace 

12 If n3 1 0 or n4 t- 0 go to 9 

13 If n2 < o then multiply n2 ,c2 by - 1  

14 Set gk+l = n2 

18 Set nk , 3 = ml gk + m2 aj/ m41/Jk ' nk , 4 = m3gk + m4crk 

where c2 = (m1 , m2 , m3 , m4) 

20 Set p2 = {c gk+l Im(wk+l , l + wk+l , 2) /2 l o l }  

21 Set pl = { -Re (wk+l 1+wk+l z) /2 - P2'\+1/c gk+l } 
' ' 

23 If gk+1 > 1 go to 2 5  

24 Set 1/Jk+ 1 = 0 and stop 

26 Set ljJk+l = (ank , 4 - Bnk , 3) /gk - (p1gk+l + p2°k+1) 0k+1/gk+l 
27 Set m = c Im (1/Jk+l)/1 o I 

28 Replace 1/Jk+l with 1/Jk+l + rnak+l 
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30 Rep lace ljJk+ 1 with ljJk+ 1 - mgk+ 1 

31 Stop 

74 

We have now developed the maj or sections of our algorithm for 

calculating relative minima . Before stating the complete algorithm we 

consider one final point . The calculations required by the algorithm 
will mainly involve general complex arithmetic rather than Z (o) integer 
arithmetic . Consequently we will  obtain each � expressed as a two 

dimensional complex vector A. = (A. 1 ,� 2) , Ak . E a: .  However we are - K - 1c ,  , , ]  
often interested in knowing the coefficients of � · The next theorem 
shows how '1<'  8k are most easily calculated from � · 
TifEOREM 2 . 21 

Let �' k > 0 be a relative minimum of M(w) with 

Then the coefficients of Ak are 

where { } is the nearest integer function. 
PROOF 

I/ 

Now I Ak 2 1 = I A� I  < I Ao l = min { 1 ,  l w l } .  Therefore I� ziZ I ' lA. z12w l < 1/2 .  
' ' - 1c ,  

The theorem now follows since a. '  8 E z ( o) ' a. r 8 implies I a.- 8 1 � 1 .  // 

We now summarise the results of this section in the fol lowing 

algorithm. 
ALillRITIM 2 . 1  

Let w E (\{0 } .  A half chain of relative minima of M(w) can be 
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calculated as follows . 

1 

2 

3 

4 

5 

6 

7 

If lw l  � 1 set A0 = (1 , 1) , a0 = 1 , s0 = o ,  w0 = w , and go to 3 

- 1  Set A0 = W ,  a0 = 0 , s0 = 1 ,  W0 = -W 

Set g0 = 1 ,  a0 = w, 1J!0 = o 

Set k = 0 

Use algorithm 2 . 1A to calculate Rk E Mk (w) 

If I Rk ! = 0 then stop 

8 Use algorithm 2 . 1B to calculate a standard representation of Mk+l (w) 

9 Increment k by 1 

10 Go to 5 11 

I f  w E Q (o) then this algorithm will eventually stop at step 7 having 

calculated a half chain of relative minima . Of course if w f Q (o )  then 
the algorithm is non-terminating since there are infinitely many � in a 

half chain for such a w. However ' in practice an appropriate stopping 

condition must be added to the algorithm. This is because calculations 

will  necessarily involve finite approximations to irrational numbers and 

so we find a steady decline in the accuracy of the various values computed 
by the algorithm . In general we find that n significant digit arithmetic 

will only reliably calculate relative minima of magnitude up to 

approximately lOn/2 (for l w l � 1) . Consequently to calculate large 
relative minima we must use multiprecision arithmetic . Note that it is 
only the calculation of Wk+l ' Ak+P ak+l ' Sk+l which require multiprecision 

arithmetic . We generally find that 6-8S is sufficient for all other 
calculations required by the algorithm, when !ol is small .  
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We now illustrate the use of algoritlun 2 . 1  with several examples . 

(We have used a fortran implementation of algoritlun 2 . 1  on a Prime 750 

computer for the examples in this thesis) . 

EXAMPLE 2 . 3  

We repeat example 2 . 1 .  That is we have w = ll+o ,  cS = 1- 10 and we 

calculate a chain A0 , A1 , . . .  , A7 E: M(w) using algoritlun 2 . 1 . The 

calculations in this example (and following examples) have been carried 
out using 14S aritlunetic (double precision in fortran on the Prime 750) 
and rounded to the number of digits shown. Note that d ::  2 (mod 4) and so 

c = l , w = o . 

We have 

w � 1 .  469120 + 1 .  076249i 

Since j w j � 1 we set 

and the representation of M0 (w) is defined by 

g0 = 1 ,  IJ!o = o , a0 = o ,  w0 = (w, -w) 

The calculation of R0 E: M(w) using algoritlun 2 . 1A is summarised in the 

following table . (Note that initially b (S) = 3 . 6 l o l /c � 11 . 4) 

TABLE 2 . 3  Calculation of R0 

6 a r* r b (S) 
1 -

2 -

3 4 + o . 41 10 . 56 3 . 17 
5 + cS . 60 1 1 . 37 

cS ! 
This table and tables 2 . 4 ,  2 . 5 ,  2 . 6 ,  2 . 8 ,  2 . 9  give the following 

infonnation. The first colt..um1 gives all 6 E: Z (o) + n Ik which required 

testing by algorithm 2 . 1A .  A dash in the a column indicates that 



7 7  

+ m2 > m2 at step 5 and so no values of a needed to be considered . If 
m2 � m; then the a column lists all a corresponding to the pairings 

m1 , m2 which needed checking . For each a we record the corresponding 

value of r* and if r* < 1 then r is also recorded . Finally if step 12 is 

reached then the updated value of b (S) is recorded . Thus the coefficients 

of � correspond to the final updating of b (S) in the table . 

Thus n0 1 = 4 + o ,  n0 2 = 3 and so ' ' 

R0 = (4+8) (1 , 1) + 3 W0 � (� . 41 + 6 . 39i , - . 4 1 - . O? i) 

Therefore 

We now use algorithm 2 . 1B to calculate a representation of M1 (w) . We 
have 

n = - 3 n = 3o n = 4+o n = - 1o + 4o 1 ' 2 ' 3 . ' 4 

and so 

The reduction of 1 1 to the standard representation also gives 

and so 

c2 = ( - 9 ,  0 , - 4 , 1) 

n0 , 3  = (- 9) g0 + o cr0 + 11!0 = -9 ,  n0 ,4 = (-4) g0 + cr0 = - 4 + o 

s0 = ( - 9) (1 , 1) + ( -4+o)w0 � ( - 18 . 28 + . 34 i , . 28 - . 34i) 

and the initial value for w1 is 

w1 = s0;R0 � C - 1 . 36 + l . O?i , - . 54 + 92 i) 

To reduce w1 we calculate p2 = 0 , p1 = 1 and reset w1 to 
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(- 1 . 36 + 1 . 07i , - . 54 + . 92i) + (1 , 1 )  = ( - . 36 + 1 . 07i , . 46 + . 92i ) 

Since g1 = 1 we set �JJ1 = 0 and so the representation of M1 (w) is defined 
by 

g1 = 1 , o1 = o , �JJ1 = o , w1 � ( - . 36 + 1 . 07 i ,  . 46 + . 92i )  

We now increment k to 1 and use algorithm 2 . 1A to calculate 

R1 E M1 (w) . The results are st..nmnarised in the following table . 

TABLE 2 . 4  Calculation of R1 - -----r 
I s ! ; 
I 1 
I ; 2 
I 3 
! 

0 
1 + 0 

1 - 0 

.. - --- ---- - - -- --·-

a 

- 1  
0 
-

- 2 - o  
- 1 - o  

-
2 - o  
3 - 0 
- 4  
- 3  

r* 
1 . 07 
1 . 03 

. 72 

. 55 

. 90 

. 94 

. 8 2 

. 67 

Thus n1 1 = - 1 - o  n = 3 and we have 
' ' 1 , 2 ' 

R1 � ( - 2 .  08 + . 06i , . 39 - . 39i ) 

r 

3 . 08 
2 . 08 
3 . 67 
3 . 31 
2 . 41 
2 . 21 

A2 = A1 R1 s:::1 ( - 17 . 81 - 12 . 7 8 i , - . 19 + . 13i ) 

a = - 9 - 26  Q = -6 2 ' � 2 

b (S) 

4 . 88 
3 . 68 

The calculation of a representation of M2 (w) is once again straight 

forward and we obtain 

r 2 = z [ - 3 , 3o , - 1 - n , 10 - o ]  = Z [1 , o ] , c2 = ( -4 , 0 , 1 , - 1 )  

n1 , 3  = - 4 , n1 , 4  = 1 - o 

s1 = -4 (1 , 1) + (1 - o)w1 s:::1 c- . 96 + 2 . 2li , - . 61 - . 54i ) 

w2 = S/R1 s:::1 ( . 49 - 1 . 0 5 i ,  - . 09 - 1 . 48i) 
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We have p2 = p1 = 0 and so w2 is left tmchanged. Since g2 = 1 we have 

1Jl2 = 0 and so the representation of M2 (w) is defined by 

g2 = 1 , o2 = o , 1Jl2 = 0 , W2 = ( . 49 - 1 . 0Si , - . 09 - 1 . 48i ) 

We now increment k to 2 and calculate R2 E M2 (w) . The search for 
R2 is summarised in the fol lowing table . 

TABLE 2 . 5  Calculation of R2 

! 8 I a I 
I l I 1 -
I 2 0 I 

1 + 0 
3 -
0 - 5  

- 4  
l + o -
1 - 0 -

* r 

. 28 

. 84 

. 44 

. 74 

Thus n2 1 = o ,  n2 2 = 2 and we have ' ' 

I r 

1 . 45 
2 . 25 

2 . 29 
1 .  70 

I b (S) 

3 . 36 

R2 = o (l , l) + 2w2 � ( . 99 + 1 . 06i ,  - . 19 + . 20 i) 

A3 = A2R2 � ( -4 . 01 - 31 . 56i ,  . 0079 - . 062i) 

a = - 2 - So 0 = - 6 - Zo 3 ' �3 

The calculation of a representation of M3 (w) is s lightly more involved 
than previous cases since we find g3 = 2 .  We have 

r3 = z [ - 2 , 2o , o , - lO ]  = Z [ 2 , o ] , c2 = ( - l, o, o, o) 

n2 3 = - 1 , n2 4 = o 
' ' 

s2 = - (1 , 1) + ow2 = ( - 1 , - 1) 

w3 = SziR2 � c - . 47 + . soi, 2 . 47 + 2 . 66i) 

We then calculate p2 = 1 ,  p1 = - 1  and replace w3 with 



We also have c1 = (0 , 0 , 1 ,  0) giving a. = 0 ,  S = 1 and so 

\jJ3 - -n2 , 3/g2 - ( -g3+a3) a3/g3 (mod 13) 
_ 1 - ( -2 - cS) cS/2 (mod 1 3) 
= - 4+ cS = 0 (mod I 3) 

Therefore the required representation of M3 (w) is defined by 

The calculation of R3 E M3 (w) is quite short as is indicated by the 

following table . 

TABLE 2 . 6  Calculation of R3 

s a. 

2 - 4 - cS 
- 2 - cS 

r* 

. 73 

. 69 

Thus n3 , 1  = - 2 - cS ,  n3 , 2  = 2 and we have 

r b (S) 

4 . 37 2 . 95 
3 . 63 2 . 54 

R3 = ( (- 2 - cS )  (1 , 1) + 2W3) /2 RJ ( - 2 . 47 - 2 . 66i , . 47 - . 50i ) 

A4 = A3 � RJ (-73 . 97 + 88 . 58 i, - . 028 - . 033i) 

a. = -37  + 14cS a = - 2  + lOo 4 ' iJ 4 
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The remaining calculations for this example involve nothing new and 

so we briefly l ist the results . 

Calculation of M4 (w) representation 

1 4 = Z [ - 2 , c5 , - 2 - c5 , 5 - o )  = Z [ l , cS ) , c2 = (- 4 ,0 , 1 , - 1) 

n3 , 3  = - 8 ,  n3 , 4 = 2 - cS , s3 RJ ( -7  . 17 + 1 . 2Si ,  - . 83 - 1 . 2 Si) 



w4 (initially) R$ (1 . 09 - 1 . 68 i ,  . 51 - 2 . 11i ) , p2 = - 1 ,  p1 = - 1  

and so M4 (w) is defined by 

g4 = 1 , a4 = 6 , 1J!4 = o , w4 R$ ( . 09 + 1 . 48i , - . 49 + 1 . 0Si ) 

Calculation of R4 E M4 (w) 

B = 1 , 2 , 3 , 6 , 1  + 6 ,  2 + 6 ,  1 - 6 ,  2 - 6 required testing 

n4 1 = 1 - 6 ,  n4 2 = 3 ,  R4 R$ (1 . 28+1 . 28 i , - . 48- . 0l i) 
' ' 

A5 = A4R4 R$ ( - 208 . 01+18 . 96i , . 013+ . 016i )  

a = -104 + 36 B = - 43 + 126 5 ' 5 

Calculation of M5 (w) representation 

r5 = z [ - 3 , 36 , 1 -6 , 10+6 ] = Z [ 1 , 6 ] , c2 = (- 4 , 0 , - 1 , - 1) 

n4 3 ::: -4 , n4 4 ::: - 1 -6 , s4 R$ ( . 59 - 1 . 78i , - . 19+ . Sli) 
' ' 

w5 R$ c- . 46 - . 92i , . 36 - 1 . 07i) , p2 = p1 = o 

and so M5 (w) is defined by 

Calculation of R5 E M5 (w) 

8 = 1 , 2 , 3 , 4 , 6 , 1+6 , 2 +6 , 1 - 6 , 2 - 6 required testing 

n5 1 = - 1+6 , n5 2 ::: 3 ,  R5 R$ ( - 2 . 39+ . 39i , . 075- . 0S7i) 
' ' 
A6 ::: A5R5 R$ ( 489 . 998 - 126 . 492i , . 00 19+ . 00049i) 

a6 = 245- 206 , 86 = 88- 346 

Calculation of M6 (w) representation 

I6 = Z (- 3 , 3 6 , - 1+& , - 10 -6 ] = Z (l ,o ] , c2 ::: ( -4 ,0 , 1 , 1) 

n 5 , 3  ::: . - 4 , n5 ,4 = 1+6 , s5 R$ ( - 1 . 54 - 2 . 39i , - . ZS + . 06i) 

W6 (initially) R$ ( . 4 7+1 . 08i ,  - 2 . 4 7 - 1 . 08i) ,  p2 = 0 , p1 = 1  

and so M6 (w) is defined by 
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g6 = 1 ,  a
6 

= o ,  I/J
6 

= o, w
6 

� (1 . 47+1 . 08 i , - 1 . 4 7 - 1 . 08 -z.) 

Calculation of R
6 
E M6 (w) 

S = 1 , 2 , 3 , 6  required testing 

n
6 , 1  

= 4+6 , n
6 , 2

= 3 , R
6 

� (8 . 41+6 . 39i , - . 41- . 0 7 i) 

A
7 

= A
6

R
6 

� (4928 . 0007+2068 . 13i , - . 00075- . 0 0033i) 

a
7 

= 2464 + 3276 , s
7 

= 1427  - lOSeS 

We now note several points about these calculations . 
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The first 

point to note is the amount of work involved in calculating the chain 

A
0

, A
1

, . . .  , A
7

. In example 2 . 1  we had to test approximately 10
6 

possibilities . However in using algorithm 2 . 1  we only had to consider 

38 values of S .  Of course the calculation of each � (w) also involves 

a reasonable amount of work but it is clear that algorithm 2 . 1  is a vast 

improvement over the exhaustive search technique used in example 2 . 1 . 

Note that the chains in example 2 . 1  and this example are not identical . 

However the only difference is a root of unity factor and therefore of no 

real consequence . 

Another point to note is that we appear to have w
6 

= W
0 

and R
6 

= R
0

. 

Since we have used finite precision arithmetic in these calculations we 

must be cautious about drawing any conclusions from such observations . 

However if we recall from example 2 . 1  that A
6 

is a unit of M(w) (which is 

closed under multiplication) it is not difficult to see that we wil l  in 

fact have 

It is then easily seen that w
6 

= W
0

, R
6 

= R
0

. 
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Finally we note that we also appear to have 

Since Ik = I 6_ k , ljlk = 1jJ 6 _ k for k = 1 ,  2 ,  3 this would be equivalent- to having 

M1 (w) = M� (w) , M2 (w) = M� (w) , M3 (w) = M; (w) 

where 

Mk(w) = {R* : R E �(w) } 

These observations are also easily confirmed algebraically and are typical 

of the case w = /a, a E Q(o) . (See section four of this chapter) . 

The value of w in the next example has been carefully chosen to 

illustrate a number of points concerning relative minima of M(w) . It 

also gives another illustration of the use of algorithm 2 . 1 .  

EXAMPLE 2 . 4 

Let o = r-17, w = . 72 + . 2 l o  � . 72 + . 8658521814 i .  Algorithm 2 . 1  

produces the results listed in table 2 . 7 .  (Note that - 17 = 3 (mod 4) and 

so c = 1 ,  w = o .  Furthermore J w J  :;;: 1 so A0 = (1 , 1) , a0 = 1 ,  s0 = 0) 

TABLE 2 . 7  Calculation of relative minima of M(w) c----- ·· ·· 

' k 
1---. .  
1 0 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
1 2  

--·--··· 

gk 
1 I 1 
3 
2 
1 
2 
1 
3 
1 
3 
3 
1 
1 

i'-): (w) 

ljlk ak 
0 i 0 
0 I 0 
1 l+o 
0 l+o 
0 0 
1 l+o 
0 0 
0 l+o 
0 0 
0 2+6 
2 l+o 
0 0 
0 6 -

! Rk I 
nk 1 nk 2 I Ak+l l ! 

' ' ! 
1 I 1 1 . 9  ' 

l+o I 3 9 . 3  
1 - 0 6 9 . 6  
4 3-o  9 . 7  

- 1+6 I 4 9 . 9  I 
- 2  2 16 . 5  
l+o 3 24 . 2  
3 2 - o  29 . 4 

- 1+o 3 30 . 8  
l+o 3 82 . 5  
1 - o  3 111 . 6  
- o  3 175 . 7  0 2 225 . 2  

Ak+1 
ak+1 I sk+l 

1 r 1 
- 2+8 l+o 
3+6 4 
2 - o - 2 - o  
3 - o  - 1 - 6  
1+2o 6+8 
12 . 7 - 28 

- 8+38 i 4+38 
- 13- 2 o  ! - 13+8 

2 - 108 - 27 -60 
- 45+88  - 3+128 
-47+186 24+186 
-n -210  - lOO  

The algorithm stops at k = 1 2  since I R�2 1 = I A�3 1 = 0 .  This is as we 

I/ 
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would expect in view of theorem 2 . 9  since w E  Q (o) . Note that 

In comparison with example 2 . 3  we find in the present 

example that there is a greater proportion of non-basic relative minima 

and that I�  I grows more slowly with k . To give some idea of the amount 

of work involved in the calculation of the various R
k 

tables 2 . 8 ,  2 . 9  

detail two extreme cases . 

TABLE 2 . 8  Calculation of R
2 

6 a. 

3 - 2 - o  
1 - o  

6 - 2 - o  
1 - o  

- 1 - 20 
2 - 2o 

l+o 4 
7 

4+o 2 - o  
5 - o  

2 - o  - 7  
- 4  

- 6 - o  
- 3 - o  

5 - o - 6 - o  
- 3 - o  

TABLE 2 . 9 Calculatiou of R9 
r 

6 a. 

3 l+o 
4+o 

* b (6) r r 

. 75 1 . 34 8 . 68 

. 50 1 .  2 2  8 . 24 

. 91 1 . 15 7 . 99 

. 75 1 . 03 7 . 54 

. 78 2 . 36 
1 . 003 

. 36 1 . 06 
1 . 01 

. 71 1 . 15 

. 29 1 . 77 
1 . 14 

. 66 1 . 05 

. 93 2 . 12 

. 82 1 . 44 

. 65 1 .  99 

. 51 1 .  26  

r* r b (6) 
. 56 2 . 68 4 . 09 
. 62 3 . 30 

The amount of calculation required to find � clearly varies quite 

considerably . The remaining 11 cases are fairly evenly distributed 

between these two extremes . Note that for 6 = 6 ,  2 - o in table 2 .  8 we 

have in each case 4 possibilities for a. to consider . This corresponds 

to m; = m2 + 1 in step 4 of algorithm 2 . lA, that is there are two 

possibilities for m2 . 

We now note several points of a general nature which this example 

was chosen to illustrate . Firstly we note that 
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Thus although we general ly have ! Bk+ll ;;:: ! Sk i this is obviously not always 

the case . It  is for this reason that theorem 2 . 1 3 was stated in terms 

The second point to note is that although the equation 

is solvable (e = 12 -4lcS , A = 155 - 27cS is one solution) the coefficients of 

�2 do not give a solution . Thus given 

a. , B  E Z (cS )  such that the equation a.e - 8A = 1 is solvable for e , A  E Z (cS )  

we see that the relative minima of M(a/� are not guaranteed to produce a 
solution of this equation . This contrasts with the s imple continued 

fraction case where the penultimate convergent of the expansion of a/b , 

a ,b  E Z ,  (a,b) = 1 is guaranteed to give a solution x,y E Z of the 

equation ax - by = 1 .  The reason why M(a/8) can fail to produce a 
solution of the equation ae - 8A = 1 is as follows . Given a solvable 

equation of this type we can only guarantee that there is a solution with 

e satisfying l e ! < t8 , t = l l+cS I /2 for d :: 2 , 3 (mod 4) ,  t = (1+ 1 o ! 2 ) /4 l o l  

for d = 1 (mod 4) . Now when t > 1 it is therefore possible that all 

solutions of the equation have l e !  > I B I . Consequently it is possible 

that for all solutions of the equation we have 

I B I > I A I , B = A ( l , 1) + 8W ,  A =  a (1 , 1) + SW 

where w = a./6 . Since I A* I = 0 it follows that in such cases B can not 

be a relative minimum of M(w) . (Note that even if the relative minima 

of M(a./8) were guaranteed to give a solution of ae - BA = 1 then this 
would not provide the most efficient method for solving the equation . 
Equations of the form a.e - SA = K are most easily solved using the ideas 

used in the first part of algorithm 2 . 1B) . 
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The final point we note concerns the relationship between the 

relative minima of M(w) and the relative minima of M(w+a) , a E Z (6) .  We 
use a fairly arbitrary choice of a =  9 to illustrate the situation . 

TABLE 2 . 10 Relative minima of M(w+9) 
! k 0 1 2 

+ i ' ak 1 10 ! 39+6 I 

8k 0 1 4 
6 7 8 

; 
' 

I 3 : 4 5 
I 

I -6- 106 75 - 186 55+116 I 
- 1 - 6  6+6 7 - 26 

! 
I 9 I 10 11 

! 28+306 i -130+76 - 241-646  - 72+1166 169+1806 -972 - 216 I 

I I 4+36 I - 13+6 - 2 7 - 66 -3+126 24+186 - 100 

As we might expect there is a strong link between the relative 
minima of M(w) and M(w+9) . It is easily checked that 

+ + 
'1c = �+2 + 98k+2 ' 8k = 8k+2 ' k = 3 , 4 , . . .  , 11 

Note that there are no relative minima of M(w+9) corresponding to 
A2 , A4 E M(w) . This illustrates the fact that there is not necessarily 

a one to one correspondence between the relative minima of M (w+a) and 
M(w) for a E Z (6) . This contrasts once again with the simple continued 
fraction case where we find a one to one correspondence between the 

convergents of x E R and the convergen ts of x + m, m E Z .  Note that the 

8� coefficients in table 2 . 10 satisfy ! Sk i  � I B�+l l and in fact it can be 
shown that ! Sk+1 1 < ! Bk l can only occur for l w l  � 1 .  // 

We finish this section by briefly considering the special case where 

h (d) = 1 , that is Z (6) is a unique factorization domain . This of course 

occurs for 

d = - 1 , - 2 , - 3 , - 7 , - 1 1 , - 19 , - 4 3 , - 67 , - 163 
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We have already noted that the relative minima of modules over such 

Z (o) wil l  necessarily be basic . It  therefore follows that a standard 

representation of any � (w) wil l always have g
k 

= 1 ,  1/Jk = 0 ,  crk = w . 
Consequently algorithm 2 . 1  can be modified to take advantage of this fact . 

Modifications include deletion of all redundant s teps and arithmetic . 

For example steps 14 to 1 7  and 23  to 30 in algorithm 2 . 1B can be deleted 

and a step such as 10 in algorithm 2 . 1A can be rewritten as 

The simplified algorithm which results will  of course involve less work 

than the original algorithm.  However the improvement wil l  be relatively 

small s ince the main work in algorithm 2 . 1  l ies in the calculation of 

�' nk 3
, nk 4 

which must of course still be calculated in the simplified ' ' 
version of the algorithm. 

SECTION F OUR 

P ER IODIC R ELATIVE MIN I MA 

In this section we shal l mainly confine our attention to the case 

w
2 E Q (o ) , w t Q (o ) . Results developed are in the main generalizations 

of results associated with periodic s imple continued fractions . A 

specific algorithm for the calculation of periodic relative minima will 

be derived . (This algorithm plus a modified version of this algorithm 

will be used in the next chapter to calculate fundamental units of 

certain quartic fields of the form Q (o ) (/Y) , Y E Z (o) ) . Finally we 

shall complete the development of the bound for IAk l  which was s tated 

and partially proved in section two of this chapter .  

We begin with a theorem which leads to the definition o f  periodic 

relative minima . 
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TIIEORFM 2 . 22 
Suppose there exist �,An E M (w) with m f n  such that �(w) = �(w) . 

Then the following results hold . 

(a) For all k E Z we have Em,m+k = En,n+k. Therefore given 

R E M (w) we can choose R +k E M (w) such that R k = R k . m ,m+k m n ,n n n ,n+ m ,m+ 
(Note however that given an R +k and an R k we cannot assume that ·m,m n,n+ 
they are equal although we certainly must have R +k � R k) .  m,m n,n+ 

+ 
(b) We can choose A , q E Z such that M0 (w) = M  (w) . q q 

(c) M(w) has an infinite complete chain of relative minima such 

that Mk(w) = Mk+q(w) , V k E Z .  

PROOF 

(a) The relative minima of M . (w) satisfy J 

• • •  < J R  . . 1 J < J R .  · I = 1 < J R  . . 1 J < • • •  J , J - J , J J , J +  

Now if M (w) = M  (w) then M (w) , M (w) must have identical relative m n m n 
minima . It therefore fol lows from (12) that we must have 

E +k = E  +k ' V k E Z . m ,m n ,n 

( 1 2) 

(b) Assume n > m.  Since A ,A0 exist so does R 0 = A0! A . We m m ,  m 
can therefore choose R such that R = R 0 . (Take k = -m in n ,n-m n ,n-m m ,  
part (a) ) . Set A =A  R = A R 0 and set q = n-m. We therefore n-m n n ,n-m n m ,  
have A = A R 0 with q E Z + Now q n m ,  

and 

M0 (w) = M(w) /A0 =M (w) /A R O = M  (w) /R O m m, m m ,  

M (w) = M(w) /A =M (w) /A R O = M  (w) /R O q q · n  m,  · n  m, 

Since M (w) = M  (w) it fol lows that M0 (w) =M (w) . m n q 

(c) Choose any � , A2 , . .  , Aq_ 1· E M(w) . We show that the required 

chain can be generated inductively from the finite chain A0 , � , . . .  , Aq . 

We begin by extending this initial chain into a half chain which 

satisfies Mk (w) = Mk+q(w) , V k � 0 .  
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Suppose that the chain A0 , A1 , . . .  , Aj , . . .  ,Aj +q satisfies 

�(w) = �+q (w) for k = O , l , . . .  , j . Since Aj ,Aj +l exist we see that 

R .  = A . 1;A . exists . Now M .  (w) = M . (w) and so by part (a) we see that 
J J + J J J +q 

we can choose Rj +q = Rj . Set Aj +q+ 1 = Aj +qRj +q, that is Aj +q+ 1 = Aj +qRj . 

It is now easily shown that Mj +l (w) = Mj +q+l (w) . (See part (b) where 

we showed that M0 (w) = Mq (w) ) . The process outl ined can be repeated 

indefinitely thereby producing the required infinite half chain. 

This half chain can then be extended into the required infinite 

complete chain by using a similar process to define Aj , j = - 1 ,  - 2 , . . .  

(Briefly , for j = 0 ,  - 1 ,  - 2 ,  . . .  take Rj +q , j +q- l = Aj +q- l/Aj +q ' choose 

R = R . . and set A . 1 = A . R . .  1 = A . R  . .  1) .  /1 j , j - 1 J +q , ] +q- 1 J - J ] , ] - J J +q , ] +q-

In view of this theorem we make the following definition. 

DEFINITION 2 . 11 

We shall say that M(w) has periodic re lative minima if and only if 
+ M0 (w) = Mq (w) for some q E Z . 

A chain of relative minima A0 , A1 , . . .  , Aq ' q E Z+ which satisfies 

M0 (w) = Mq (w) , M0 (w) � � (w) for 0 < k < q wi ll be called a period 

of relative minima . The integer q will be cal led the length of the 

period . 

Theorem 2 . 22 effectively shows that M(w) has periodic relative 

minima if and only if f\Cw) = Mn (w) for some m ,n E Z ,m # n . Thus the 

definition of periodic relative minima is not as restrictive as it may 

initially appear . Furthermore periodicity is clearly always pure 

periodicity.  Note that the phrase 'periodic relative minima ' is 

/I 

slightly misleading . It is of course the ratios Rk = Ak+l/Ak and the 

modules �(w) which are actually periodic . Finally note that if M (w) 

has periodic relative minima then the proof of theorem 2 . 2 2c shows that 

the calculation of a complete chain of relative minima is effectively 
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achieved by the calculation of a period of relative minima . (However 
see theorem 2 . 29 for a more straightforward way of generating a complete 

chain from a period) . Consequently the modified version of algorithm 

2 . 1  which we develop for periodic relative minima will confine its 

attention to the calculation of a period of relative minima . 

We now illustrate some of the ideas presented so far in this section . 

EXAMPLE 2 . 5  

(a) Recall examples 2 . 1 ,  2 . 3 .  In example 2 . 3  we saw that for 

w = 11 +cS , cS = 1=10 we have M0 (w) = M6 (w) . Thus M(w) has periodic relative 
minima . Furthermore it is not difficult to see that M0 (w) f � (w) , 
0 < k < 6 .  Thus A0 , A1 , . . .  , A6 form a period of relative minima of 

length 6 .  In example 2 . 1  we noted that a complete chain of relative 
minima of M(w) can be generated from this period. This illustrates 
the result of theorem 2 . 22c although the method of generation of a 
complete chain in example 2 . 1  differs from the method given in the proof 

of theorem 2 . 22c. (However the method of generation in example 2 . 1  is 
the simpler of the two and we shall generalise it in theorem 2 . 29) . 

(b) Let cS = �10 , w = 1 (3+28)/7 . With the aid of algorithm 2 . 1  
we find 

Ao = (1 , 1) 

Al = (1 , 1 )  + w 

A2 = ( - 1  +cS ) (l , 1) + (1 +cS)W 

A3 = 6 (1 , 1) + ( 5- cS )W 

and it is relatively easy to check that M3 (w) = M0 (w) . Thus 

A0 , A1 , A2 , A3 is a period of relative minima of M(w) of length 3 .  (Note 

that Q (cS )  (w) = Q (r-10) (135) and A3 = 6 (1 , 1) + (/35, - 135) corresponds to 

the real quadratic unit 6 + 135) . 

Since lw l = 1 we have 

Ap) = WA3 = (S+cS) (1 , 1) + 6W 



is also a relative minimum of M(w) . However 

(7/ (3+2o ) )W = W- l  = A3/A�
l) E M�l) (w) 
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and it follows that MP) (w) ;' M0 (w) . Consequently it is not difficult 

to check that 

is a period of relative minima of length 6 .  11 

Example 2 . 5b illustrates the fact that the integer q in definition 

2 . 11 depends on the period under consideration .  However it is not 
difficult to deduce using the ideas in the proof of theorem 2 . 2 2b that 

for a given M(w) there exists a period (not unique) of minimal length 
and that the length of any other period is a multiple of this minimal 

length . In view of these facts it is clear from an efficiency point 

of view that the modified version of algorithm 2 . 1  which we wi ll develop 

later in this section should be designed to calculate a period of 

minimal length . Consequently we will in future mainly confine our 
attention to such minimal periods . 

We now develop conditions which w must satisfy if M(w) is to have 
periodic relative minima . 
1HEOREM 2 • 2 3 

If  M(w) has periodic relative minima then w2 E Q ( o ) , w � Q( o ) . 
Thus w can be written as 

w = IY1fi , Y E  Z ( o) , h E  Z+ 

with Y/h not a perfect square in Q ( o) . 

PROOF 

Suppose M(w) has periodic relative minima. Then 3 q E Z+ such 

that M0 (w) = Mq (w) . Therefore we can choose R0 E M0 (w) and Rq E Mq (w) 
such that Ra = ArfAa = Aq+/Aq = Rq ' or equivalently A1 Aq = A0 Aq+l ' I f  

we now substitute Ak = (ak+ skw,�- skw) , k = O , l , q ,q+l in this equation and 
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multiply out then we obtain two equalities . (One from each component) .  

When we add these two equalities and rearrange we obtain 

(13) 

Now a0 s0 = o . Therefore if 6l 6q - 6o6q+1 = �aq - a0aq+1 = 0 then either 

� aq = 0 or s1 sq = 0 . However it is easily seen that � , 6k r 0 for 
k f O . Thus 61 6q - 60 6q+1 , a1aq - a0aq+1 r 0 and so (13) implies that 

w2 E Q (6) . Theorem 2 .  22c plus theorem 2 .  9 together show that w � Q (6) 

and the theorem now follows . 

This theorem shows that our definition of periodicity is more 

restrictive than simple continued fraction periodicity. Recall that 

simple continued fraction periodicity is effectively defined in terms 

I/ 

of the ratios xk+1 = - (pk_1 -qk_1x) / (pk-qkx) eventually becoming periodic . 
(This would generalize to M(w) by defining periodicity in terms of the 

second components of the Rk eventually becoming periodic) . The ratios 
(pk+qkx) / (pk_1+qk_1x) become periodic only if x2 E Q ,  x � Q, but s ince 
the simple continued fraction algorithm makes no use of these ratios 

there is no distinction made between the two types of periodicity . 

However algorithm 2 . 1  makes use of both components of R E �(w) and 

consequently the two types of periodicity are clearly distinguished with 
the more restrictive type being easier to work with . (As well  as being 

more natural in the present context) . 

In the rest of this section we shall mainly be dealing with w of 

the form /yfh with Y ,h  as in theorem 2 . 23 .  Therefore in the rest of 

this section when we write /Y7h it will be assumed that Y ,h satisfy the 

conditions given in theorem 2 . 23 .  
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Our purpose in the next few theorems is to prove the converse of 

theorem 2 . 3 , that is to prove that M(/Ylfi) has periodic relative minima . 

We begin by noting that if w : IY7h then the components of 
A :  (a+8w , a - 8w) E M(w) are conjugates in the field Q (o )  (w) which is a 

quadratic extension of Q (o) . This result also extends to R E  M (w) /B 

for B E  M (w) . We therefore make the following definition . 

DEFINITION 2 . 12 
Let w :  IY/h and B E M(w) , I BB* I t- 0 . We define N0 (R) for 

R E  M(w) /B to be the first component of RR* . 

Of course both components of RR* are identical and so we have 

N0 (R) (1 , 1) : RR* . The following results are obvious . 
'lliEOREM 2 . 24 

Let w :  /Ylfi. Then N0 corresponds to the relative norm function 

from Q (o) (w) to Q (o) . In particular for A :  (a+ 8w , a - 8w) , B E  M (w) we 

have 

(a) 

(b) 

(c) 

2 2 N0 (A) = a  - 8  Y/h E Q ( o ) ,  hN0 (A) E Z (o )  

THEOREM 2 . 25 
Let Ak , k > 0 be a relative minimum cf M(w) , w :  /Y7li. We have 

I N  (A ) I < 4/z-l o 1 1�1 + r 
0 k c 'V3 iT2 T8kT 

+ where r E R depends only on I o I and l w l . 
PROOF 

From theorem 2 . 13 we have 

I/ 

I/ 



and from theorem 2 . 1  we have 

Since I N0 (Ak) I = I Ak l IAk l the result now follows easily. 
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I/ 

The representation of Wk given in the next theorem not only enables 

us to prove the required converse of theorem 2 . 2 3 but will also be of 

considerable importance in the development (later in this section) of 

the modified version of algorithm 2 . 1 .  It will enable us to reduce 

the need for multiprecision arithmetic when !Ak l is large and it will  

also enable us to recognise the symmetry which certain periods of 

relative minima display .  
TiiEOREM 2 . 26 

Let w = IY /h .  Then Wk can be represented as 

with ek ' hN0 (Ak) E Z(o). Furthermore we can choose ek such that 

PROOF 

= 

= 

= 

(Kkak - BkAk Y /h + (�Ak - t\Kk)w, 

Kk� - SkAk Y /h - (�Ak- 8kKk)w) /No (Ak) 

( ( (hKkak - 8kAk Y) /h) (1 , 1) + gkW) /N0 (Ak) 



95 

If we now set ek = hKkak - �\>..k Y then the first result of the theorem is 

clear . 

To show that we can choose ek to satisfy the stated bound we recall 

the discussion following theorem 2 . 20 .  There we saw that we can always 

replace wk with wk + (T/gk) (1 , 1) ' T E Ik (equivalently replace ek with 

ek + hN 0 (Ak) T I gk) thereby obtaining wk satisfying 

Since 

the bound now follows . 

lliEOREM 2 . 2 7 

M(w) has periodic relative minima 

if and only if 

w = /yjh , Y E  Z (o ) , h E  Z+ , Y/h not a perfect square in Q (o ) . 

PROOF 

I/ 

The forward implication is just theorem 2 . 23 .  To prove the reverse 
implication we show that if w = IY7h then there exist m,n E Z ,  m 'I n  such 

that M (w) = M (w) . m n The result will then follow from theorem 2 . 2 2b .  

Therefore assume w = /Ylh. By theorem 2 . 16 we know that �(w) is 

representable as 

�(w) = { (a (l , l) +SWk) /gk : (a , S) Wk allowable } 

From the corollary to theorem 2 . 16 we see that gk can only assume 

finitely many values . Consequently ak ,�k can only assume finitely 

many values . Furthermore if ek is required to satisfy the bound in 

theorem 2 . 26 then Wk can only assume finitely many values s ince 
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ek ,hN0 (�) ,  gk are elements of bounded magnitudes in the discrete set 
Z (o ) . Consequently the number of distinct �(w) must be finite . How­
ever since w � Q (o) it follows that M (w) has an infinite chain of 
relative minima . Therefore we must find M (w) = M  (w) for some m,n E Z m n 
with m f n. // 

We now consider some of the properties of and the relationships 
that exist between the Ak ' Mk (/Ylh) corresponding to a period of 
relative minima of M(IY/h) . In particular we look at units , and the 
symmetry exhibited by certain minimal periods of relative minima . 
(These points have already been partially illustrated in examples 2 . 1 ,  

2 . 3) .  The results obtained will be used in developing the modified 
version of algorithm 2 . 1  which we will develop in this section . 

We begin with the subj ect of units . In examples 2 . 1 ,  2 . 3 it was 
perfectly clear what was meant by the term unit since M (w) was closed 
under multiplication and hence formed a ring . More generally we find 
that M(IY/h) is closed under multiplication if and only if h = 1 .  

Consequently we need to define exactly what we mean by the term unit in 
order to clarify the situation for h > 1 .  

DEFINITION 2 . 13 

Let w = IY7h and U E M(w) . We say that U is a unit of M (w) if and 
only if M (w) = M(w) /U. Furthermore we say that U corresponds to a unit 
of Z (o ) (w) if and only if the components of U (which are conjugates in 
Q (o ) (w) ) are units of Z (o ) (w) . I/ 

Note that requiring M (w) = M(w) /U is equivalent to requiring M (w) 
closed under multiplication by U ,  and u- 1  E M(w) .  It is easily checked 

- 1  that i f  U ,V are units of M (w) then U ,U* , UV are also units of M (w) . 
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EXAMPLE 2 . 6  

(a) Let � E Z (8 )  be a root of unity . Then U = (CO is a unit of 

M(w) which corresponds to the unit � E Z (8) (w) . 

(b) Let w = /- 1/2 , 8 = /::z. Then U = ZW = (/-1 , -I-D E M(w) . 

Clearly U corresponds to the unit �� E Z (8) (w) . However since 

UW = ( - 1/2 , - 1/2) ( M(w) it is clear that M(w) is not closed under multi-

plication by U. Consequently U is not a unit of M(w) . 

(c) Recalling example 2 . 1  we see that 

A6 = (245- 208) (1 , 1) + (88 - 34o)W 

is a unit of M(/1+8) . Furthermore A6 corresponds to the unit 

(245- 208) + (88 - 348 ) /1+8 E Z (8) (/1+8) . 

We now give the most important result concerning units of M (w) . 

TI1EOREM 2 . 28 

Let w = /?7h and A,B E M(w) satisfy IAA* I , I BB* I  f 0 .  Then 

M(w) /A = M(w) /B 

if and only if 

A/B ,B/A are units of M(w) 

Furthermore if U is a unit of M(w) then U corresponds to a unit of 

I/ 

Z (8) (w) . In particular if A0 ,A1 , . . .  ,Aq is a period of relative minima 

of M(w) then Aq/A0 is a unit of M(w) which corresponds to a unit of 

Z (8)  (w) . 

PROOF 

We have 

M(w) /A = M(w) /B 

if and only if 

M(w) = M(w) / (B/A) = M (w) / (A/B) 

Since A/B = (1 , 1) / (B/A) E M(w) / (B/A) = M(w) the first result of the 

theorem is clear . 
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Suppose U is a unit of M (w) . Since U E M (w) we have 

U =  a (l , l) + BW with a , B  E Z (o) . Now N0 (U) (l , l) = W* E M (w) since 

U* E M(w) and M(w) is closed under multiplication by U .  Consequently 

N0 (U) E Z (o) . However u- l is also a unit of M (w) and so we also have 

N0 (U- l) = l/N0 (U) E Z (o) . Thus N0 (U) is a Z (o) root of unity and it 

therefore follows that the components of U, that is a ± Sw, are units of 

Z (o) (w) . 

The final result of the theorem follows from the first two since 

I/ 

In view of this theorem we see that we can obtain a unit of 

Z (o) (w) by calculating a period of relative minima of M(w) . Unfortunately 

in contrast with the standard quadratic/simple continued fraction case , 

it is not always possible to choose w such that the unit obtained is 

guaranteed to be a fundamental unit of Z (o) (w) . In chapter three we 

wil l show how this problem can be overcome . 

Of course Aq/A0 is not the only unit of M(w) . In fact if 

{Ak : k E Z} is a complete chain of relative minima of M(w) satisfying 

� (w) = �+q (w) V k E Z (see theorem 2 . 2 2c) then Ak+mq/� is also a 

unit of M (w) for any k,m E Z .  

Although the proof of theorem 2 . 2 2c indicates one way of defining 

a complete chain from a period it is simpler to use a generalization of 

the method used in example 2 . 1  which is given in our next theorem. 

1HEOREM 2 .  29 

Let w = /Ylh. 

(a) If U is a unit of M(w) and Ak is a relative minimtnn of M (w) 

then UAk is a relative minimtnn of M (w) . 



99 

(b) Suppose A0 , A1 , . . .  , Aq is a period of relative minima of M(w) . 

A complete chain of relative minima of M(w) is given by 

PROOF 

A generalization of the argument used in example 2 . 1  proves the 

result . 

We leave further discussion of the subject of units until chapter 

three where we consider in detail the problem of calculating fundamental 

units of Z (o) (/YJ . 

11 

We now move on to consider the symmetry exhibited by certain periods 

of relative minima . As a consequence of the results developed we will 

be able to reduce the amount of work required to calculate a period of 

relative minima. To simplify matters we shall restrict our attention 

to minimal periods , that is per�ods of minimal length , which in practice 

are the only periods of interest from an efficiency point of view. 

(However it will be fairly obvious that the following results also apply 

in a modified form to non-min imal periods) . 

We begin with a definition . 

DEFINITION 2 . 14 

Let M �  G: X L  Then we define 

M* = { R * : R E M} 

For simpl icity we shall write M* (w) , Mk (w) rather than (M(w) ) * , �(w) ) * 11 

Clearly M(w) = M* (w) and it follows that 

Mk(w) = M* (w) /Ak = M(w) /Ak 
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The modules MfCw) are used in our next theorem to describe the symmetry 
which occurs for certain periods of relative minima . Note that the 
symmetries which occur are very similar to those which occur in the 
simple continued fraction expansion of ld1 , d1 a square-free positive 
integer . 
11-ffiOREM 2 . 30 

Let w = /Ylli. We can choose a minimal period of relative minima 
A0 , A1 , . .  , Aq with A1 , A2 , . .  , A (q/2 ] arbitrary such that the following 
properties hold . 

(a) I f  q is odd then 

for k = 0 , 1 ,  . . .  , (q-1) /2 where f,; = N0 (Aq/A0) is a Z (<S )  root of unity . 

(b) If q is even then (14) holds for k = 0 , 1 ,  . . .  ,q/2 -1 and we 
can find A��� such that 

PROOF 

(1) - * ( ) (1) Mq/2 (w) - Mq/2 w , N0 (Aq/2) = t,; N0 (Aq/2) 

Let q be the length of a minimal period of M (w) . Thus there 

(14) 

exists Aq such that M0 (w) = Mq (w) . Choose Al ' A2 , . . .  , A [q/2 ] arbitrarily . 
We will show that the required period can be constructed from 

Since Aq/A0 is a unit of M (w) we have from theorem 2 . 29a that 
Ak Aq/A0 , k = 1 , 2 , . . .  , [q/2 ]  are relative minima of M (w) . By consider­
ing magnitudes it is a simple matter to check that AkAq/A0 E Eq-k " 

(a) Suppose q is odd . We have [q/2 ] =  (q- 1) /2 and so setting 

Aq-k = AkAq/A0 , k = 1 , 2 ,  . . .  , (q- 1) /2 

completes the construction of a minimal period . Since Aq/A0 is a unit 
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of M (w) we have Mq-k (w) =Mk (w) and the nonn relationship is obvious once 
we recall that N0 (A) = N0 (A*) .  

(b) Suppose q is even . We have [q/2 ] = q/2 and so setting 

Aq-k = Ak Aq/A0 , k = l , 2 ,  . . .  ,q/2 - 1 

A�)� = A�/2 Aq/ A0 
completes the construction of the required minimal period plus A�)1 · // 

Theorem 2 . 30 guarantees that in any M (/Ylh) there exist periods 
which we will describe as symmetric minimal periods . Our interest in 
such periods lies in the fact that we can take advantage of their 
existence when calculating a period of relative minima. Note that the 
proof of theorem 2 . 30 shows that a symmetric minimal period can be 
generated from A0 , arbitrary A1 , A2 , . .  , A[q/2 ] , plus an appropriate Aq . 
Since A(q+l) /2 = A(q- l) /2 Aq/A0 ( q odd) and A��� = A�12 Aq/A0 (q even) 
we can take the alternative view that a symmetric minimal period can be 
generated from A0 , arbitrary � , A2 , . . .  , A [q/2 ] , plus an appropriately 
chosen A(q+l) /2 (q odd) or A�)1 (q even) . Thus if as we calculate a 
chain A0 , A1 , . . .  , Ak we can easily locate the appropriate A (q+l) /2 
(q odd) or A�)1 (q even) when we reach k = [q/2] then we can expect to 
approximately halve the amount of work involved in calculating a minimal 
period . 
EXAMPLE 2 . 7  

(a) Recall example 2 . 3 . Instead of calculating a period 
directly we can proceed as follows . 

Calculate A0 , A1 , A2 , A3 at which point we note that M3 (w) = M3 Cw) . 
(This can be verified algebraically as noted in example 2 . 3 .  However 
we shall develop a simpler testing procedure in theorem 2 . 32) . Thus 
A3/A3 is a unit of M(w) and so the chain A0 , A1 , A2 ,  A3 can be extended 
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into a period of length 6 by setting 

If we take A�1) : A3 then the synnnetries in theorem 2 .  30b clearly hold . 

(� = N0 (A6) = 1) . The fact that this period is minimal can be deduced 

from the fact that I N0 (�/A0) 1  "1 1  for 0 < k < 6 .  

for the N0 (Ak) ) . 

(See example 2 . 1  

Of particular interest is the fact that we can take A�1 )  = A3 . 

More generally we have found that in practice we have always been able 
(1) -to take Aq/2 - Aq/Z when q is even . However we have been unable to 

prove this will  always be the case . 

(b) Let o : /=35, y : - 3+So , h = l , w : /Ylh. Algorithm 2 . 1  

produces the following results . 

TABLE 2 . 11 Relative minima of M(/-3+So) 

k 
I 
i ak �\ No (Ak) 

0 1 0 1 
1 (1S+3o) /2 2 ( - 2 1+56 )/2  
2 (27 -30) /2 (1 - 6 ) /2 ( - 1 9+6) /2 
3 -43 -46 ( -17+6) / 2  - 8+6 
4 (- 2SS - 7o) /2 (- 37+50) /2 (21-So ) / 2  
5 I 6 2 - 2 So (- 25 -90) /2 - 1 

Clearly AS is a 'llllit of M(w) and we have M0 (w) ;; M(w) : MS (w) . Thus 

A0 , A1 , . . .  ,A5 is a period which is easily seen to be minimal . However 

this minimal period does not satisfy all the conditions in theorem 2 . 30a . 

To be more precise we do not have M3 (w) : MZ (w) , nor do we have 

N0 (A3) = �N6 (A2) where � is a Z (6)  root of unity. (Note however that 

I N0 (A3) I = I N0 (A2) 1 ) .  Consequently no period "midpoint" was recognised 

during the calculation of the chain A0 , A1 , . . .  , A5 , that is there was no 

occurrence of �+l (w) = Mk_ (w) . 

Of course the problem is that algorithm 2 . 1  only produces one 

Ak E Ek. Consequently 
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Ajl) = Az A5 = ( (  -61 + 136) /2) (1 , 1) + ( (3+36) /2)W 

was not produced for consideration . It is a simple matter to check 

that the minimal period A0 , � ,  A2 , A�l) , A4 , A5 exhibits the symmetry 

described in theorem 2 . 30a .  (I; = N6 (A5) = - 1) . 

As a final point we note that A�l) /A3 = 3/ ( (1+6) /2) ,  I (1+6) /2 1 = 3 ,  
and 9 factors nonuniquely in Z (6 ) as 

9 = 3 . 3 = ( (l+o ) /2) ( (1 - o ) /2) I/ 

Example 2 . 7  clearly indicates the need for a more systematic 

approach to the problem of locating the midpoint of a symmetric minimal 

period . The next theorem suggests the basic outline for such a 

procedure . 

TI-IEOREM 2 . 31 
Let w = /Y7h and suppose A0 , A1 , . . .  , � is a chain of relative minima 

of M (w) satisfying 

M�ml
) (w) f M� (w) , M �ml

) (w) f M� 1 (w) , j = 0 , 1 , 2 ,  . .  , k- 1 J + J J + J + 

where Aj:i runs through all e lements of Ej +l " 

(a) If 

3 Ak+l E Ek+l such that Mk+l (w) =Mk (w) 

then A0 , �, . . .  , Ak plus Aq = (Ak+ rf A.k)A0 generate a minimal period of 

odd length q = 2k+ 1 as described in the proof of theorem 2 .  30a .  

(b) If (15) does not hold and 

(1 5) 

3 Ak+l ,�!i E �+l (�+l arbitrary) such that �!i (w) =r.t+l (w) (16) 

then A0 , A1 , . . .  , �, Ak+l plus Aq = (��i/Ak+l)A0 generate a minimal 

period of even length q = 2k + 2 as described in the proof of theorem 

2 . 30b .  
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PROOF 

(a) Set U = Ak+/Ak· By theorem 2 .  29a we have UAj , j = 0 , 1 , . . .  , k 

are relative minima of M (w) . Now 

It is therefore easily deduced that U A� E E . where r = 2k+l .  In J r-J 
particular UA() = (Ak+l/Ak_)A0 E Er and so we can choose Ar = (Ak+l/Ak_)A0 . 
Clearly M0 (w) = Mr (w) . To complete the proof we need only show that 
r = q where q is the length of a minimal period . Clearly q I r and so q 
is odd . Now theorem 2 . 30a shows that M (w) has a symmetric minimal 
period 

(1) (1) (1) (1) AO , Al , . . .  , A(q- 1 ) /2 ' A(q+ l) /2 ' " ' ' Aq 
. (1) . (1) - (1) w1th A (q-l )/2 arb1trary and M(q+l) /2 (w) - (M(q- l) /2 (w) ) * . Since 

(q- 1 ) /2 � (r- 1) /2 = k we can choose Ag� l) / 2 = A(q-l) /2 . Thus there 
exists Ag�l) /2 such that M���l) /2 (w) = M(q- l) /2 (w) .  Now if (q- 1) /2 < k 
then the conditions in the theorem are contradicted. Therefore 
(q- 1) /2 = k and q = 2k+l = r .  

(b) The proof of this part i s  similar to part (a) . The assumption 
that (15) does not hold is included to avoid an incorrect conclusion 
when A0 , A1 is . a minimal period . (Part (b) �ould otherwise incorrectly 
conclude that A0 , A1 , A2 is a minimal period) . The only other difference 
is that in the second half of the proof we must consider the case q 
even as well as q odd . 

In view of this theorem (plus the obvious correspondence between 
A�:i E M(w) and R�m) E �(w) )  it is fairly easily seen that the 
following modified version of algorithm 2 . 1 will calculate a chain 

A0 , A1 , . . .  E M (w) and stop when the midpoint of a minimal period is 
reached. 

11 



(i) Choose A0 and set k = 0 
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(ii) Calculate all Rk E MkCw) up to Z (o) root of unity factors . 
Denote these Rk by R�l ) , �2) , . . .  ,R�n) 
(It suffices to consider the distinct Rk up to Z (o)  root of 
unity factors since if R�l) = � Rk (equivalently A�:l = � Ak+l) 
with � a Z (o) root of unity then �!l (w) = Mk+l (w) ) .  

(iii) Test to see if any R�j ) , j = l , 2 , . . .  ,n gives 

l'vt.(j )  (w) = M* (w) -1<+1 k 

If any test is positive then stop - the midpoint of a minimal 
period of odd length has been found. (This step effectively 
tests for an occurrence of (15) . 

( . ) T . f R (j ) . - 1 2 -1v est to see 1 any k , J - , , • • •  ,n g1ves 

M(j )  (w) = (M(l) (w) )  * - -1<+1 �- -k+l 

If any test is pos itive then stop - the midpoint of a minimal 
period of even length has been found . (This step 
effectively tests for an occurrence of (16) . The fixed 
right hand side of the module equation reflects the fact that 
�+l in (16) can be selected arbitrarily) . 

- R (l) A . k c · · )  (v) Set Ak+l - k k ' mcrement , go to u _ 

Of course the above procedure is only a brief outline of what will 
eventually become algorithm 2 . 2 ,  that is the modified version of 
algorithm 2 . 1  for calculating periodic relative minima . In the 
following paragraphs we discuss the necessary finer details of 
algorithm 2 . 2  which have not already been covered in the discussion of 
algorithm 2 . 1 .  
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Note that although algorithm 2 . 1A only produces one Rk E MkCw) it 
clearly considers and then at step 11 discards the remaining R�j )  
required in step (ii) above . Furthennore we generally find n = 1 in 
step (ii) and it is unusual to find n > 2 .  Thus step (ii) involves very 
little work that is extra to that already required by algorithm 2 . 1A. 

The main point left to consider is the development of a simple 
method for the testing required in (iii) and (iv) , that is a method for 
testing whether or not M (w) = M� (w) . m J 
TIIEOREM 2 . 32 

Let w = /Ylh and suppose A .  ,A are relative minima of M (w) with J m 
M . (w) , M (w) represented as in theorem 2 . 16 and W . ,W represented as in J m J m 
theorem 2 . 26 .  Then 

M (w) = M� (w) m J 

if and only if 

PROOF 

(a) 

(b) 

(c) 

(d) 

(e) 

a = a . m J 
� C e +e . ) /h N .r (A ) = ;,. E I ' '1ll ffi J u rn  m 
1/J + a V� + I; -ll/J . E I ' m m '1ll J m 

Suppose M (w) = M� (w) . m J Since A /A� is a unit of M (w) we have m J 
!; = N.r (A /A�) = N.r (A ) /N.r (A . )  u ffi J u rn  u J is a Z (o)  root of unity . Now a 
representation of M� (w) can be obtained from a representation of M .  (w) J . J 
by simply replacing W . with W� . (The representation is not standard J J 
in the sense of theorem 2 . 16 since W� = A�/B� , A"! = a. . (1 , 1) + ( - !3 .  )W , J J J J J J 
Bj = Kj (1 , 1) + ( -)..j ) W  and so a.j ( - )..j ) - ( - Sj ) Kj = -gj ) .  Since 
(a ' /� ) (1 , 1) E M (w) = M�(w) we have (a ' /� ) (1 , 1) =  (a. (1 , 1) + SW�) /g . with m '1ll m J m ill J J 



(a , S) W .  allowable . 
J Let a =  (a+bo)/c .  Now (1 , 1) , W .  are l inearly 

J 

107 

independent and so it follows that (3 = 0 ,  a ' /IZ = a/g . . The imaginary m '1Il J 
components of this equality give - 1/cg = b/cg . .  Consequently m J 
2: I g . . A similar argument gives g .  I 2: and so g = g . .  It then 
'1Il J J '111 m J 
fol lows easily that a = a . . To prove (d) we note that m J -

· .  

-1 W ,W� E M (w) = M� (w) and so W + t;, W� E M (w) . (t;, is as defined by ffi J m J m J m 
(a) ) . Now 

wm + t;, - 1Wj = (em (1 , 1) + h�W) /hN0 (Am) + (ej (1 , 1) - hgjW) /t;, h N0(Aj ) 

= ( (em +ej ) /h N0 (Am) )(1 , 1) 

and so (e +e . ) /h N.t- (A )  = A./2: with A. E I ' .  ffi J u rn  '1Il m (The representation of 

M (w) which can be derived from M. (w) via the relationship M (w) = M� (w) m J m J 
is standard if and only if t;, = -1 .  Consequently the relationship between 

W , W� is not quite what we might initially expect given the result of m J 
theorem 2 . 20 which only considered standard representations) .  Finally 

we note that 

(ljJm(l , l) + amWm) /� = (1/Jm (l , l) + am ( - E;, -�j + ll (l , l) /!)u) ) /!)u 

= (ljJ + a A./g + t;, -11/J . ) /g - t;, - 1 (1/J . (l , l) + cr .W�) /g .  m m m J m J J J  J 

Now (ljJ (1 , 1) + a W ) /2: , (ljJ . (1 , 1) + a.W�) /g . E M  (w) = M� (w) and it m m m  '1Il J J J  J m J 
therefore fol lows that ( (ljJ + a A./2: + t;, - lljJ . )  /2: ) (1 , 1) E M (w) which m m '1Il J '1Il m 
gives (e) . 

The reverse implication is straight forward . Briefly , if 

R = (a(l , l) + SW ) /2: E M  (w) then using the notation of theorem 2 . 16 m '111 m 
plus (a) - (e) we have (note that (a) , (d) give W = -t;, -�� + (A./2: ) (1 , 1) )  m J '1Il 

E M� (w) J 



Similarly R = (a (l , 1) + SW�) /g . E M� (w) implies R E M (w) . J J J m 
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I/ 

Note that if A .  = A  then conditions (a) , (b) , (c) are automatically J m 
satisfied while condition (d) reduces to 2�8m/hNo (Am) = /.. E I� 
and condition (e) reduces to_ 21fi + cr A/ Q: E I ' . , m m '"1!1  m 

We now consider how best to use conditions (a) - (e) to carry out the 

testing required in steps (iii) , (iv) of the procedure following theorem 

2 . 31 .  Note that the calculation of an M��i (w) representation is a non­

trivial matter . Consequently we use condition (a) as follows to 

eliminate as many cases as possible before any ��i (w) representation is 

calculated. Begin by relabelling the �j )  if possible so that N0 (�1) ) 

is a root of tmi ty and then re label the �j ), j = 2 ,  . . .  , n  so that 

N 0 (�j )  /�1) ) is a root of unity for j = 1 ,  . . .  ,m but not for 

j = m+l , . . .  ,n .  I f  (15) is to occur then we must have N0 (�j ) ) = N0 (�1�1AJJ 
a Z (o)  root of tmity . Therefore devending on N0 (R�1) ) we will  

have either 0 or m possibilities which require further consideration .  

(That i s  conditions (b) - (e) must be considered which requires the 

calculation of an M��i (w) representation) . If  (16) is to occur then we 

must have N (A(j ) ;A(l) ) = N (R(j ) /R(l) ) a Z (o) root of unity and so there o k+l k+l o --k -K 
are m possibilities which require further consideration. Note that the 

R(j ) . - 1 . d d - f th 1 b 11 " k , J - m+ , . . .  ,n are not cons1 ere aga1n a ter e re a e 1ng 

process and so they can be discarded. 

In spite of the apparent complexity of the testing outlined in the 

previous paragraph the situation is quite simple in practice . In 

general we find that after relabelling we have m = l  and N0 (�1) ) is not 

a root of unity . (In fact we often find n = 1 so we do not even have 

to consider relabelling) . Thus in general the only case which requires 

any consideration is the possibility ��i (w) = ���i (w) ) * . Consequently 

the testing for a midpoint normally only requires a trivial amount of 
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work which is extra to that already required by algorithm 2 . 1 . The 

only situation where the required testing would involve a significant 

amount of work is where m >  1 since we would then have to calculate at 

least two M��i (w) repr�sentations . Fortunately such occurrences appear 

to be rare . (Indeed we have not found any) . 

We now collect together the ideas and results presented in this 

section to form algorithm 2 . 2 .  We begin by making the necessary 

modifications to algorithms 2 . 1A ,  2 . 1B .  The resulting algorithms 2 . 2A ,  

2 . 2B form the major parts of algorithm 2 . 2 .  

ALCDRITHM 2 .  2A 

Given a standard representation of � (w) we calculate all Rk E � (w) 

up to Z (8) root of unity factors as follows . 

1 - 10 are the same as in algorithm 2 . lA  

11 If  r > mR, or r = mR and r* > mR* go to 13 

12 . 1  I f  rr* < mR mR* then set n = 1 ,  mR = r ,  mR* = r* , 

12 . 2  Reset n = n+l 

12 . 3  

13-23 are the same as in algorithm 2 . 1A 

24 Stop I/ 

ALCDRITIIM 2 .  2B 

Given a standard representation of Mk(w) and �j )  = (n�j i (l , l) + 
' 

n�:1wk) /gk we calculate a standard representation of �li cw) as follows . 

1 

2 

3 - 30 

is the same as in algorithm 2 . 1B 

Se-t n = -n (j ) n - a ' n (j ) /g n - n (j ) n - (a n (j ) , , , n (j ) ) /g 1 k ' 2 ' 2 -
- k k ' 2 k ' 3 - k ' 1 ' 4 - k k ' 1 - '�'k k ' 2 k 

are the same as in algorithm 2 . 1B 
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32 

Set g��i = gk+l ' a�H = 0k+l ' ljl��i = ljlk+l ' 

Set hN (A (j ) ) = N (R (j ) ) h N (A. ) 0 k+l 0 k 0 - -k 

34 Stop 

wCj ) 
- w k+l k+l 

Thus the only ·changes are the addition of superscripts to 

distinguish the various representations and the calculation of e��i ' 
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h N0 (��i) which are required to perform the tests listed in theorem 2 . 32 .  

Note that it is more convenient to work with the Z(o) integer h N0 (Ak) 

rather than N0 (Ak) which is not necessarily integral when h > 1 .  

ALGORITHM 2 .  2 

Let w = /Ylh. A syrrnnetric minimal period of relative minima of 

M(w) can be calculated as follows . 

1 

2 

3 

4 

If  l w l  � 1 set A0 = (1 , 1 ) , h N0 (A0) = h , w0 :::: W ,  go to 3 

-1 Set AO = W, h N0 (A0) = -Y ,  W
0 

= -W 

Set g0 = 1 ,  1jJ 0 = o ,  e 0 = o , a 0 
= w 

Set k = 0 

5 Use algorithm 2 .  2A to calculate R�j )  j = 1 ,  2 ,  . . .  ,n (that is 

all Rk E � (w) up to Z (o) root of unity factors) 

6 If  I N0 (R�
1)) 1 "f 1 go to 8 

7 If  N0 (R�j ) ) = � occurs then relabel so that N0 (�1 ) ) = � 

8 Discard all R�j ) , j > 1 for which N0 (�j )  /R�1 ) ) "f �1 , relabel the 

remaining R�j )  and reset n accordingly 

9 For j = 1 , 2 ,  . . .  ,n use algorithm 2 . 2B to calculate the representation 

of M(j ) (w) corresponding to R (j ) 
. K+1 k 

10  If  N0 (R�1) ) "f � go to  1 3  

1 1  For j = 1 ,  2 ,  . . .  ,n perform step 1 2  
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13 

14 

1 5 

16 

17 

If ��i (w) = MkCw) then set q = 2k+l ,  A��i = �j )Ak , go to 17 

Set A(l) = R(l)A k+l -le k 
For j = 1 ,  2 , . . .  ,n perfonn step 1 5 
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I f  M(j ) (w) = (M(l ) (w) ) * then set q = 2k+2 A..(j )  = R(j )A go to 17 k+l . - lc+l ' - lc+l -le k ' 

Set Ak+l = A�!i , Mk+l (w) = M�!i cw) , increment k by 1 , go to 5 

If q is odd then A0 ,A1 , . .  ,Ak ,A��i define a symmetric minimal 
period as described in theorem 2 . 3la 

1 A A A A..(1) A..(j )  d f . . e se 0 , 1 , . . . , k , _ _  k+ 1 , _ le+ 1 e me a synnnetr1c 
minimal period as described in theorem 2 . 3lb 

18 Stop 

Explanatory Notes 
(1) � , �1 in steps 7 ,  8 ,  10 denote arbitrary Z (o )  roots of unit� 

(2) Steps 6 ,  7 ,  8 perform initial testing for a period midpoint 
using condition (a) of theorem 2 . 32 as described in the 
paragraphs following that theorem. Note I N0 (R�j ) ) I =  j N0 (R�1)) I 
and so we must have �0 (�1) ) 1 = 1 if N0 (R�j ) ) = � is to occur . 

(3) The tests required in step 12 are given by (b) , (c) , (d) , (e) of 
theorem 2 . 32 and the tests required in step 1 5 are given by 
(d) , (e) of theorem 2 . 32 .  

Before illustrating algorithm 2 . 2  with several examples we look at 
some important practical aspects of implementing the algorithm. In 
the paragraph following algorithm 2 . 1  we noted that the precision of 
calculation required by the algorithm depends on the maximum magnitude 
of the relative minima which we wish to calculate . Consequently we 
noted that multiprecision arithmetic would be required for the 

11 

calculation of relative minima of large magnitude . There are two areas 
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in which the precision of the calculation is  important . Firstly the 

calculation of Wk+1 and secondly the calculation of �+1 ,ak+1 , sk+1 . 

In the following paragraphs we show that for algorithm 2 . 2  we can avoid 

the need for multiprecision arithmetic in the calculation of Wk+l . (To 

be more precise we shall show that the precision required depends on 

I Y I , h ,  I o I rather than I'\+ 1 I )  . Furthermore we can reduce the amount of 

computation required to calculate Ak+1 ,ak+l ' Sk+1 when 1Ak+1 1 is large . 

The need for multiprecision arithmetic 1n the calculation of Wk+1 
can be eliminated by making the following simple modifications to 

algorithm 2 . 2 .  Firstly we assume that the calculations in steps 31 

and 32 of algorithm 2 . 2B involve rounding the final result to the nearest 

Z (o) integer . 

algorithm 2 . 2  

Secondly we add the following calculation to step 16 of 

Now theorems 2 . 2 5 ,  2 . 26 show that ek+1 , h N0 (Ak+1) are "small" Z (o)  

integers (bounded independent of k but depending on Y ,h , o) and we have 

I a- S I � 1 when a ,  8 E Z ( o) ,  a r 8 . It  is therefore not difficult to see 

that we only require a fairly low level of precision in our calculations 

(depending on I Y I ,h , l o l ) in order for the above modifications to ensure 

that the calculated values of ek+1 , h N0 (Ak+l) ,  Wk+1 are always correct 

to within rounding error regardless of how large k grows . (Standard 

precision (that is approximately 10S) is more than sufficient for the 

examples which we will  consider) . In effect the algorithm becomes 

self correcting and we are able to calculate R0 , R1 , . . .  , Rk for 

arbitrarily large k . 

Note that in making these modifications we are simply using the 

basic idea behind the simple continued fraction algorithm for quadratic 

surds . (See algorithm 1 . 2 .  

f 1981 1 ) .  

For a generalization see Hendy and Jeans 
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This basic idea is that we represent algebraic numbers (such as Wk+l) 
in tenns of integral coefficients (ek+l ,gk+1 ,h N0 (�+l) for Wk+1) 
which can be calculated exactly at each stage of the algorithm. Note 
that we could have followed this basic idea more closely by rewriting 
the calculation of Wk+l in terms of calculating 8k+l 'h N0 (�+l) from 
ek ' hN0 (�) ,  etc using only Z (o )  arithmetic . However this proves to be 
a less efficient alternative to the modifications noted in the previous 
paragraph and so is not pursued . 

Thus the only section of algorithm 2 . 2  which may still require 
rnultiprecision arithmetic is the calculation of �+l '�+1 , Bk+1 . (That 
is steps 12 , 13 , 15 , 1 7 of algorithm 2 . 2 ) .  I� some cases we only require 
a standard precision approximation to �+l (for example , class number 
calculations) and in such cases the algorithm has no need at all for 
rnultiprecision arithmetic . However if we wish to calculate the 
coefficients �+l ' Bk+l or a high precision approximation to Ak+1 then we 
cannot avoid the use of rnultiprecision arithmetic when l�+l l is large . 

Although the method for calculating ak+1 ' Bk+l (from �+1) given in 
step 6 of algorithm 2 . 1 is quite satisfactory for small relative minima 
we can use an alternative method for large relative minima which uses 
only Z (o)  arithmetic . We derive this method as follows . 
�+l = 11c� is equivalent to 

The equation 

This provides a more efficient method for calculating ak+l ' Bk+1 when 

(17) 
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I"\+ 1 1 is large . The reasons for this are as foll<:Ms . The method 
based on (1 7) only requires simple multiprecision integer arithmetic , 
that is addition of multiprecision integers and multiplication/division 
of multiprecisian integers by standard precision integers . The amount 
of work involved is therefore a linear function of the precision . 
However the method used in algorithm 2 . 1 requires multiplication/ 
division of multiprecision reals and the amount of work involved is 
therefore a quadratic function of the precision . 

Once the midpoint of a period has been found we can calculate the 
coefficients of the remaining relative minima (step 17 of algorithm 
2 . 2 ) by using the following forms . Let A =  a. (l , l) + 8W , B = K (1 , 1 ) + A.W. 
Then 

A/B = AB�/N0 (B) 

= ( (a.K -8A.Y/h) (1 , 1) + (-aA.+8K)W) /N0 (B) (18) 

and 

AB = (aK+8AY /h) (1 , 1) + (aA.+8K)W 

Often we are only interested in calculating the coefficients of Aq . 
(See chapter three) . In such cases we only require one calculation 
of the fonn (18) to give a , 8 once the mid point of a period has been q q 
reached. 

The coefficient � also leads to a simple but generally satisfactory 
approximation to � when IJ\ l is large . Note that !Ak- 2�(1 , 1) 1 = IAk l . 
Thus 2� is a good approximation to the first component of Ak whi le 
N0 (�) /2� is a good approximation to the second component of Ak when 
1� 1 is large . 



115  

Thus although we cannot always avoid the use of  multiprecision 

arithmetic when 1� 1 is large we can use the procedures outlined in 

the above paragraphs to reduce the amount of calculation involved 

thereby making the algorithm more efficient . 

We now il lustrate the use of algorithm 2 . 2  with several examples . 

EXAMPLE · 2 . 8 

We rework example 2 . 1 ,  2 . 3  using algorithm 2 . 2 .  We have 

o = /- 10 , Y = l + o ,  h = l , w = /Ylh . The initialization steps give 

Aa = ( 1 , 1) and 

For k = 0 we obtain the fol lowing results . Algorithm 2 .  2A gives 

R�l) = ( 4+6) (1 , 1) + 3W0 

Since j N0 (R�1) ) I � 4 . 3  and n = 1 we can move straight to step 9 of 

algorithm 2 . 2  where we calculate a representation of M�l) (w) which is 

defined by 

g ( l) = 1 , , , C l) = O a ( l) = o e C l) = 3 - o  h N  (A( l) ) - 3 - o  1 ' "'1  ' 1 ' 1 ' 0 1 

(that is wp) = ( (3 -o ) (l , 1) + W) 1 ( - 3 - o) )  

Now N0 (R61)) is not a root of unity so M�1) (w) i M0 (w) . We therefore 

set 

and then test to see if Mil) (w) = (Mi1) (w) ) * .  Since 

>. = 2gp) ep) /h N0 (A�1) ) � . 11 + . 636 � I i  

it i s  clear that Mi1) (w) i (Mi1) (w) ) * .  



We therefore increment k to 1 and calculate 

I N6 (Ri
1) ) I � 1 . 15 ,  n = 1 so we move to the calculation of a 

representation of M�l) (w) which gives 

gF) = 1 ,  lj;F) = o , a�1) = 6 , e�l) = Cl- 2 6) ,  h N6 cA�
1) ) = 5  

(that is wF) = c c 1 - 26 ) c 1 , 1) + w) /5) 

Since N6 (Ri
1) ) is not a root of unity we set 

and then note that 

>- = 2gF) ep) / h N6 (A�
1) ) = . 4 - . 86 � r 2  

which shows MF) (w) :f (M�l) (w) ) *- . 

We now set k = 2 and calculate 

�l) = 6 (1 , 1) + 2W2 

I N6 (RF
) ) I = . 4 , n = 1 .  A representation of MF) (w) is defined by 

g ( l) = 2 ,,, ( l) = 0 o (l) = 6 e (l) = 0 h N  (A( l) ) = - 2  3 ' '�'3 ' 3 ' 3 ' 6 3 

(that is W�l) = (0 + 2W) / (  - 2 ) = -W) 

N6 (�
1) ) is not a root of unity so set 
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Since e�l) = 0 ,  lj;�l) = 0 it is obvious that conditions (d) , (e) of 
theorem 2 . 32 are satisfied and so we have M�l) (w) = (M�l) (w) ) * .  Thus 

the midpoint of a minimal period of length q = 6 has been found. 
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To complete the calculation of a symmetric minimal period we set 

A6 = A
( l) / (A(l) ) *  A = A* A A = A*A 3 3 ' 4 2 6 '  5 1 6 11 

This example il lustrates two points which are typical of the 
cases with which we have dealt .  The first point is that we generally 
find n = 1 at step 5 of algorithm 2 . 2 .  The second point is that we 
frequently find ek+ 1  = 1j!k+1 = 0 , N0 (�+1) = ± 2  at the midpoint of an 
even length period . Thus the amount of calculation involved in 
recognizing the midpoint is indeed trivial in the cases which we have 
dealt with . 

EXJ\MPLE 2 . 9 
We now rework example 2 .  7b using algori thrn 2 .  2 .  We have 

o = l=-35 ,  Y = - 3+56 , h = 1 ,  w = IY/h . The initialization steps give 
A0 = (1 , 1) and 

The calculaticns for k = 0 give the following results . 

Ral) = ( ( 15+36) /2) ( 1 , 1) + 2W0 , n = 1 , : N0 (R�1) ) 1  � 18 . 1  

gP) = 1 , 1J!il) = o ,  ai1) = C1+o) /2 , eF) = C31+5o) /2 , h N6 c4
1) ) =  C - 2 1+5o) /2 

AF) = ( ( 15+36) /2) ( 1 , 1) + 2W 

>. = 2gi1) ep) /hN0 (Ap) ) � . 34 - . 406 f I l  

We therefore increment k to 1 where we find 

( (  - 1+6) /2 ) ( 1 , 1) + 3W1 
(- 3) (1 , 1) + ( (1+o ) /2)W1 



Thus n = 2 .  Since I N8 (Ri
1) ) 1 � . 55 we go to step 8 .  Since 
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is clearly not a Z (8) root of unity we discard Ri2 ) and reset n = 1 .  
M�1) (w) i s  defined by 

Since N8 (Rl
1) ) is not a root of unity we set 

A�l) = ( (2 7 - 38 ) /2) ( 1 , 1) + ( (l- 8) /2)W 

and then note M�1) (w) I (M�1) (w) ) *  since 

For k = 2 we again find n = 2 .  

�l) = C C C - 7 - 8 ) /2) (1 , 1) + 3W2) /3 

�2) = c c c  - 7+8 ) /2) (1 , 1) + C C1 -8 ) /2)W2 ) /3 

Since I N8 (R�
1) ) I 1 we check to see if N8 (R�

j ) ) is a root of unity. 

Consequently steps 7 ,  8 of algorithm 2 . 2  effectively result in the 
discarding of R�l) plus the resetting of n = 1 and the resetting of 

RP) = C C C - 7+8) /2) (1 , 1) + ( ( 1 -8 ) /2)W2) /3 

M(l) (w) is defined by 3 

Now N0�1) ) = - 1  so we must test to see if Mj1) (w) = Mz (w) . Since 
C' = - 1 g ( 1) = g  ,,, (l) = · '· a (l) = a e (l) = - e it is eas i ly seen that s ' 3 2 ' '�-'3 '�-'2 ' 3 2 ' 3 2 
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the conditions of theorem 2 . 32 are satisfied and so we do indeed have 
M�l) (w) = Mz(w) . We have therefore found the midpoint of a minimal 
period of length q = 5 .  We therefore set 

A�l) = ( ( -61+138) /2) (1 , 1) + ( (3+3o) /2)W 

and then complete the calculation of a symmetric minimal period by 
setting 

I/ 

This example also illustrates points that are typical of the cases 
we have considered . Firstly the occurrence of ek+l = - ek at the 
midpoint of a period of odd length is fairly common . Secondly if 
n > 1 in step 5 of algorithm 2 . 2  then we have always found that step 8 

reduces n to 1 .  Finally we have generally found that for a given value 
of k either j N0 (R�1) ) J I 1 or we are at the midpoint of an odd length 
period. We do not suggest that this will always be the case but we do 
note the simplicity and effectiveness of the test in step 6 of algorithm 
2 . 2 .  

These examples are sufficient to i llustrate the typical sort of 
calculations required and results obtained by algorithm 2 . 2 .  Note that 
in the next chapter we will make further use of algorithm 2 . 2  (and a 
modification of algorithm 2 . 2) to calculate units in certain types of 
quartic fields . (Of course this was the main reason for studying the 
subj ect of relative minima of Z (o )  modules ) .  These unit calculations 
will therefore give further i llustration of the performance of algorithm 
2 .  2 .  

Apart from the completion of the proof of the bound for j Ak l  which 
was stated in section two we have now developed the general theory of 
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relative minima of M(w) sufficiently far for our purposes . (However 
in section two of the next chapter we will develop several specific 
results concerning modules of the form M(IY) which are relevant to th� 
problem of calculating units in quartic fields of the form Q (o) (IY) ) . 

We therefore close this section with the promised proof of the 
bound for I Ak I . 

'lliEOREM 2 . 33 
Let w E C \{0 } and let � ' k > 0 be a relative minimum of M(w) . 

Then 
1 

I A:k l < 2/Z i o l f c }3TI2 ( 1 Sk l - 1/2) 

PROOF 
Case (a) We begin with the special case where w = /?lh .  Since 

M(w) has periodic relative minima we can find A , q > 0 such that A /A0 q q 
is a unit of M(w) . Therefore by theorem 2 . 29b we have 

n Ak = Ak (A /A0) , n E Z +nq q 

is also a relative minimum of M (w) . Since Aq/A0 is a unit we have 
I N0 (�+nq) I = I N0 (Ak) I and theorem 2 . 25 therefore gives 

1 
I No (Ak) I < 4/21 0 l l w l I c }'3 TI 2 + r/ I sk+nq I 

Now as n -+ 00 we have I sk+nq I � I Ak+nq I /2 lw I -+ 00 •  

conclude 
1 

We therefore 

I N0 (Ak) I s 4/Z i o l l w l / c  'r.3TI2 (19) 

and the result follows once we note that IA:k l = I N0 (�) I / I Ak l and that 

IAk l :<!. 2 1 Skw l - I A:k l 

= 2 lw l C l Sk i - 1Ak l /2 lw i ) 

> Z iw l C i � l - 1/2) 



since I Ak l < lw l for k > 0 . 
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Case (b) We now use case (a) to prove the general case where w is 
any non- zero complex number . Let � = �l) , �2) , . . .  ,�n) denote the 

complete set of elements of Ek . Throughout this proof we will use the 

following convention. If A denotes the element a (l , l) + SW E M(w) then 
A(x) for x E a:\{0 } will denote the element a (l , l) + 8 (x , -x) E M(x) . 

(Note that A(w) = A) .  We first prove a lerrnna which wil l  be required 
later in the proof . 

Lemma We can find r E R+ such that for any x E [ \{0 } satisfying 

l x -w l < r we have 

V C E M (w) such that C "f (0 , 0) ,  C f: A�j ) , j = 1 , 2 , . . .  ,n 

either I C (x) I > I Ak (x) I or I C* (x) l > I Ak (x) I 

(Note that since Ak is a relative minimum this result is trivially true 

for x = w. We want to prove that the result remains true for all x in 

some open set containing w, that is in all 100dules M(x) "close" to 
M(w) ) . 
Proof Suppose the result is false . Then V m E Z+ we can find 

Cm E M ( w) , xm E a: \ { 0 }  such that 

l x -w l < 1/m, l x  I >  l w i /2 , C f: (O ,O) , C f: A.(j ) , j =l , Z , . . .  ,n (20) m m m m - -k 

I C  (x ) I � l A.  (x ) I , I C* (x ) I � I A.* (x ) I m m - -k m m m - -k m 

Therefore if cm = a (m) (l , l) + 8 (m)w then we have 

l a (m) I = 

I B (m) l = I C  (x ) - c* (x ) l /2 l x I < (l ak l + I Bk i C i w l + 1) ) / l x I m m m m m m 

(21) 
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Since l x I > l w l /2 it follows that l a (m) l ,  I S (m) I are bounded independent m 
of m .  Now Z (o) is discrete and it is therefore clear that there can 

only be finitely many distinct values of C . Consequently C = C occurs m m 
for infinitely many m. Note that (20) implies C r (0 , 0) , C r A�j ) , 

j = 1 , 2 ,  . . .  ,n .  However xm -+ w as m -+  eo and so (21) implies I C I .� 1� 1 , 

j c* j � 1� 1 · Since � is a relative minimum this implies either 

C = (0 , 0) or I C I = 1� 1 , I C* I = I A� I · That is either C = (0 , 0) or 

C = A�j ) for some j E { 1 , 2 , . . .  ,n} . This is a contradiction and so the 

lerrnna is proved. 

Now to the proof of the general case . Fix r E R + for which the 

lerrnna applies . Note that the set of all numbers of the form IY7h is 

dense in L + Therefore V m E Z we can choose xm E C\{ 0 }  such that � 
is of the form /yjh and l x  -w l < r/m. m 

For any particular value of m we can choose �£) (xm) with 

£ E {1 , 2 ,  . . .  ,n} such that 

In view of the manner in which A�£) (xm) is chosen and the fact that the 

lemma applies it is easily checked that A��) (�) is a relative minimum 

of M (x ) .  Since x is a number of the form /Y.n1 it follows that (1 9) m m 
in case (a) applies to �£) (xrn) ' that is 

Now consider what happens as m -+ eo .  We have x -+ w and m 
I N0 (A�j ) (xm) )  I -+ I N0 (�j ) ) I = I N0 (Ak) I for j =1 , 2 , . . .  ,n .  It is now 

easily seen that 

1 
I N0 (Ak) l � 4/Z"I o l l w l /c \'1 rr2 

and the rest of the proof is the same as in case (a) . I/ 
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S E CT ION F IV E  

COMP ARIS ONS A N D  CON CLUS IONS 

In this section we briefly compare the work in the first four 
sections of this chapter with same of the existing relevant literature . 
In particular we note a generalization of the nearest integer continued 
fraction algorithm (algorithm 1 . 3) which applies in Eucl idean complex 
quadratic fie lds , and an algorithm by Arnara [1981] for calculating the 
class group and fundamental unit of a quadratic extension of a complex 
quadratic field for the case wheYe the complex quadratic field has class 
number one . These two algorithms appear to be the only ones in the 
literature which deal specifically with some of the ideas which we have 
considered in this chapter . These comparisons wil l  be extended in 
chapter three section two where we consider algorithms for calculating 
fundamental units of certain quartic fields . We then finish this section 
with several final comments concerning our work in this chapter . 

The literature contains a number of works which consider 
generalizations of the simple continued fraction algorithm and related 
ideas . (Brentj es [1981 ] provides a survey of many of these works and 
gives a fairly extensive list of references to the relevant literature) . 
The approaches used in generalizing the simple continued fraction 
algorithm fall into two main groups . 

In the first group we find the algorithms which we can think of as 
generalizing the form of the simple continued fraction algorithm , that 
is successive approximations are calculated as a simple integral l inear 
combination of previously obtained approximations . See for example 
the Jacobi-Perron algorithm (see Bernstein [1971] ) ,  and Szekeres [ 19 70 ] .  
These algorithms tend to be fairly simple from a computational point 
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of view and have varied success in achieving the desired generalizations 

of the properties of the simple continued fraction algorithm. (As 
described say in Szekeres [1970 ,pp114 , 11 5 ] ) .  In general these 

algorithms deal with real numbers and are therefore not particularly 

relevant to the work in this chapter . However there is a complex 

continued fraction algorithm which is relevant and we shall describe 

and briefly discuss it later in this section. (Szekeres has also 
indicated (verbally) that his algorithm can be applied in certain 

complex cases . However no details or results are yet available) . 

The second group of algorithms 1s based on the general idea of a 

relative minimum. (Usually defined in terms of the conjugates which 

correspond to some algebraic number field) . Note the different approach 

in comparison to the first group . Here the obj ects of real interest ,  
that is the relative minima , are defined first and an appropriate 
algorithm for their calculation is then developed . See for example 

Berwick [ 1913] , Billevic [1956] , and of course Voronoi [1896 ] .  Many 

others have further developed the work of these authors , for example 

Rudman and Steiner [1978] (Berwick) ,  Steiner and Rudman [1976] (Billevic) , 

and Williams et al [ 1980] (Voronoi) . Apart from Voronoi these algorithms 

tend to have a more restricted outlook in comparison to the first group. 

This is because they generally apply to Z modules whose basis elements 

form an integral basis of an algebraic number field and their sole 

purpose is to calculate a fundamental system of units for this field. 
Our algorithm therefore takes a slightly more general approach than 

much of the existing l iterature . (Our main reason for taking the more 

general approach was to highlight the close correspondence between the 

work in this chapter and the simple continued fraction algorithm. In 

the simple continued fraction case we approximate real numbers by using 

ratios of elements of the discrete set Z and 1n this chapter we 
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approximate complex numbers using ratios of elements of the discrete 
set Z (o) ) . In general we find that these relative minima algorithms 
are either specific to cubic fields (see especially Williams et al 
[1980 ] ) or of a more general nature applying to arbitrary degree fields . 
Of course these general algorithms apply to integral bases of quartic 
fields of the form Q (o) (IY/h) (the underlying field in section four) but 
nothing of a particularly specific nature such as the idea of minimal 
symmetric periods is developed . (Although Williams [ 1980 ] has 
considered a similar sort of idea in cubic fields) .  However there is 
one algorithm due to Amara [ 1981 ] which is specific to fields of the 
form Q (o ) (IY) where Y E Z (o) and Q (o) has class number one . We shall 
discuss this algorithm immediately following the discussion of the 
previously mentioned complex continued fraction which begins in the 
next paragraph . 

The ideas noted below concerning complex continued fractions have 
been dealt with to varying degrees by A. Hurwitz [ 1887 ] , J. Hurwitz 
[ 1902 ] , Arwin [1926] , Stein [1927 ] , and Lakein [1971 , 1974 , 1975] amongst 
others . Let 

d = - 1 , - 2 , - 3 , - 7 , or - 11 

Then Q (o) is Euclidean and so given any w E [ we can find � E Z (o)  

such that fP -w I < 1 . 
ALGORITIM 2 . 3 

( 22) 

Let w E [ and assume d takes one of the values in (2 2) . Then we 
can obtain the Z (o )CF (Z (o) continued fraction) expansion 

as fol lows . 



1 

2 

3 

4 

5 

Set 

Set 

If 

w = w  k = 1 1 ' 

lPk = {wk} 

lPk = wk then stop 

Set wk+ 1 = (wk -lPk) 
- 1  

Increment k by 1 ,  go to 

1 26 

2 11 

Convergents P/tk (�,1"kE Z (o) ) are defined in the standard way and 

Indeed 
most of the standard continued fraction results apply . (For example , 

Pk1"k_1 - Pk_ 1-rk = ( - 1)\ w has a finite Z (o )CF if and only if w E  Q (o) , 
etc . ) . Note that if w E R then lPk E Z ,  that is the Z (o ) CF for w and 

the nearest integer continued fraction (algorithm 1 . 3) for w are 

identical . 

A Z (o )CF is said to be periodic if and only if 3 m,r  E Z+ such 

that w = �w + where � is a Z (o) root of unity . As usual m ,r  are m m r  
assumed to be minimal and the terms preperiod , period have the obvious 

meaning . The expansion of a Q (o) quadratic surd (that is an algebraic 

number of degree two over Q (o) ) can be obtained using the obvious 

generalization of algorithm 1 . 2  and we have the result 

w E � has a periodic Z (o ) CF 

if and only if 

w is a Q (o) quadratic surd . 

Consequently if w is a Q (o) quadratic surd then we can obtain a unit of 

the quartic field Q (o) (w) from the Z (o ) CF expansion of w .  We shall 

comment further on this point in chapter three section two . 
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The following points become evident when we compare the Z (o ) CF 
algorithm (algorithm 2 . 3 or the obvious generalization of algorithm 1 . 2) 
with our relative minima algorithm (algorithm 2 . 1  or 2 . 2) . Firstly the 
two algorithms are not equivalent . In general we find that the 
convergents of the Z (o) CF expansion of w correspond to a subsequence of 
a half chain of relative minima of M(w) . Thus the Z (o ) CF algorithm 
tends to miss some of the "best approximations" to w. (A relative 
minimum is of course essentially a generalized best approximation) . 
Of course this is not unexpected in view of the fact that the Z (o ) CF 
algorithm is a generalization of the nearest integer continued fraction 
algorithm rather than the simple continued fraction algorithm . (See 
the following paragraph for further details along these lines with 
respect to variations of the Z (o ) CF algorithm) . A second point to note 
is that the Z (o ) CF algorithm is clearly much simpler from a 
computational point of view . However note that algorithms 2 . 1 ,  2 . 2  
are also fairly simple as far as calculation is concerned when d takes 
one of the values in (22) .  This is because the search for Rk usually 
only involves testing 3 or 4 values of 8 at most (fewer for the smaller 
magnitude values of d) ,  and the frequent occurrence of nk 2 = 1 means 

' 
that the calculation of an Mk+l (w) representation is generally fairly 
trivial . Thirdly we note that both algorithms can be used to find 
units of Q (o) (w) when w is a Q (o) quadratic surd and we shall expand 
on this point in chapter three . A final point to note is that our 
algorithm has one distinct advantage in that it is defined with respect 
to all complex quadratic fields rather than just those that are 
Euclidean . 

We finish this discussion of complex continued fractions by noting 
that it is possible to define many variations of algorithm 2 . 3 by 
replacing step 2 with �k = f (wk) where 



f : t: � z c o)  , 1 f Cx) -x 1 < 1 V x E [ 

Variations of this sort have been considered by J .  Hurwitz [190 2 ] , 
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Stein [1927 ] , and Lakein [1971 , 1974 , 1975 ] and these algorithms have 
similar properties to the Z (o )CF algorithm. We also find that for a 
given w E C it is often possible to choose f so that the convergents of 
the resulting continued fraction expansion of w agree with the relative 
minima of M (w) . However examples such as w = 128 ,  o = r-Il show that 
this cannot always be done . In fact any complex continued fraction 
algorithm wil l  fail to find infinitely many of the relative minima of 
M(w) for this particular value of w . In other words no complex 

' 

continued fraction can be guaranteed to produce all (or even all but 
finitely many) of the best approximations to w. This is obviously a 
further point in favour of our algorithm. 

This completes our discuss ion of complex continued fractions for 
the present . As has been noted at several points in this section we 
shall expand on this discussion with respect to calculation of units in 
chapter three section two . 

Amara [ 1981 ] gives an algorithm for calculating the class number 
and fundamental unit of a quartic field of the form Q (o) (IY� where 
Y E Z (o) and Q (o) is a complex quadratic field having class number one , 
that is 

d = - 1 , - 2 ,  - 3 , - 7 ,  - 11 ,  - 19 ,  -43 , -67 , or - 163 

(See chapter three section one for more detail concerning this type of 
quartic field) . We shall see that some of Amara ' s  basic ideas are 
essentially the same as those involved in the development of algorithm 
2 . 2 .  We begin by briefly describing Amara ' s  work . For quartic 
fields of the form described above we have 
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z (o) (IY) = z (o) [ l ,A] , A E z (o) (/Y) (23) 

Let B" denote the conjugate of B E Q (o ) (If) defined by the conjugate 
(IY) " = -IY of IY. A reduced ideal of Z ( o) ( IY) is an ideal of the fonn 

satisfying 

J = Z (o ) [T ,A-� ] , 1 , � E Z (o) 

V B E J ,  l 1 l � max {IB I , I B" I }  

Z (o) (IY) has finitely many reduced ideals C l 1 l in (24) is bounded) . 

( 24) 

With each reduced ideal Amara associates a number H E J referred to as 
an "element de conversion" . The successor ideal of J is defined to be 

s (J) = (If '/T)J 

which is also a reduced ideal . For any reduced ideal there is a cycle 
of ideals 

The finitely many reduced ideals of Z (o ) (IY) are therefore divided into 
a number of disjoint cycles and this number is the class number of 
Q (o) (IY) . Furthermore a fundamental unit of Z (o) (/?) is given by 

(26) 

where Hk is the "element de conversion" of Jk = Z (o ) [1k ,A-�k] .  

Amara ' s "element de conversion" is essentially a relative minimum 
of the corresponding ideal . The similarities between the above ideas 
and algorithm 2 . 2  are seen most clearly if we consider a case where we 
can take A = 1Y in (23) . (Chapter three section one will show 
precisely when this occurs) . If we take 



J0 = Z (o) (IY) = Z (o )  [1 ,/YJ 

and compare the resulting cycle (25) with the results of applying 
algorithm 2 .  2 to M(/Y) we find q = n + 1 ,  

and up to a root of unity factor we have 

where 

R k k l = a ( l , 1) + 8Wk q- , q- -
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(Recall that gk = 1 when h (d) = 1) . Finally up to a root of unity 
factor we have that the unit defined by (26) corresponds to A* . Thus q 
the differences are largely superficial , that is notation , a sca le 
factor , and the fact that the cycle and the period run in opposite 
directions . The calculations required by the two approaches appear 
to be essentially the same although Amara does not take advantage of 
the synrrnetry which is present . (This would be particularly simple to 
do when Q (o)  is Euclidean since Amara shows that in such cases each 
reduced ideal has a unique standard fonn) . 

Thus there is a close connection between same of the basic ideas 
of Amara ' s  work and our work with the main overlap in application of 
the two algorithms being in the calculation of units of certain quartic 
fields . (We shall connnent further on this point in chapter three 
section two ) . Apart from this overlap the two algorithms have 
obviously differing aims . 

We finish our comments on Amara' s  work by noting that Amara does 
not address the case where h(d) > 1 .  Consequently we can view our 



131 

work as being in same respects a generalization of Amara ' s work . More 
correctly we might suggest that our work in this chapter provides a 
possible avenue for generalizing Amara ' s  work . However it is not our 
intention to pursue this final point in the present work . 

We now finish this section and chapter with several concluding 
remarks concerning the work in this chapter . We note a number of 
areas which require further investigation (although we shall not do 
this in the present work) and then comment on how wel l  we have 
succeeded in achieving the aims of this chapter as stated in the 
introductory paragraph . 

There are several maj or points in this chapter which we have 
either been unable to resolve to our satisfaction or not considered in 
any depth . The first and most annoying of these points concerns the 
form of the midpoint of a period of even length . In theorem 2 . 31 we 
have only been able to prove that in such cases we wil l  find 

Ak+l '�!l (�+l arbitrary) such that �!l cw) = Mk+l (w) 

However as noted in example 2 . 7a we have found in practice that we can 
always take �!l = �+l " We have been unable to resolve this point 
and further investigation will hopefully produce either the appropriate 
proof or a counter example . (Amara [ 1981 , Lemme I . 3 ] effectively 
proves the result for certain special cases when h(d) = 1) .  Whi le 
this point is annoying from an aesthetic point of view it does not in 
fact cause any real problem from a practical point of view. This is 
because the amount of work required by algorithm 2 .  2 to take care of 
the possibility that in same cases 
A. ( l ) - A. • 1 . 1 . 11 . k+l - . k+l 1s re at1ve y sma . 

we might not be able to take 
Of more importance from a practical 

point of view is the fact that the amount of work required by 



1 32 

algorithms 2 . 1A, 2 . 2A depends on l o l . Consequently for large l o l  the 

calculation of an Rk becomes more costly .  The main reason for this 

dependence an l o l  is of course the fact that we have simply employed 

an exhaustive search technique to check through the possible S 

coefficients . It would therefore be appropriate to consider possible 

ways of streamlining this search especially for larger values of l o l . 

One question which we have not considered in this chapter is the 

possibi lity of generalizing ( 8) of chapter one . We have been unable to 

make any significant headway in this area and the development of an 

appropriate generalization (if indeed one exists) certainly deserves 
close attention . A final maj or point which deserves further 

consideration is the more general form of periodicity mentioned follow-

ing theorem ?. • 2 3 .  We have not considered this point in any detail 

although it does appear that results of a more theoretical nature are 
relatively straight forward to develop . However there appear to be 

problems in developing an algorithm which has the same practical 

advantages that algorithm 2 . 2 has over algorithm 2 . 1 .  

In the introductory paragraph of this chapter we stated our 

obj ective was to generalize the ideas of chapter one sections four and 

three . We also indicated a more specific obj ective of deve loping an 

algorithm capab le of calculating fundamental units of quadratic 

extens ions of complex quadratic fields . In general we have been 

reasonably successful in developing appropriate generalizations of the 
ideas and results of chapter one sections four and three . The previous 

paragraph indicates the main areas where we have been less successful 

than we would have liked. On the final question of whether or not the 

work in this chapter has produced an algorithm capable of calculating 

fundamental units of quadratic extensions of complex quadratic fields 

we simply note that the answering .of this question forms a maj or part 

of the following chapter .  
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CHAPTER THREE 

UNITS OF CERTAIN QUARTIC EXTENSIONS OF Q HAVING A QUADRATIC 

SUBFIELD 

Quartic extensions of the rational field can be divided into two 
groups according to the presence or absence of a quadratic subfield . 
In this · chapter we consider only those quartic extensions of Q which 
have a quadratic subfield. In section one we look at results concern-
ing the integers of such fields . In particular we express the integers 
of the quartic extension in terms of the integers of the quadratic 
subfield. We also look at the unit group structure of these quartic 
fields and classify them accordingly into four types . In sections two 
and three we shall develop algorithms for calculating a fundamental 
system of units in two of these four types of field . These algorithms 
rely heavily on the work of chapter two , in particular section four . 

SECT I ON ONE 

QUARTIC FIELDS HAVING A Q UADR ATIC SUBFIELD� THEIR INTEG ER S 

AND A CLASS I FICATION 

Throughout this chapter we assume that Q (f) is a quartic extension 
of Q which has a quadratic subfield Q (o) (see chapter one section two) . 
DEFINITION 3 . 1 

Let Y E Z (o) . We say that 

Y is non-square and rational square-free 
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if and only if 

1Y f Z (o)  and Y is not divisible by the square of a rational prime . 

Such a Y can be written as 

where a1 a2 is square-free ' (a1 ,�)  = 1 '  a2 1 � c� is the discriminant of 

Q (o ) ) , and p is not divisible by a rational prime . 

The following result shows thaf -Q (f) can be viewed as a quadratic 
extension of Q (o) . (See also Nagell [ 1961 , Theorem 2 } ) . 
TIIEOREM 3 . 1  

Let Q (f) be a quartic extension of Q which has a quadratic 
subfield. Then 

Q (f) = Q (o)  cv'Y-) = Q (o+/Y) 

where Y is a non-square rational square- free Z (o )  integer. Further­
more if Y f Z then 

Q (f)  = Q (IY) 

PROOF 

We have [Q (f) : Q] = [Q (f) : Q (o ) ] [Q (o) : Q] = 4 . Clearly r is of 

degree 2 over Q (o) . We can therefore find K , l.. E Q (o)  such that 

which implies 

2 
r + 2Kr + >.. = o 

f = -K + s� ' 

= -K + e /Y, 

s E { - 1 , 1 }  

Y e  Z (o) , e e Q (o)  

Thus Q (f) = Q (o) (IY) and we can clearly choose Y to be non-square and 

rational square-free . 

11 
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To show that Q (r) = Q (o+/Y') we need only show that o + IV  is not of 
degree 1 or 2 over Q . If o + ../Y was of degree 1 or 2 over Q then we 
would have o + IY = a + bv'e for some a ,b ,e E Q. However this would then 
imply (6+/Y-a) 2 = b2e which when expanded implies 1Y E Q (o ) . This is a 
contradiction and so we conclude that o + If is of degree 4 over Q .  

Finally for Y f Z we have Q (o ) = Q (Y) and so 

Q (o ) (IY) = Q (Y) (IY) = Q (IY) 11 

Note that we could have required Y in theorem 3 . 1 to be square-free . 
We have not done so for two reasons . Firstly , although rational square 
divisors of Y are easily determined it is often quite difficult to 
determine non-rational square factors of Y when the class number of 
Q (o) satisfies h (d) > 1 . Secondly ,  insisting that Y is square- free does 
not necessarily imply that Q (r) has a unique representation of the form 
Q (o) (IY) . This is because for h (d) > 1 it is possible to have 
Q (o) (IY) = Q (o) (IK) with Y , K distinct square-free Z (o ) integers . For 
example , if o = � then 

(3+2o ) (S+o) 2 = 5 (3+26) 2 , 5 (2) 2 = - 2 (o ) 2 

and so we have 

Q (o) (13+26) = Q (o) (15) = Q (o ) (1- 2) 

It is therefore not always immediately obvious whether or not two fields 
are distinct . However it is not difficult to deduce that 
Q (o) (IY) = Q (o ) (v'K) if and only if KY = a2 , a E Z (o ) , a f 0 .  

Viewing Q (r) as a quadratic extension of Q (o) proves most useful in 

developing further results . Some of the results developed using this 
approach correspond closely with results from the standard quadratic case . 
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In the first such result we show that the integers of Q (o) (IY) can be 
expressed in terms of the integers of Q (o) . (In some cases more 
specific results can be found in the literature . For example , see 
Hilbert [1894 ] for the case Q (i) (/Y) and Williarns [1970 ] for the case 
Q (o) ( lclj\ d1 E Z) . 

TIIEOREM 3 . 2 
Suppose Q (f) = Q (o) (IY) where Y is a non-square rational square- free 

Z (o) integer . Let Y = Y1Y2 where Y1 , Y2 E Z (o) and Y1 satisfies 

(For example , we can take Y 1 = 1 ,  Y 2 = Y .  However we shall see that other 
more desirable possibilities often exist) . Then the ring of integers of 
Q (o) (IY) is 

where 

is an ideal of Z (o) . 

PROOF 
Suppose A E Z (o) (IY) . Since A E Q (o) (IY) we have A = 8 + >..IY with 

8 , >.. E Q (o) . The conjugate of A with respect to the quadratic extension 
Q (r) of Q (o) is A* = e - >..IY. (Note that there is no real conflict 
between this usage of A* and the usage of A* in chapter two) . 
A,A* , /Y  are algebraic integers it follows that 

A + A* = 28 ,  /Y(A-A*) = ZAY , M* = 8 2 - >..2Y 

Since 

are Z (o) integers . Let 28 = a. , ZAY = K where a ,K E Z (o) . Now 
M* = (a.2 - K2/Y) /4 E Z (o) implies Y I K2 . Consequently Y1 1 K , that is 
K = Y 1s with S E Z ( o) . Since Y I KZ is equivalent to Y2 1 S

2Y 1 we have 
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Now suppose that A is of the form in (1) and a , 8  satisfy the 
conditions in (1) and ( 2) . Then A is a root of the monic polynomial 

2 2 2 f (x) = (x-A) (x-A*) = x - ax + (a - 8 Y 1/Y 2) /4 

(1) 

(2) 

The conditions in (1) , ( 2) ensure that the coefficients of f (x) are Z (o ) 
integers and so A is an algebraic integer . Since A E Q (o) (/?) it 
follows that A E Z (o ) (/Y) . 

It remains to show that I (Y1 ,Y2) is an ideal . Suppose 
S , A  E I (Y1 , Y2) .  Then ( 8/Y2)/Y, (A/Y2)1Y E Z (o ) (/f) . Consequently 
( (8+ :\) /Y 2) IY E Z ( o) ( IY) which implies S + :\ E I (Y 1 , Y 2) • The remaining 
conditions which l (Y1 ,Y2 ) must satisfy in order to be an ideal are 
trivial to check . 

This result does not of course have the simplicity of the 
corresponding result in the standard quadratic case . Furthermore in 
view of the above theorem it is not surprising to find that Z (o) (/Y) 

I/ 

cannot always be expressed as a Z (o ) module . For example MacKenzie and 
Scheuneman [1971 ] have shown that Z (l- 14) (1- 7) cannot be expressed as 
Z (1- 14) module .  In fact such occurrences are quite common when 
h (d) > 1 . (Note that this problem is not a consequence of our not 
insisting that Y be square- free) . Clearly a more precise description 
of Z (o) (IY) is not going to be an easy matter to determine . 
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Before looking more closely at the general form of Z (6) (/Y) 
we illustrate theorem 3 . 2  with an example . 
EXAMPLE 3 . 1 

Let 6 = /10 , Y = 12 + 36 = 3 (4+6) . Y is clearly rational square-free 
and it is easily checked that Y is non-square . ( In fact we have 
N (Y) = 54 = 2 . 33 and since N (a) = 3 cannot occur for a E Z (6 ) we see that 
Y is actually square-free) . Z (6) (/Y) is determined as follows . 

It is a simple matter to check that V 8 E Z (6) ,  3 1 82 implies 3 1 8 . 
We can therefore take Y 1 = 3 , Y 2 = 4 + 6 . The implications of congruence 
(2) are now determined . First note that Yi = 1 (mod 4) .  Therefore 

Now if K E Z (6) then K = 0 , 1 , 6 , 1 + 6 (mod 2) . Thus 

2 K _ 0 , 1 , 2 ,  3+26 (mod 4) 

Clearly Y 1 Y 2
i = 82 (mod 4) requires a = 8 = 0 (mod 2) . It is now not 

difficult to deduce that 

(3) 

We now need to determine I (Y1 ,Y2) .  Obviously Y2� (1)
2Y1 and it is easily 

checked that Y2 1 (2)
2Y1 , Y2 1 (6)

2Y1 . It therefore follows that we have 
I (Y1 ,Y2) = Z [ 2 , 6 ] .  Note that 

We can now conclude 

Z (6) (/Y) = {a+ (8/Y 2) ;y- : a E Z (6) , 8 E Z [ 2 , 6 ) }  
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Note that Z (o )  (/Y) is not a Z (o ) module .  
Z (o) (IY) = Z (o ) [A,B] with 

I f it was then we would have 

Since 1 E Z (o )  (/Y) there must exist e ,  n E Z (o) such that eA +nB = 1 ,  
that is ea + nK = 1 .  It therefore follows that 

Z (o ) (/Y) = Z (cS ) [ eA + nB , - KA + aB] 

= Z (o) [ 1 ,  ( (a>. - KS) /Y2) 1Y] 

This clearly implies < af. - KS >  = I (Y1 ,Y2) = Z [Z , o ] which is a 
contradiction since Z [ 2 , o ]  is not principal . 

In general Z (o) (/Y) is not as easily determined as in the above 

I/ 

example . The main difficulty lies in determining I (Y1 , Y2) .  Exhaustive 
testing for a basis of I (Y1 ,Y2) is obviously a totally impractical 
procedure in general and so a more efficient alternative is required . 
Checking Y1 possibilities also presents some difficulty in general . We 
could of course simply avoid this problem by taking Y 1 = 1 ,  Y 2 = Y .  
However this choice is not always desirable when other options exist . 
In particular if we can take Y 1 = Y then the fonn of Z ( o) ( IY) is 
considerably simplified. (See theorem 3 . 4  below) . Finally congruence 
(2) also presents some difficulty in that it often doesn ' t  lead to a 
simple single condition such as a =  S = 0 (mod 2) or a =  S (mod 2 ) . 
However it will prove useful to know exactly when (2) implies 
a =  S = 0 (mod 2) since this leads to the simplified form of Z (o) (/Y) 
given in (3) . In the fol lowing paragraphs we take a closer look at the 
points mentioned in this paragraph. 

We begin by looking at a way of checking a given Y1 possibility. 
That is we look at a way of determining the truth value of the statement 
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(4) 

If h (d) = 1 then it is easily seen that (4) is true if and only if Y1 
is square-free . However if h(d) > 1 holds then (4) is not necessarily 
true for Y1 square- free . The fol lowing theorem gives a precise 
description of those Y1 for which (4) is true . 
'IHEOREM 3 . 3  

PROOF 

Let Y1 E Z (o) . Then the following statements are equivalent . 

(a) v 8 E Z (o) ,  Y1 J s
2 implies \_1 8  

(b) < Y1 > = P1P2 . . .  Pm , Pj distinct prime ideals of Z (o )  

( ) I N (y ) I -
al az � d . . . 1 . c 1 - P1 p2 . . .  Pn , pj 1st1nct rat1ona pr1mes , 

a .  E { 1 , 2 }  with a . = 2 if and only if p . J Y1 and p . l6 J J J J 

I f  Y1 is a unit then (a) , (b) , (c) are trivially true . Therefore 
assume Y1 is not a unit . 

To prove (a) and (b) are equivalent it clearly suffices to prove 
that 

(al) V principal ideals I _<;; Z (o)  ,< Y1 > J I
2 implies < Y1 > J I 

is equivalent to (b) . Now the ideals of Z ( o) factor uniquely and so it 
is trivial to prove (b) implies (al) . We prove (al) implies (b) by 
showing that whenever (b) is false we can construct an ideal I such that 

< Y 1 > I I 
2 but < Y 1 >�I . 

bl b2 I f  (b) is false then we can write < Y 1 > = P 1 P 2 
distinct prime ideals ,  bj E Z+ , b1 � 2 .  Let 

b b 
H = (Pz

2 . . .  Pm
m)h (d) 

b 
P m , P .  m J 

bl Note that H is principal , P 1 �H, < Y 1 > I P 1 H .  Now the ideal P1 i s 
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either principal , or not self-conjugate , or self-conjugate and not 
principal .  (See theorem 1 . 3) .  

bl - 1 If P1 is principal then take I = P1 H. Clearly I is principal 
and 2 < Y 1 > 1'1 .  However since b1 � 2 we have < Y 1 > I  I . 

b -1 b -1 
If P1 is not self-conjugate then take I = P1

1 (Pi ) 1 H .  (Pi 
is the conjugate ideal of P1) .  N�w P1Pl is principal and so I is also 
principal . Furthennore P 1 t- Pi implies < Y 1 > ,f I .  However we clearly 

2 have < Y 1 > I I • 

If P1 is self conjugate but not principal then the choice of I is 
more involved . 2 From theorem 1 . 3  we can deduce that P1 = <p> , p a 
rational prime , p l 6 ,  and 

Now let 

= J< 2 , 1 +o > pl l < p , o > 

if p = 2 ,  d = 3 (mod 4) 

otherwise 

p = 

{ < (d- 1) /2 , 1+0 > if p = 2 ,  d = 3 (mod 4) 

< d/p , o > otherwise 

Note that in the otherwise case p does indeed divide d since p l 6 ,  p�d 
can only occur when p = 2 and d = 3 (mod 4) .  A simple calculation now 
shows that {< 1 +a >  

p p = 1 < o >  

Thus PP1 is principal . 

if p = 2 ,  d ::: 3 (mod 4) 

otherwise 

Furthermore ( 2 , (d- 1) /2) = 1 when d = 3 (mod 4) ,  
and in the otherwise case (d/p ,p) = 1 since d is square- free . Thus 

- bl - 1 bl - 1 P 1 � P ,  or equivalently P 1 �p . Now let I - P 1 P H .  Then as 
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before we have I principal , < Y 1 > I  I 2 but < Y 1 > 1 I .  This completes the 
proof of the equivalence of (a) and (b) . 

We begin the proof of the equivalence of (b) and (c) by showing 
that (b) implies (c) . From the description of the prime ideals of 
Z (o) given in theorem 1 . 3 it is easily deduced that if < Y 1 > is the 
product of distinct prime ideals then we can rewrite the product in (b) 
as 

where (N (P j ) , N (P t) )  = 1 for j "f t . 
type (ii) ideals . (See theorem 1 . 3  for type (i) , (ii) , and (iii ) 
ideals ) ) . Now N (P . )  = p� if P .  is a type (i) ideal and N (P . )  = p .  J J J J J 
otherwise . (p . is some rational prime) . Therefore J 

I N (Y 1) I = N ( < y 1 >) 
2 2 = N(P1) . . .  N (Pk) N (Pk+l) . . .  N (Pn) 

where the p .  are distinct rational primes and a .  E { 1 , 2 } .  Now if J J 
j � k + l then P .P !  = < p . > I < Y1 > and (t./p . )  = 1 , that is p . I Y1 , p . tt. . 

J J J J J J 
If a .  = 2 then P . must be a type (i) ideal an� so we have J J 
P . = < p .  > I < Y1 > ,  (t./p . )  = -1 , that is p . I Y1 ,p . tt. . Finally if a . = 1 it J J J J J J 
is easily checked that pj rY1 . Thus I N CY1) 1  satisfies the conditions 
in (c) . 

To complete the proof of the theorem we show that (b) false 
implies (c) false . Therefore suppose P2 1 < Y1 > ,  P a prime ideal . If 
P is a type (i) ideal then clearly N (P2) = p4 I N CY1) and so (c) is false .  
If P is a type (ii) ideal then N (P2) = p2 ! N (Y 1) .  Now i f  PrY 1 then (c) 
is false . However if p i Y1 then we also have that (c) is false . This 
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is because p j Y  1 implies < p > = PP ' I <  Y 1 > which implies P2P •  I <  Y 1 > and 

so N (P2P ' )  = p3 I N CY1) .  Finally if P is a type (iii) ideal then 

2 2 P = < p > I < Y 1 > and ( 6./p) = 0 . Thus p I N (Y 1) , p I Y 
1 

, p I to. and so (c) 

is false . I/ 

Thus to check if a given Y1 satisfies (4) we need only look at the 

factorization of N (Y
1
) .  Of particular interest when determining the 

form of Z (o) (� is the possibility of choosing Y1 = Y . 

THEORFM 3 . 4  

Let Y be a non-square rational square-free Z (o)  integer and suppose 

that N (Y) satisfies condition (c) of theorem 3 . 3 .  Then we can choose 

Y
1 

= Y ,  Y2 = 1 .  Consequently 

and so 

Z (o) (/Y) = { (a+Sh) /2 : a , S  E Z (o) , a2 - s2 Y (mod 4) } 

PROOF 

The theorem follows immediately from theorems 3 . 2 ,  3 . 3 .  

Note that if  h(d) = 1 then we can always express the integers of 

Q (r) is this simple form. To do this we choose Y square-free rather 

than just rational square- free . (This is relatively easy to do when 

h (d) = 1) .  Then as noted prior to theorem 3 .  3 we have that Y 1 = y 

satisfies (4) and so the result of theorem 3 . 4  applies . 

More generally recall that we have Y = a
1
a

2p .  (See definition 

I/ 

3 . 1) .  Now theorem 3 . 3  shows that we cannot have a2 i Y1 
if a2 > 1 .  

Consequently if a2 > 1 we can try the possibility Y1 = Y/a2 = a1
p 

rather than Y1 = Y .  If  both of these possibilities fail then unless 

factors of p are easily determined we will normally settle for Y1 = a
1

. 



(Note that theorem 3 . 3  shows that (4) is always satisfied for this 

choice of Y1) .  
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Theorem 3 . 4  shows that the determination of I (Y1 ,Y2) is trivial 

when we can take Y1 = Y .  In the remaining cases the next theorem 

indicates a relatively simple method for calculating I (Y1 ,Y2) .  

11-IEOREM 3 . 5  

Let Y = a
1
a2p = Y1Y2 be as in definition 3 . 1 and theorem 3 . 2 .  

Then 

I (l ,Y) = Z fh , Y , wY ,a] 

where 

Furthermore 

and so 

PROOF 

We begin by showing that 

S = Z [h ,Y ,wY ,a] £ I (l ,Y) 

Clearly Y ,wY E I (l ,Y) . Since Yp '  = a1a2N(p) j h2 it is also clear that 

h E  I (l ,Y) .  In fact s ince Y l k; k E Z requires a1a2N (p) j k2it is not 

difficult to see that h is the smallest positive rational integer in 

I (l ,Y) .  It therefore remains to show that a E I (l ,Y) . We have 



Now a2 is square-free and a2 1 � - I t  therefore follows that 

2 a2 1 d (d+l) , 2d. Thus (d (d+l) + 2do ) /a2 E Z (o)  and so Y l a  , that is 

a E I (l ,Y) .  
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To show that S = I  (1 , Y)  we must show that S contains a basis of 

I (1 ,Y) . Note that the minimal nature of h implies 

I (1 ,Y) = Z [h, 8 ) , 8 = (e+fo ) /c E Z (o) 

where f is the minimal positive coefficient of o occurring in I (l ,Y) 

and 0 � e < he . (See theorem 1 . 4) . We therefore need to show that 

8 E s .  Let £
1 

= a1 (a2 ,N (p) ) . We shall show that £1 1 f and then show 

that S contains an integer of the form 8
1 

= (e
1
+£

1
o ) /c .  Since 

S � I (1 , Y) this implies £
1 = f and it is then not difficult to check 

that 8 E s .  

(See the comments following theorem 

3 . 4) . Thus a
1

1 £ . Now a2 is square-free and so 

(a2 ,N (p) ) = p
1
p2 . . .  pr ' pj distinct rational primes 

Clearly p .  I � .  This implies < p .  > = P� , P .  a self conjugate prime J J J J 
ideal . Since p .  I N  (p) we also have P .  I < p> . We therefore have J J 
P� j < Y > . Thtis < Y > I < 8 >2 implies P� I < S > , that is p . l 8  and so p . l f . J J J J 
Consequently (a2 ,N (p) ) I f .  Since (a

1
,a2) = 1 we can now conclude that 

£
1

1 £ . 

We now show that S contains an integer of the forril 81 = (e
1
+£1o) /c .  

From theorem 1 . 5 we see that < Y > = Z [Y ,wY] contains an integer of the 

form 82 = (a+a1a2o ) /c .  Clearly < Y > � S and so e2 E S .  The required 

81 will  prove to bP- a linear combination of 8 2 and a .  Note that the 

argument in the previous paragraph can also be used to prove 

In particular £
1

1 a  and so 
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To prove that the required 61 is  a linear combination of a and 62 it 

suffices to prove that (a1a2 , f1k2) = f1 or equivalently (a1 az!f1 , k2) = 1 .  

(Note that 62 
E I (1 ,Y) and so f1 1 62 which implies f1 1 a1a2) .  There -

fore with the intention of producing a contradiction we assume 

P I  (a1a2/f1 ,k2) ,  p a rational prime . It  is easily checked that 

2 p l a2 , P I � ,  p}f1 , p�N (p) . Furthermore P I � implies <p> = P where P 

is a self-conjugate prime ideal . Now if p}d then we must have p = 2 ,  

d = 3 (mod 4) and so p I  (d- 1) . Thus p I N (d+o) = d(d-1) and this impl ies 

P I N (a) . 

assuming p I  k2 and it therefore follows that p I  k1
. Since c = p = 2 cannot 

occur (c = 2 implies � is odd , and P I �) we have P I  (k1+k2o) /c ,  that is p i a .  

In terms of ideals we therefore have P2 1 <a> . Now pta1 , p}.N (p) implies 

Pt<a1p> and so P2 1 <d+o> ,  that is p ! (d+o) . This is clearly a contradic­

tion and so the proof of S = I (1 , Y) is complete . 

The remaining results in the theorem are trivial to prove . // 

Thus I (Y1 ,Y2) can be determined fairly easily by first calculating 

h and then reducing the module Z [h/Y1 ,Y2 ,wY2
,a/Y

1 ] to the standard 

representation Z [g ,a] using the technique illustrated in example 1 . 1 .  

We now consider the congruence a2 = 82Y/Yz (mod 4) , a E Z (o) , 
J 

8 E I (Y1 ,Y2) .  As was noted earlier in this section we shall confine 

our attention to determining when this congruence impl ies a :: 8 :: 0 (mod 2) . 

THEOREM 3 . 6  

Let Y ,Y1 ,Y2 be as in theorem 3 . 2 and suppose Z [g ,a] is the 

standard representation of I (Y1 ,Y2) .  Then 
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if and only if 

for a E { O , l ,w , l+w } 

When ( 5 )  is true we have 

PROOF 
Suppose (5) is true . Then given any a E Z (o) , 8 E I (Y1 , Y2) 

satisfying c/ ::: s2Y1/Y2 (mod 4) we have a/2 , 8/2 E Z (o)  and a2 ::: o (mod 4) . 

This implies 82Y1;Y2 = o (mod 4) or equivalently (8/2) 2Y/Y2 E Z (o) . 

I t  follows that 8/2 E I (Y1 , Y2) .  Therefore if any of the congruences in 
(6) was solvable then one of g/2 , cr/2 , (g+cr) /2 would be in I (Y1 , Y2) .  
This is clearly false and so (5) implies (6) . Furthermore it is easily 
seen that the form of Z (o) (/Y) given in theorem 3 . 2  reduces to the form 
given in this theorem when a/2 E Z (o) , 8/2 E I (Y1 ,Y2) .  

Now suppose (6) is true . Given any a E Z (o) , 8 E I (Y1 , Y2) such 
that a2 = s2Y 1/Y 2 (mod 4) we must show that a =  8 = 0 (mod 2) . 
We have 

a = 2K + e ,  K E Z (o) ' e E { O , l ,w , l+w} 

8 = 2.\ + n , .\ E I (Y1 ,Y2) ,  n E  { O , g ,cr , (g+cr) /2 } 

It is easily checked that a2 = e2 (mod 4) . We also have 

Now Y2 1 A
2Y1 , Y2 1 n

2Y1 implies Y� I C.\nY1) 2 which implies Y2 ! AnY1 . Thus 
82Y1/Y2 = n2Y1/Y2 (mod 4)  and it now follows that e2 ::: n2Y1/Y2 (mod 4) . 

Since none of the congruences in (6) is solvable we have n = 0 which 
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implies e2 = 0 (mod 4 )  and so 8 = 0 . This of course implies 

a = 8 = 0 (mod 2) . 

The above theorem gives a relatively simple test for determining 

precisely when (5) holds . However the following partial result is 

also most useful . 

TIIEOREM 3 . 7  

(a) Let Y E Z (o) . Then 

V a , 8  E Z (o) , a2 = 82Y (mod 4) implies a =  8 = O (mod 2)  

if and only if 

(i)  d ::: l (mod l6) and Y = 2 , 3 , (5+o)/2 , or (l+3o ) /2 (mod 4) 

I/ 

or (ii) d ::: S (mod 16) and Y ::: 2 , 3 , (l+o) /2 , (5+8) /2 , (7+o ) /2 , 8 , 1+8 , 

2+8 , 3+o , (l+38 ) /2 , (3+38)/Z , or (5+38) / 2  (mod 4) 

or (iii) d = 9 (mod 16) and Y = 2 , 3 ,  (l+o ) /2 ,  or (5+38) /2 (mod 4) 

or (iv) d ::: l 3  (mod 16) and Y ::: 2 , 3 , (1+8 ) /2 , (3+o ) /2 , (5+8 ) /2 , 8 , 1+8 , 

2+8 , 3+8 , (1+38) /2 , (5+38) /2 ,  or (7+38) /2 (mod 4) 

or (v) d ::: 2 , 3  (mod 4) and y ::: 8 , 1+8 , 2+8 ,3+8 , 38 , 1+38 , 2+3o , or 

3+38 (mod 4) 

(b) Let Y,Y1 ,Y2 be as in theorem 3 . 2  and suppose d ,Y  satisfy one 

of the congruences in part (a) . Then 

PROOF 

(a) The proof is straightforward but tedious . There are 96 

cases to consider. (16 residues for Y modu1o 4 for each of the 6 

classes of d) . Example 3 . 1  illustrates the procedure for testing 

each case . 
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(b) Suppose Y satisfies one of the congruences in part (a) . 

Let a. E z (o) , 8 E I (Y 1 , Y 2 ) satisfy a.2 = s2Y /Y 2 (mod 4) .  Then 
2 - 2 2 2 (a. Y 2) = 8 Y (mod 4) and a. Y :: (SY 1) (mod 4) .  Therefore by part (a) 

we have a Y  2 :: 8 :: 0 (mod 2) and a. = 8Y1 :: O (mod 2) . Thus a = S = 0 (mod 2) 
and so (5) holds . The result now follows from theorem 3 . 6 .  11 

The congruences in theorem 3 . 7 g1ve sufficient but not necessary 

conditions for (5)  to be true , that is it _is possible to have (5)  true 

but y not satisfying one of the congruences of theorem 3 . 7 .  (For 

example d = -5 , Y = Y 2 = 2 ,  Y 1 = 1) .  
as a partial result .  

Hence the description of theorem 3 . 7  

We have now developed a number of conditions which enable us to 

determine when the form of z C o) ( IY) g�_ven in theorem 3 .  2 simplifies . 

The greatest simplification occurs when two of these conditions hold 

simultaneously . 

THEOREM 3 . 8  

Let Y be a non-square rational square-free Z (o)  integer .  Then 

Z (o) (/Y) = {a. + 8/Y : a. , 8 E Z (o) }  

if and only if 

Y satisfies one of the congruences in theorem 3 . 7  

and N (Y) satisfies condition (c) of theorem 3 . 3 

PROOF 

If  Y satisfies the conditions in (7) then theorem 3 . 4 , 3 . 7  show 

that Z (o) (/Y) is of the stated form. 

(7) 

Now suppose Y does not satisfy the conditions in (7) . If  Y does 

not satisfy one of the congruences in theorem 3 .  7 then 3 K ,  A E Z ( o) not 
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2 - 2 A, both 0 (mod 2) such that K = A  Y (mod 4) . Clearly (K+Av r )  /2 E Z ( o)  ( IY) 
is not of the fonn a + BIY. If N (Y) does not satisfy condition (c) in 

theorem 3 . 3  then the proof of that theorem shows that 3 A E Z (o) such 

that Y j A2 , Y{>. .  Thus (A/Y) /Y  E Z (o) (IY) is not of the form a + BIY . /1 

DEFINITION 3 .  2 

Let Y be a non-square rational square-free Z (o)  integer . Then 

Z (o) (/Y) can be described as being of one or more of the following 

forms . 

(a) If we can express Z (o) (IY) as 

Z (o) (IY') = {a + BIY :  a , 8  E Z (o) } 

that is Y satisfies condition (7) in theorem 3 . 8  then we say that 

Z (o) (IY) is of form 1 .  

(b) If we can express Z (o) (IY) as 

- · 2 2 Z (o) (IY) = { (a+BIY) /2 : a , 8 E Z (o) , a = s  Y (mod 4) } 

that is Y1 = Y satisfies condition (c) of theorem 3 . 3  then we say that 

Z (o) (IY) is of form 2 .  

(c) If we can express Z (o) (/Y) as 

that is Y , Y1 , Y2 satisfy condition ( 5) of theorem 3 . 6  then we say that 

Z (o) (/Y) is of form 3 .  

(d) If  we can express Z (o) (IY) as 

Z (o) (IY) = { (a+ (8/Y2) /Y) /2 : a E Z (o) , 8 E I (Y1 ,Y2) ,  

a2 = s2Y /Y 2 (mod 4) } 

then we say that Z (o ) (IY) is of form 4 .  I/ 
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Of course all Z (o) (IY) are of form 4 (see theorem 3 . 2) and many are 

of one or more of the simpler forms . 

then Z (o) (IY) is of forms 1 ,  2 ,  3 ,  4 .  

For example if Y satisfies (7) 

Note that the form(s) to which 

Z (o) (/Y) belongs depends on Y and it is possible to have 

Z (o) (IY) = Z (o) (IK) with Z (o) ({Y) , Z (o) (IK) belonging to distinct sets of 

forms . Of course we will normal ly think of Z (o) (IY) as belonging 

principally to the simplest of the forms to which it belongs . 

The above results give us sufficient information about Z (o) (/Y) for 

our purposes . Of course these results do not give us a particularly 

precise description of those cases where (5) does not hold . However if 

a more precise description of such a case is required then it is not 

particularly difficult to carry out a detailed investigation of congru­

ence (2) . 

The remainder of this section is devoted to the development of a 

classification of quartic fields Q (r) of the form Q (o) (IY) and to the 

presentation of some of the basic results concerning the unit group 

structure of the various resulting types of field. Note that a more 

detailed study of this topic can be found in Nagell  [ 1961 ] ; However 

the simplified version which follows is quite sufficient for our purposes . 

Quartic fields which have a quadratic subfield can be divided into 

two major types . 

Type I those quartic fields which have a complex quadratic subfield . 

Type I I  - those quartic fields which have a real quadratic subfield but 

no complex quadratic subfield. 

(Our type I quartic fields correspond to Nagell ' s  classes 4 ,  10  fields 

and our type I I  quartic fields correspond to Nagell ' s  classes 5 ,  6 ,  7 ,  8 ,  

9 , 11  fields) . Later in this section we shall subdivide the type I I  



quartic fields into 3 subtypes . However we first look at type I 
quartic fields in order to determine their unit group structure . 

1YPE I QUARTIC FIELDS 

These fields are of the form Q(o) (/Y) where Q (o) is a complex 
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quadratic field and Y is a non-square rational square-free Z (o) integer . 

1HEOREM 3 . 9  

The units of the type I quartic field Q (r) = Q (o) (IY) are of the 

form 

t_;j �' 1 � j � u,  k E Z 

where Uf is a fundamental unit of Q (r) , that is a unit U for which 

I R.n I U 1 1  is non- zero and minimal , and E.: is a prirni ti ve u th root of unity 

as described below. 

PROOF 

(a) If Q (r) :£ Q (i) , Q (r-3) then u = 2 and we have t_; = - 1 . 

(b) If Q (r) � Q (i) , Q (r) f. Q (r-3) ,  Q (r) r Q (IZ:) then u = 4 and we 

can take E.: =  i .  

(c) If Q (r) � Q (l- 3) ' Q (r) :£ Q (i) ' Q (r) r Q (/(l+i-3) /2) 

then u = 6 and we can take E.: = (1 +1-3) /2 . 

(d) If Q (r) = Q (ll) then u = 8 and we can take E.: =  li .  

(e) If Q (r) = Q( i) (l- 3) then u = 12 and we can take E.: =  /(1 +/- 3) /2 . 

If  Y � Z then from theorem 3 . 1  we have Q (r) = Q (IY) .  Now IY-has 

conjugates - /Y ,  ± ff and each of these four mnnbers is non-real since 

Y '/. R .  If however Y E Z then from theorem 3 . 1  we have Q (r) = Q ( o +/?) . 

The conjugates of o + ff are o -IY, -o ± IY. These four conjugates are 

non-real s ince o is pure imaginary and o = ±IY is not allowed. Thus in 

all cases Q (r) and its conjugate fields are non-real . Dirichlet ' s  

theorem (theorem 1 . 1) and the notion of the regulator now give the 

theorem apart from the specific form of the roots of unity. Results on 
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the roots of unity of Q (r) can be found in Nagell [1961 , p356] . 11 

In section two of this chapter we shall show how a fundamental unit 

of a type I quartic field can be calculated. 

TYPE I I  QUARTIC FIELDS 

These fields are of the form Q(o) (IY) where Q (o) is a real quadratic 

field and Y is a non-square rational square-free Z (o)  integer . Further­

more Q (6) (17) does not have a complex quadratic subfield . Therefore 
2 + Y f -ka where k E Z , a E Q (o ) . 

Type I I  quartic fields can be divided into three subtypes according 

to the s igns of Y and its conjugate Y' . 

Type I Ia Y ,Y' < 0 

Type l ib YY' < 0 

Type l ie Y ,Y' > 0 

We now look briefly at each of these three subtypes .  

TIIEORFM 3 . 10 

The units of the type I la quartic field Q (r) = Q(o) (/Y) are of the 

form 
. k �) E (d) , 1 � j � u ,  k E Z 

where E (d) is the fundamental unit of the real quadratic subfield Q (o) , 

and � is a primitive uth root of unity as follows . If  

Q(r) = Q (i-5) (I( -s+Ts)/2) then u = 10 and we can take 

� = ( ( 1  +IS) /2 + I(- S+Ts) /2) / 2 .  In all other cases we have u = 2 ,  � = - 1 .  

PROOF 

Since Y < 0 and Y r -ka2 (k E z+ , a E Q(o) ) it follows that Y t z .  

Therefore Q(r) = Q (IY) . We also have Y' < 0 .  Consequently IY and 
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its three conjugates - If, ±IY' are all non-real . I t  therefore follows 

from Dirichlet ' s  theorem that the units of Q(f) are of the form �j uf 
where � generates the roots of unity in Q(r) and U is a fundamental unit 

of Q(r) . The specific details about � and U can be found in Nagell 

[ 1961 , pp356- 359] . I 

Thus with one exception we see that the units of a type IIa quartic 

field are precisely those of the real quadratic subfield.  In all cases 

a fundamental unit can be calculated using the simple continued fraction 

algorithm and so no further comment is necessary. 

1HEOREM 3 . 11 

The units of the type l ib quartic field Q(r) = Q (o) (IY) are of the 

form 

where {U1 ,u2 } is a fundamental system of units of Q (f), that is  a pair of 

units for which 

£n l o (Ul) I 

m l o CU2) I 

is non- zero and of minimal magnitude where a is a monomorphism from 

Q (r) to C with o (U1) f U1 , 01 . 

PROOF 

We have YY' < 0 .  Thus Y ,Y '  are of opposite sign and so Y �  Z .  

We therefore have Q (f) = Q (IY) . The fact that Y ,Y ' are of opposite s ign 

also implies that two of the four conjugates ± IY, ± IY' are real while 

the other two are pure imaginary. The theorem now fol lows from 

Dirichlet ' s  theorem and the notion of the regulator . 11 
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In  section three of  this chapter we shall consider the problem of  

calculating a fundamental system of units for a type l ib quartic field. 

Note that in practice we can restrict our attention to real type l ib 

quartic fields . This is because Q(o) (/Y) ,  Q ( o) (IY') are isomorphic 

fields of which one is real and the other is complex when YY ' < 0 .  

1HEOREM 3 . 12 
The units of the type l ie quartic field Q(r) = Q (o) (IY) are of the 

form 

where {U1 ,u2 ,u3 } 
triple of units 

+Uj Uk Ui J. k " E Z - 1 2 3 ' ' , ... 

is a fundamental system of units 

for which 

m l Ul l in l a1 CU1) 1 in l a2 Cu1) 1 

in l u2 1 tn l a1 Cu2) 1 tn l cr2 Cu2) I 

tn i U3 1 tn l a1 (U3) I in l cr2 CU3) 1 

of Q (r) , that is a 

is non- zero and of minimal magnitude where a1 , a2 are any two of the 

three non-identity monomorphisms from Q(r) to [ .  

PROOF 

Since Y , Y' > 0 we have /r, IY' E R.  Therefore Q(r )  and its 

conjugate fields are all real fields . The result now follows from 

Dirichlet ' s  theorem and the notion of the regulator . 11 

We shall not be presenting any further results concerning type l ie  

quartic fields . However further information on this type of field can 

be found in the literature . For example Kuroda [ 1943 ] and Kubota [ 1956 ] 
have considered type l ie quartic fields of the form Q (o ) Cidl) ,  d1 a 

positive square-free integer . Nagell [ 1961 ] gives same general results 
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concerning type Ire quartic fields . (Nagell 's classes 8 ,  9 ,  and 11 

fields) . More recently Levesque [ 1981 ] and Frei [ 1982 ] have given 

ftmdamental systems of tmits for certain subclasses of fields of the 

form QC 6) ( ld1) .  

S� CT I ON TWO 

UN I TS O F  TY PE I Q UAR T I C F I ELD S  

In this section we consider the problem of calculating fundamental 

tmits of type I quartic fields , that is fields which are quadratic 

extensions of complex quadratic fields . (See section one of this 

chapter) . We have previously indicated that the work in chapter two 

was largely motivated by the desire to calculate fundamental tmits of 

this type of field. However we shall see that algorithm 2 . 2  or a 

s lightly modified version of algorithm 2 . 2  are only guaranteed to find 

a fundamental unit of a type I quartic field Q ( 6) ( 1Y) when Z (6) ( 1Y) is 

of fonn 1 or fonn 2 .  Thus the work in chapter two has only been 

partially successful in achieving one of its main obj ectives . Of 

course the problem lies in the fact that Z ( 6) (/Y) and Z ( 6) [ 1 , /Y] (which 

is isomorphic to M(IY) )  are significantly different when Z ( 6) (/Y) is 

not of form 1 or fonn 2 . When Z ( 6) (/Y) is of form 3 or fonn 4 

algorithm 2 . 2  or its modified version will certainly produce a tmit 

U E Z (6) (/Y) . However U may or may not be fundamental . We wil l  

therefore develop a procedure which will either verify that U is 

fundamental or locate a ftmdamental tmit of the fonn (�U) l/m where � is 

a root of unity and m E Z + , m :le 2 . The ideas used are basically those 

used in Jeans and Hendy [ 1978 ] and Jeans [ 1978 ] . This wi ll  give a 

satisfactory method for finding ftmdamental tmits when Z ( 6) ( 1Y) is of 
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fonn 3 or  fonn 4 .  However we will also briefly note an alternative 

idea for dealing with these cases . Although this idea has not yet 

been completely developed it appears likely that this alternative 

approach wil l  eventually result in a far more satisfactory method for 

calculating fundamental units for the fonn 3 and form 4 cases . To 

illustrate the use of the methods developed in this section we shall 

calculate fundamental units for the distinct non- isomorphic type I 

quartic fields Q (�) , D E  Z ,  - 99 $ D $ - 1 . We then finish this section 

by reviewing some of the relevant l iterature . 

Throughout this section we assume that Q (r) = Q (o) (/Y) is a type I 

quartic field, that is Q (o) is a complex quadratic field and Y is a non­

square rational square-free Z (o) integer . We shall use Uf to denote a 

ftmdamental tmit of Q (r) which satisfies I Uf l > 1 .  Note tha·t if U is 

a unit of Q (r) then N0 (U) is a Z (o) root of tmity . 

There is a trivial isomorphism between 

S = { (a + SlY, a - SlY) :  a ,S  E Q (o) } � ( X [  

and Q (o) (IY) . To simplify the presentation of results in this section 

we therefore drop the two dimensional notation of chapter two . Thus 

A = (a +  SlY, a - SlY) becomes A = a + SlY, M(IY) and Z (o) [ 1 , /Y] are now 

identical as are A* (A reverse) and A* (A conjugate) , and N0 now has 

the standard meaning , that is the relative norm function from Q (o) (IY) 

to Q(o) . 

We shall successively develop four algorithms {or the calculation 

of fundamental units of type I quartic fields Q (r) = Q (o) (IY) . 

Algorithm 3 . j ,  j = 1 , 2 , 3 , 4  will apply to the calculation of Uf when 

Z (o) (/Y) is of form j .  Since Z (o) (/Y) can be of more than one fonn 

there will  often be several algorithms which could be used to calculate 
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uf for a given Q(r) . However in practice it will obviously pay from 

an efficiency point of view to use one of the simpler algorithms 

(smaller j )  whenever possible . 

We begin by considering the case where Z (o) (IY) is of form 1 .  In 

chapter two section four we saw that the calculation of a period of 

relative minima of M(IY) produces a unit A E Z (o) (/Y) . (Since q 
I IY I � 1 we have A0 = 1) . When Z (o)  (IY) is of fonn 1 we can guarantee 

that A is fundamental . q 
THEOREM 3. 13 

Let Q(r) = Q (o) (IY) be a type I quartic field for which Z (o ) (IY) 

is of form 1 .  Then the set of fundamental units of Q (r) having 

magnitude greater than 1 is E where q is the unique length of a period q 
of relative minima of M (IY) . 

PROOF 

If Z (o) (/Y) is of form 1 then Z (o) (/Y) and M(IY) are identical . 

Let uf ' I Uf l > 1 be a fundamental unit of Q(r) . Then uf E M( IY) . No.v 

A E M(IY) implies No (A) E Z (o)  and so if A r 0 then I NO (A) I � 1 .  

Since I N0 (Uf) I = 1 it is easily seen that Uf is a relative minimum of 

M ( IY) . The fact that U f is fundamental ensures that M ( /Y) has a 

minimal period of relative minima A0 , � , . . .  , Aq = Uf . It  is easily 

checked that if A(l) � A  then A(1) is also a fundamental unit of Q(r) q q q 
and so the theorem is clear . 

EXAMPLE 3 . 2  

11 

(a) Let d = -10 , Y = l+o . We have previously seen (examples 2 . 1 ,  

2 . 3 ,  2 . 5) that M(IY) has a period of length 6 with 

A6 = (245- 206)  + (88 -346) /Y 

It is a simple matter to check that Y satisfies condition (7) in theorem 

3 . 8  and so Z (o ) (/Y) is of form 1 .  Theorem 3 . 13 therefore allqws us to 



conclude that A6 is a fundamental unit of Q (6 ) (/f) .  

(b) In the same manner as part (a) we reach the conclusion 

A5 = (62 - 2 56) + ( ( - 2 5 - 96) /2) �3+56 

1 59 

is a fundamental unit of Q (6) (/- 3+56) , 6 = /-35 . (See example 2 .  7b) . /I 

We now define algorithm 3 . 1  which is basically a simplified version 

of algorithm 2 . 2 .  

ALGORITIN 3 • 1 

Let Q (r) = Q(6) (1Y) be a type I quartic field for which Z (6) (1Y) 

is of form 1 .  Then a fundamental unit Uf of Q (r) can be calculated 

using algorithm 2 . 2  modified as follows . 

(a) We have h = 1 and so all steps involving h can be simplified 

accordingly . In particular step 2 of algorithm 2 . 2  can be omitted 

since j W j  = I IYI � 1 .  

(b) Note that as a consequence of the simplified notation now 

being used we have 

w = w = IY' W* = - fi 

However the simplified notation causes one problem in that step 19 of 

algorithm 2 . 2B no longer calculates Wk+l . We must therefore add the 

calculation 

to this step . Step 22 of algorithm 2 . 2B must also be modified in a 

similar manner. 

(c) Step 17 of algorithm 2 . 2  can be reduced to 

U = A = f q 

q odd 

q even I/ 
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If Z (o) (IY) is not of form 1 then 

M ( IY) = Z ( o) [ 1 , IY] f Z ( o) ( /Y) 

Consequently the unit Aq obtained from a period of M(IY) may or may not 

be fundamental . We now consider how algorithm 2 . 2  can be modified to 

overcore this problem when Z (o) (/?) is of form 2 .  Note that the result-
ing algorithm 3 . 2  plus algorithm 3 . 1  will effectively allow us to 

calculate Uf for any type I quartic field Q (o) (/Y) for which h (d) = 1 .  

(See the comments following theorem 3 . 4) .  

lliEORFM 3 . 14 
Let Q (r) = Q (o ) (/Y) be a type I quartic field for which Z (o ) (IY) is 

of form 2 .  Let A be a unit of M ( IY) corresponding to a minimal period q 
and suppose Aq is not fundamental . Then we can find Vf E M (IY) 

satisfying 

(i) N0 (Vf) = 4� , � a Z ( o) root of unity 

(ii) 2 < I Vf l 5 2� , I Vf l minimal 

Any such Vf gives Vf/2 as a fundamental unit of Q (r) . 
satisfy IAm l � I Vf l < 1 Am+1 1 . Then 

PROOF 

either Vf � Am, m �  [q/2 ] 

or Vf + Am and I N0 (Am) I < 4 

+ Let m E Z U {O }  

Since Aq i s  not fundamental we have Aq = t:1� , �1 a Z (o )  (IV) root 

of unity , Uf a fundamental unit with I Uf l > 1 , and n � 2 .  Clearly 

V f = 2Uf satisfies (i) , (ii) . 

Given any V f = a + SlY E M(/Y) satisfying (i) , (ii) we have 

N0 (Vf/2) = � ' (Vf/2) + CV£/2) = a and so Vf/2 is a unit c;>f Z (o )  (/Y) which 

in view of the minirnality of IVf l is clearly fundamental . 
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Suppose Vf ,.., Am. Then V = A (1) with N (A (1) ) = 4t,; and clearly f m o m 
m < q .  Now A = A  (A(1) ) * satisfies N� (A ) = 4t,;2 , c,;2 a Z (o )  root q-m q m u q-m · 

of unity , 1Aq-m 1 > I N0 (Aq-m) I > 2 .  The minimality of IVf l now implies 

IA(1) I � l A I ,  that is m �  [q/2 ] . m q-m 

Finally suppose V f + Am. 
minima we have I V£1 � 1� 1 -

Since A , A 1 are consecutive magnitude m m+ 
Thus 

The inequality is strict since V f + Am. /I 

To find Uf when Z (o ) (/Y) is of form 2 we basically have to determine 
whether or not V£ as described in theorem 3 . 14 exists . ( If it does then 
take Uf = V /2 otherwise take Uf = Aq) .  If  V f exists (that is Aq is not 

ftmdamental) then we generally have V£ ,.., Am ' m � [q/2 ] and so V£ is 

effectively located by algorithm 2 . 2 .  However V£ can be masked from 
the view of algorithm 2 . 2  by the presence of a relative minimum of small 

norm, that is Am when I N0 (Am) I < 4 .  Consequently calculation of Uf is 
not quite as simple as we might hope for . 

EXAMPLE 3 . 3  

(a) Let d = - 2 , y = 5+60 . We have N(Y) = 97 , Y = 1+26 (mod 4) and it 

is easily checked that Z ( o) ( /Y) is of form 2 but not of form 1 . 
Algorithm 2 . 2  produces the following period of length 4 .  

TABLE 3 . 1 Period for M(/5+66) 

k 0 1 2 3 4 

'1< 1 2+6 - 3 - o  - 3- So 6+60 

sk 0 1 -1 - 2-o 3+6 

No (Ak) 1 -3- 2 6  2 -3-26 1 

We have A4 = -U� where Uf = ( (- 2+36) + o./YJ /2 and Vf = 2Uf satisfies 

I A2 1 < I V£ 1 < I A3 1 , that is V£ is not a relative minimum. In fact 
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vf = - 6A2 • Note that I N6 (A2) 1 = 2 < 4 .  

(b) Let d = -11 , Y = (3+6) /2 .  It is easily checked that Z (6 )  (/Y) 
is of form 2 but not of form 1 .  Algorithm 2 . 2  produces the following 

period of length 3 .  
TABLE 3 . 2  Period for M (/(3+6)/2) 

k 0 1 

� 1 1 
� 0 1 

N6 (Ak) 1 ( -1 - 6 ) /2 

2 3 
( - 3+6) /2 1+6 
c -1 +6) 12 (3+6 ) /2 

(1 +6) 12 -1 

We have A3 = -u� where Uf = ( (1+6) /2 + /Y) /2 and IAr l < I Vf l < I A2 j . 
Thus V f is not a relative minimum and it is easily checked that V f 'f � 
for any K E Q (6) . I/ 

Recall the standard quadratic case d1 = 1 (mod 4) . There we find that 

if E (d1) t Z (l , i<i1 ] then E (d1) is still guaranteed to correspond to a 
simple continued fraction convergent of III1 provided d1 > 5 .  (See 
theorem 1 . 9) .  We can prove a similar result for Vf (that is guarantee 
Vf � A  when A is not fundamental) provided I IY I  is sufficiently large m q 
and d f -1 ,  - 2 , - 7 .  

THEOREM 3 . 15  

Let Q (r) , A , Vf , A , t,; be the same as in theorem 3 . 14 .  q m 

(a) Suppose Vf t Am. Let Tf = Vf/Am E Mm(/Y) .  Then 

�1 = (-x+s/(x2 -4y) ) /2 (8) 

where s E {- 1 , 1 } ,  x = �2 (Wm+W�) ,  y = ��mw� - 4��/N6 (Am) .  If  �2 = 0 then 

Tf = �1 (that is � = 1) and 
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PROOF 

either d = -1 , N0 (�) = 2oj , �1 = (1+o) on , j ,n E z ,  m =  q/2 1 
or d = - 2 ,  N0 (Am) = ±2 , �1 = ±o , m =  q/2 

or d = - 7 ,  N0 (Am) = ± (3±6) /2 , �1 = ± (1±6) /2 

�i = ±N0 C\l , m :s; [q/2 ] 

(b) If I /VI � 4 and d f - 1 , - 2 ,  - 7  then Vf "' Am . 

j 
(9) 

(a) Tf is clearly of the stated Mm (/Y) form. To prove the bound 
for 1 �2 1 we begin by noting that 

T - T* = � (W -W*) /g f f 2 m m m 

From theorem 2 .  26 we have W - W* = 2!! /Y IN� (A ) and so m m "111 u m 

Since !Am i � I Vf l , 1 � 1 � I V£ 1 , N0 (Tf)N0 (Am) = N0 (Vf) = 4� (see theorem 
3 . 14 and proof) it is easily checked that 

1 � I Tf l ,  I T£ 1  s:. 4/ IN0 (Am) I 

I Tf i i T£ 1  = 4/ I N6 (Am) I 

and it is then easily deduced that 

This gives the bound for 1 �2 1 . The expression for �l is obtained from 

the quadratic in �l which can be obtained from the relationship 

Now suppose �z = 0 .  Then V f = (�1/ �)Am and so taking norms we 

have 4� = (�/�) 2N0 (Am) .  This implies 

Since N0(�) �- l E Z ( o) it follows that a E Z (o) . Now if I N0 CAro) l = 1 
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then IAq l � ! Am i , 1 �1/� l = 2 , arid so ! Vf l � 2 1 Aq 1 which contradicts 
(ii) of theorem 3 . 14 . We therefore have 1 < j N0 (Am) l  < 4 . This 

implies 1 < l a l < 2 . It i s  eas ily checked that such an a can only 

exist if d = - 1 ,  - 2 , - 3 ,  - 7 ,  or - 1 1 .  Since h (d) = 1 in each of these cases 

it follows that � = 1 .  We now have the conditions d = - 1 ,  - 2 ,  - 3 ,  - 7 ,  or 

- 11 and 

Apart from the restrictions on m the results in (9) now follow eas ily . 

Clearly m < q . If m > [q/2 ]  then 

V =  Vf*A = (� A ) *A = � A*A = �1Aq-m q l m  q l m q 

is easily seen to satisfy N0 (V) = 4�1 , � 1 a Z (o ) root of unity , and 
2 < l V I < I Vf l which contradicts the minima1ity of I Vf l . Finally if 

d = -1 , - 2 then 

= (a2 + B2Y+2a B /Y)/N.c (A ) m m m m  u m 

= (N.c (A ) + 2 B2Y + 2a B /Y) /N.c (A ) u m m m m  u m 

is an element of M(IY) since N0 (Am) 1 2 .  

A /A* is a unit of M( /Y) and so m =  q/2 .  m m 

It now follows easi ly that 

(b) Suppose V f t Am. Then part (a) gives I �2 1 < 1 since I IY I � 4 
and I N  0 (Am) I < 4 . Thus �2 = 0 .  However part (a) now implies d = - 1 ,  - 2 , 
or - 7  which is a contradiction . 11 

We now describe how to modify algorithm 2 . 2  (giving algorithm 3 . 2) 

so that Uf can be calculated whenever Z (o ) (IY) is of form 2 .  We wi ll 

of course need appropriately modified vers ions of algorithms 2 . 2A ,  2 . 2B .  

ALGORI1HMS 3 .  2A, 3 .  2B 

These algorithms are obtained from algorithms 2 . 2A ,  2 . 2B by making 

the modifications noted in (a) , (b) of algorithm 3 . 1 .  11 
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The maj or modification required in algorithm 2 . 2  is the addition of 

appropriate procedures which are guaranteed to locate Vf whenever Aq is 

not fundamental . As algorithm 3 . 2  (that is the modified version of 

algorithm 2 . 2) calculates a period of relative minima of M(/Y) it will 
need to test for three possibilities 

(i) 

(ii) 

V "' A  f m 
Vf + Am' Vf = �lAm (see (9) ) 

(iii) Vf t Am, Vf = T?m' -Tf = (�1+�2Wm) /� E Mm(/Y) 

Note that possibilities (i) , (ii) cannot occur with m =  0 .  In the 
interests of efficiency we should carry out the appropriate testing at 
the earliest practical point in the algorithm. We therefore test for 

possibility (iii) (with m =  k) prior to the calculation of the ' �j ) E Mk (l?) , and we test for possibility (i) and then possibility (ii) 

if d = - 7 (both with m =  k + 1) innnediately following the calculation of the 

�j ) E Mk (IY) (testing each A��i = �j )�) .  Finally if we reach the 
midpoint of an even length period when d = - 1 ,  - 2 then we test for 
possibility (ii) with m =  q/2 .  

To test for possibility (i) we first check to see if I N0 (�!i ) I = 4 .  

In general this simple test is sufficient to reject possibility (i) . 
However if the possibility is not rej ected then we test to see if any 

�H has norm 4� . (Note that we can have a E Z (o ) , l a  I =  4 , a �  4tJ . 
I f  we find No c�H) = 4� then we can take V f = ��i since the algorithm 

will have already checked for I Vf l < ���i l ·  From theorem 3 . 14 we see 

that testing for possibility (i) can stop once the midpoint of a period 
is recognised since at that point we have k + 1 2 q/2 . 

To test for possibility (ii) when d = - 7  we check for the occurence 
of N0 (��b = ± (3±o) /2 .  (Note that this requires I N0 C�!i) I =  2) . I f  

such a norm occurs then V = �l��i where �1 = (l±o) /2 , �i = ±N0 (��i) '  i s  



166 

easily seen to satisfy N0 (V) = 4� , l V I  > 2 .  Now the algorithm will  have 
already tested for I Vf l < ���i l and so if I Vf l < lV I we must have 

Since 1 �1 1 = 12 it follows that I Uf l � 12 .  However in such a case we 

have 2Uf = a+BIY, I B I ,  I IYI < 4 and it is easily checked that 2Uf would 

have been previously located by the testing for possibility (iii) when 
k = 0 .  (See below) . Thus if such a V is fmmd then we can take Vf = V. 

From theorem 3 . 15 we see that testing for this possibility can stop once 

the midpoint of a period is recognised . 

To test for possibility (ii) at the midpoint of an even length 
period when d = - 1 , -2 we simply check to see if I N 0 (A���) I = 2 .  If 

this is the case then in a similar manner to the previous case we see 
that we can take vf = (1+o )A��� if d = -1 ,  and vf = oA��� if d = - 2 .  

Testing for possibil1ty (iii) is required when I N0 (Ak) I < 4 and 

When this is the case we must test each B E Z (o) + n Ik ' I B I � b (�2) to 

see if a given by (8) (J12 = B , � any Z (a) root of unity , s = ±1) is a Z (a)  
integer for which T = (a+BWk) /gk E �(/Y) , I T� I >  2 , 1 � I T I � 4/ I N0 (�) I · 
(See theorems 3 . 14 ,  3 . 15) . Note that there are 1 2 , 8 ,  or 4 tests 

required for each B depending on whether or not d = - 3 ,  -1 , or d ;. - 3, - 1 .  

While this may appear rather time consuming note that b (J12) � 1 can only 

occur when I N0 (Ak) I , I IY I < 4 and that b (J12) < 4/ f /YI . Consequently this 

testing is generally not required and when it is required the number of 

B which must be considered is small . In particular the 12 and 8 test 
cases can only occur for a handful of values of Y .  (That i s  I IY I < 4 

and d =  - 3 ,  -1 ) . We can also show that it suffices to test for 

possibility (iii) for k � [q/2 ] . To see this suppose Vf = TrAm,m > [q/2] . 
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If  m � q then it is easily checked that I Uf l � 2 and that 2Uf will 

be located when testing for possibility (iii) with k = 0 .  Therefore 
assume m < q .  Given any A · we have Vf = TA , T E M (IY) and q-m q-m q-m 
I N0 (Aq-m) I = I N0 (AmJ I . Now 

V = V* A = T* (A*A ) f q f m q 

is easily seen to satisfy N0 (V) = 4t;;1 , s1 a Z (o) root of nnity , lV I > 2 

and so the minimali ty of I vf I requires I vf I � I V I . Since A ,..., A* A q-m m q 
it is now easily deduced that 

If  we now check with the proof of theorem 3 . 15a it is clear that such a 

T will be located in the testing for possibility (iii) when k = q-m < [q/2] . 

Now suppose the above testing for possibility (iii) produces T 

satisfying the required conditions . Unfortunately we cannot conclude 

that the nnit U = TAk/2 is ftmdamental . If I Uf l is small then it is 

possible that we may have found. a unit for which I U I L 1 Uf l 2 . Since 
the algorithm wil l have previously tested for IVf l < I� I (if k > 0) this 

can only occur if 

that is I Uf l � I T I , 1� 1 � I Vf l = 2 1 Uf l � 2 I T I . Thus if I T I < IAk l /2 

then U is indeed ftmdamental . However if I T I  � I Ak l /2 (for example when 
k = 0) then we must continue the possibility (iii) testing to see if a 

smaller magnitude T can be found. Of course if such a T is fotmd then 

it is retained in place of the original T value and at the completion of 

this testing we wil l  indeed have U = TAk/2 is fundamental . (If k > 0 

then the algorithm wil l have previously tested for the possibilities 
(Note that although U is fundamental we do not 

necessarily have T = Tf. Instead we may have 
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either T = 2Rk,q ' k � q/2 ,  U = Uf = Aq (Tf ,Vf not defined) 

or T = Rk,m' Vf = \,m� = Am' k < m (Tf not defined) 

The first case can only occur when ! Uf l = J Aq l is small ,  generally k = 0 ,  

q = 1 . In the second and third cases Vf is simply found earlier than we 

might expect , that is in Mk CIY) with k < m) . 

The required testing for possibility (iii) is now stated more 

precisely in the form of an algorithm. 
ALCI>RITIM 3 . 2C 

Given a standard representation of MkCIY) with I N0 (�) I < 4 and 
b (�z) � 1 (plus the fact that if vf exists then IVf l � 1� 1 ' vf � �' 
Vf r �1�) then we 

either locate T E Mk ( /Y) for which U = T�/2 1s fundamental 

or verify that if Vf exists then 

as follows . 

1 Set mT = 4/ I N0 (Ak) J ,  8 = gk ' m3 = 1 , m4 = 0 

2 If d = - 3 set �d = (1+;:3) /2 and go to 5 

3 If d = - 1 set �d = i and go to 5 

4 Set �d = - 1 

5 If  ! S I  > b (�2) go to 16 

6 Set � = �d ' s = 1 

7 Calculate X =  S (Wk+Wk) ,  y = sZwkwk - 4�g�/N6 (�) , z = lx2 -4y 

8 Calculate v = ( -x+sz) /2 - m41Jik ,m2 = { -cim(v) I l o l  } 



9 I f  N0 (�) N0 ( (a+SWk) /gk) r 4; go to 14 

10 Calculate t = j (a+SWk) /gk j 

11 If t iAk l � 2 or t < 1 or t > mT go to 14 

12 Set �1 = a ,  �2 = s , T- = (�1+�2Wk) /gk' mT = t  

13 I f  mT < j Ak j /2 then stop 

14 I f  s = 1 set s = - 1 and go to 8 

15 I f  ; f 1 multiply ; by sd ' set s = 1 , and go to 7 

16 Increment m3 by 1 

17 Set S = m3gk + m4ak 

18 If ! S I � b (�2) go to 6 

19 If  m4 > 0 reset m4 to �m4 and go to 22 

20 Reset m4 to -m4 + 1 

21 I f  m4 ! o l /c > b (�2) then stop 

22 Set m3 = - [m4�/cgk] 

23 If m4 < 0 and m3gk + m4�/c = 0 then increment m3 by 1 

24 Go to 17 
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I/ 

Algorithm 3 . 2  wil l initialize T = 0 and so will recognize the fact 
that T has been fonnd by testing for T f 0 . (See steps 2 .  5 ,  26 of 

algorithm 3 . 2) .  ;d in step 2 , 3 ,  or 4 is an appropriate primitive Z (o) 

root of unity and steps 14 ,  15 control the looping through the required 
12 ,  8 ,  or 4 tests for each S .  Steps 7 ,  8 ,  9 give an effective method 

for testing whether or not a = ( -x+sz) /2 is a Z (o) integer for which 

(a , S) is Wk allowable . (This method partially reflects the fact that 

calculations performed by the algorithm will involve finite precision 
approximations to irrational numbers) . 
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Of course the final point to note concerning the testing described 

over the past few pages is that if all testing for poss ibilities (i) , 
(ii) , (iii) fails then we can conclude that A is fundamental . q 

The ideas presented concerning the form 2 cases are now tied 
together by the following algorithm. 

ALGORITIM 3 .  2 

Let Q (f) = Q (o ) (/'Y) be a type I quartic field for which Z (o ) (IY) is 

of form 2 .  Then a fundamental unit Uf of Q (f) can be calculated as 

follows . 

1 Set A0 = 1 ,  N0 (A0) = 1 , w0 = If, w0 = - IY, g0 = 1 ,  lJ!o = 0 , 

2 . 1  

2 . 2  

2 . 3  

2 . 4  

2 . 5  

3 

4 . 1  

4 . 2  

5 . 1  

e0 = 0 , a0 = w ,  T = 0 , k = 0 

If IN0 (�) I � 4 or I IYI � 4 go to 3 

Calculate b (�2) = (4+ I N0 (Ak) I ) /2 1 /Y I 

If  b ( �2) < 1 go to 3 

Apply algorithm 3 . 2C 

If T � 0 set Uf = T�/2 and stop 

Use algorithm 3 . 2A to calculate the R�j )  E �(/Y) 
If  I N0 (A�!l) 1 � 4 go to 5 . 1  

If N (A(j ) ) = 4� set U = AJj ) /2 and stop 8 k+l f - K+1 

If  d � - 7  or I N0 (A�!i) I � 2 go to 6 

5 . 2  I f  N0 (A��i) = ± (3±6) /2 set Uf = �l��i/2 where �1 = (l±o ) /2 

is chosen so that �i = ±N0 (��i) ' and stop 

6-16 are the same as in algorithm 2 .  2 apart from changing "2 .  2B" to 

"3 . 2B" in step 9 ,  and "go to 5" to "go to 2 . 1" in step 16 

17  I f  q is  odd set Uf = Aq = �HI.Ak and stop 

18 If d � - 1 ,  -2 or j N0 (A�!i) I � 2 go to 20 



19 If d = -1 then . set Uf = (l+o )�!i/2 and stop 

else set Uf = o�!i/2 and stop 

1 71 

20 If I N (A (l) ) I � 4 or 1 /Yl  � 4 set U = A  = A.(j )  / (A.(l) ) * and stop o k+l f q - K+l - K+l 
21 Set A - A (l) M. (/?) - M.(l) ( ·IV\ A - A. (j )  B - A. (l) k+l - k+l ' - K+l - - K+l y • ; , - - K+l ' - - K+l 
22 Increment k by 1 

24 If b (�2) < 1 set Uf = A/B* and stop 

25 Apply algorithm 3 . 2C 

26 If T f 0 then set Uf = TAk/2 and stop 

else set Uf = A/B* and stop 

Steps 6 - 16 are the period midpoint testing steps of algorithm 2 . 2 . 

I/ 

If  we reach the midpoint of an odd length period then the current value 
of k satisfies k+l = (q+l) /2 > [q/2] . Consequently all necessary 

testing for possibilities (i) , (ii) , (iii) has been completed without 

locating Vf . We can therefore take Uf = Aq . (See step 17 ) . How-
ever if we reach the midpoint of an even length period then we must test 

for possibility (ii) if d = - 1 ,  - 2 .  Furthermore at the midpoint of an 

even length period we have k+l = q/2 and so we may still have to test 

for possibility (iii) with k = q/2 .  Steps 18- 26 carry out the 

necessary testing for these remaining possibilities and set Uf accord­

ingly. 

We now briefly illustrate the use of algorithm 3 . 2 .  

EXAMPLE 3 . 4 

(a) Let d = - 2 , Y = 5+6o . (See example 3 .  3a) . The main points 

of interest in the calculation of Uf for Q (o) (IY) using algorithm 3 . 2 

are as follows . 
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We have 1 /YI = }'97 R1 3 . 14 < 4 .  For k = O  we have I N0 (A0) I = 1 ,  
b (�2) R1 0 . 8  < 1 and so algorithm 3 . 2C is not required . Algorithm 3 . 1A  

gives R (l) with 0 

and so Vf � A1 . Midpoint testing is negative and so we reset k = 1 .  

Since I N0 (�) I > 4 algorithm 3 . 2C is once again not required . Algorithm 
3 . 1A gives Ril) with 

and so vf +- Az . Midpoint testing is positive (M?) (IY) = (MF) 
(/Y) ) *) 

and so q = 4 is even . We therefore arrive at step 18 with d = - 2 , 
I N0 (Ai1 ) ) 1 = 2 and so we can take 

Note that in spite of the fact that d = - 2 , 1 171 < 4 the amount of work 

involved in testing for possibilities (i) , (ii) , (iii) is trivial . 

(b) Let d = - 1 1 , Y = (3+6) /2 (see example 3 . 3b) . The 
calculation of Uf using algorithm 3 . 2  proceeds as follows . 

We have I IYI = �� � 1 . 5  < 4 .  For k = 0 we have b (�2) � 1 . 67 � 1 

and so algorithm 3 . 2C must be applied . We start with 8 = 1 .  For 
� = - 1 ,  s = 1 steps 7 ,  8 give a = (l+o ) /2 and we have 

N0 (A0)N0 ( (a+SW0) /g0) = - 4 .  Furthermore t � 2 . 94 and so we set 

�l = (l+o ) /2 , �2 = 1 ,  T = ( (l+o ) /2 + W0) /g0 , mT = 2 . 94 

Since mT � I Ao l /2 = 1/2 we mus_t continue the testing . The next case 

considered is � = - 1 ,  s = - 1 and step 8 gives a =  - (l+o ) /2 (that is we 
have found -T*) . This case is eventually rejected at step 11 s ince 
t i A0 1 = t � 1 . 36 � 2 .  The remaining cases for B = 1 (that is 

� = 1 ,  s = ±1) give a = ±5 and are rej ected at step 9 .  Since no other 
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S E  Z (o) + n r0 satisfies I S I  < b (�2) we return to step 2 . 5  of algorithm 

3 . 2 and set 

uf = TA0/2 = ({l+o) /2 + /V) /2 

Note that IVf l > 1� 1 (see example 3 . 3b) but that vf has been located 

when k = 0 .  This illustrates the final comments proceeding algorithm 

3 . 2C .  

(c) Let d = -41 ,  Y = 7 + 4o .  Z (o) (-IV) is of fonn 2 and so we can 

calculate Uf using algorithm 3 . 2 .  Since d f - 1 ,  - 2 ,  - 7  and I IYI � 4 

algorithm 3 . 2 will only need to test for the possibility Vf � Am. For 

k = 17  we find N0 (�!i) = 4 and so we can take 

uf = ��) /2 = ( (31888 - 230So) + (3181 - 942o)  /V) 12 

(d) Let d = - 47 ,  Y = 4 + So .  Z (o)  (IY) is of fonn 2 and we have 

I /Y I � 4 .  Algorithm 3 .  2 locates the midpoint of a period when k = 19 . 

We have M(l) (/Y) = (M(l) (IY) )  * where 20 20 

��) = c - 51063 - 4113o )/2  + c - 4842 + 160o) /Y 

We can therefore take 

= A (1)/(A (1) ) * 20  20  

= (373536196 - 46508043o) + (11410054 - 12080078o) /V 11 

Although algorithms 3 . 1 ,  3 . 2 allow us to find uf for a large 

number of type I quartic fiel� there are of course many such fields 

for which these algorithms cannot guarantee to find Uf , that is fields 

for which Z (o )  (/Y) can only be expressed in form 3 or form 4 . There 

are several ways in which we might choose to attack these more difficult 

cases . 



One approach to this problem involves generalizing M (/Y) and 

related ideas to the module 
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where Y ,  Y1 , Y2 are as in theorem 3 . 2 . Note that L (/Y) c Z (o )  (/Y) with 

equality whenever Z (o ) (/Y) is of form 3 .  It is not difficult to see 

that in general the ideas developed for M(lf) in chapter two and this 
section will extend to L (/V) . In particular we will find that if 

Uf E L (/Y) then Uf is a relative min.imt.ml of L (/Y) while if Uf f/. L (/Y) 
then Vf = 2Uf E L (l?) . Consequently generalizations of algorithms 3 . 1 ,  
3 . 2  will enable us to calculate Uf . This idea appears to be 
potentially the most efficient approach to the problem of calculating 

Uf when Z (o) (IY) is of form 3 or form 4 .  However there are a number 
of practical problems which we have not yet solved . Firstly the search 
required by the generalized version of algorithm 2 . 1A  is more involved . 
It appears that it will be necessary to search through the appropriate 
S coefficients in strict order of increasing magnitude in order to avoid 

unnecessarily large searches . Secondly the ideals Ik , Ik which arise 

in the representation of Mk(/Y) generalize to ideals Hk , Jk in the 

representation of Lk (/Y) and we have not as yet been able to establish 
the precise relationship that exists between � ' Jk . Consequently the 
calculation of a representation of Lk (IY) is not as simple as we might 

hope for .  Because of the above reasons we shall not pursue this 

approach in this thesis . However this approach does appear most 

promising and it is our intention to pursue it at some future point 1n 

time . (Note that one of the main reasons for considering I (Y1 ,Y2) 1n 

section one was to prepare the way for this future work) .  

An alternative approach to the problem of calculating Uf is to use 

algorithm 3 . 1  (form 3) or algorithm 3 . 2  (form 4) to calculate a unit 
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U E Z (o) (iY) and then determine Uf from U using the ideas in Jeans and 

Hendy [ 19 78 ]  and Jeans [ 1978 ] . 

We shall pursue this alternative approach in the following para-

graphs . This approach does have a number of drawbacks from an 

efficiency point of view which will become evident as we proceed . 

However the resulting algorithms 3 . 3 , 3 . 4  are quite satisfactory 

provided I U I is not too large . 

If ;:I E Q (r) or /� E Q (r) then Q (r) is of the form Q ( 6) (/Y) with 

d = - 1 or d = - 3 .  Uf for such cases can be  found using algorithms 3 . 1 , 

3 . 2  since h (  - 1) = h(  -3) = 1 .  Consequently in developing algorithms 3 . 3 ,  

3 .  4 we shall ass tune n ,  /=3 f/_ Q (r)  . The effect of this assumption is 

to ensure that the only roots of unity in Q (r) are ±1 (see theorem 3 . 9) . 

This assumption simplifies the development of algorithms 3 . 3 ,  3 . 4 .  

Since these two algorithms wi ll be virtually identical we shall develop 

them both at the same time . 

The first step in algorithms 3 . 3 ,  3 . 4  is to check to see if Uf is 
+ "small" . By this we mean select L E R , L > 1 and check to see if 

Thus there are finitely many cases to check . An appropriately modified 

version of algorithm 3 . 2C is quite suitable for this purpose) . Of 

course if Uf is found in this search then we can stop .  However in 

general no unit is found and so we have the lower bound 

This lower bound is important later in the algorithm but is obtained as 
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as a first step in order to most s imply deal wi th  the cases where ! Uf l 

is "small" . The choice of L depends on several factors which we shall 

discuss at a later point . 

The next step is to use algorithm 3 . 1 (form 3lalgorithm 3 . 3) or 

algorithm 3 . 2  (form 4lalgorithm 3 . 4) to calculate a unit U E Z (6 ) (/Y) .  
Now 

u = �� ' � E { - 1 , 1 } 

(recall that we are assuming n ,  �� � Q (r) ) and so 

U = ( �U) llm 
f 

Since ! Uf l > L we have 

m < £n I U I I £n L 

Therefore to determine whether or not U is fundamental we shall check to 

see if any of the finitely many numbers 

( �U) 11P , p = 2 , 3 ,  . . .  (p prime) , p < b (p) = £n I U I I £n L 

� th is a unit of Z (o ) ( vY) . Note that all p p  roots of �U must be 

considered when p � 3 .  Now if  none of these pth roots is a unit of 
1IP1 Z ( o)  ( IY) then U is clearly fln1damental . I f  ho,..rever u1 = ( �U) is a 

unit of Z ( o) (IY) then clearly U is not fundamental . We therefore 

replace U with u1 , recalculate b (p) and then apply the above testing 

procedure starting at p1 . Clearly Uf wi ll be obtained in a finite 

number of repetitions of this procedure . 

This completes the outline of algorithms 3 .  3 ,  3 .  4 .  We now 

consider the finer details . In particular we consider the choice of 

L and the method for testing whether or not (�U) 11P is a unit of Z (o) (IY) .  
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The choice of L is influenced by two opposing factors . On the one 

hand a larger value of L gives a smal ler value of b (p) and this reduces 

the number of roots of �U which need to be considered. On the other 

hand a larger value of L involves a larger search in the initial step of 

algorithms 3 . 3 ,  3 . 4 .  Note that the best balance between these two 

factors really depends on the size of j u j . Since we shall not encounter 

any unduly large values of I U I in this thesis we shall simplify matters 

by using the somewhat arbitrary choice of L = 10 . 

The testing of the pth roots of �U can be simplified as follows . 
1 

Firstly if (�U) 2 is a unit of Z (o) (IY) then we must have 

This provides a very simple initial test for the case p = 2 . Secondly 

for p � 3 we have 

and so it suffices to consider the case � = 1 . However for p = 2 we must 
1 1 1 

test both U2 and ( -U) 2 = iU2 whenever N0 (U) = 1 . 

It therefore remains to show how we can test whether or not the 

complex number (�U) l/p is a unit of Z (o} (IY) . 

TIIEOREM 3 . 16 

Let Q (r) = Q (o) (IY) be any type I quartic field with A ,  1- 3 t Q (r) 

and Y2 as in theorem 3 . 2 .  Let U be a unit of Z (o) (IY) and � E {- 1 , 1 } .  

· Then 

u1 = (�U) 11P , p prime , is a unit of Z (o ) (IY) 

if and only if 

(10) 
where s E { -1 , 1 }  with s = N 0 (U) if p '=. 3 



PROOF 

I f  u1 is a unit of Z (o) (/Y) then we can write u1 using fonn 4 

notation as 

u1 = (a+ ( 8/Y2) /Y) /2 ,  a , 8  E Z (o) 

It  is easi ly checked that 
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- 1 Since u1ui = N0 (U1) = s E { - 1 , 1 } we have Ui = su1 . Finally for p � 3 

we have 

since p is odd and N0 (�) = �2 = 1 .  

The reverse implication is trivial to check . 

Thus ( 10) gives us a method for testing whether or not (�U) 11P is 

a unit of Z (o ) (IY) .  Of course i f  Z (o ) (/Y) is of form 3 then (10) can 

be modified to 

Note that when p = 2 we do not know the value of s and so  both s = 1 and 

s = - 1  must be tried . 

We now collect together the ideas and results presented in the 

preceding paragraphs to give the required algorithms 3 . 3 ,  3 . 4 . 

ALGORI1HM 3 .  3 

Let Q(r) = Q (o) ( /Y) be a type I quartic field with 1=1 ,  1-3 f Q(r) 
for which Z (o ) (/Y) is of form 3 .  Then a fundamental unit Uf of Q(r) 
can be calculated as follows . 

11 
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1 Given L > 1 check to see if  I Uf l � L,  if uf is found during this 

check then stop 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

Use algorithm 3 . 1  to calculate a unit U E Z (c) ( IY) 

Set b (p) = tn I U I I tn L 

If  2 � b (p) set Uf = U and stop 

If  N0 (U) = - 1  go to 12 

Calculate x = �' y = x- 1 , set � = 1 ,  s = 1 

If  a = (x+sy) /2 � Z (c)  go to 10 

I f  8 = Y2 (x-sy)/21Y � Z (c)  go to 10 

Reset U = a+ (8/Y2) 1Y, divide b (p) by 2 ,  go to 4 

I f  s = 1 set s = - 1 ,  and go to 7 

- 1  If � = 1  multiply x by i ,  set y = x , � = - 1 ,  s = 1 , and go to 7 

Set p = 3 

I f  p � b (p) set Uf = U  and stop 

1/p th - 1  Set x = U  (any p root of  U) , y = N0 (U) x 

Set ).1 = cos (2n/p) + i  sin (2n/p) , j = 1 

I f  a = (x+y) /2  � Z (c)  go to 19 

If 8 = Y 2 (x-y) /2./Y � Z(8 )  go to 19 

Reset U = a+ ( 8/Y2) 1Y, divide b (p) by p ,  go to 13 

19 If  j < p multiply x by ).1 ,  set y = N0 (U) x- 1 , increment j by 1 ,  and 

go to 16 

20 Increment p to the next largest prime , go to 13 11 

ALGORilliM 3 .  4 

Let Q(r) = Q ( c ) (IY) be a type I quartic field with ll. , r-3 f Q(r) 
for which Z ( c )  ( n) is of fo.rm 4 .  Then a fundamental unit Uf of Q (r) 



can be calculated using algorithm 3 . 3  modified as follows . 

(a) Replace algorithm 3 . 1  with algorithm 3 . 2  in step 2 

(b) Delete the divisor 2 from steps 7 ,  8 ,  16 , 17 

(c) Replace the expression for U in steps 9 ,  18 with 
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Steps 10 , 11 ensure that we check the four possibil ities v'tf, s = ±1 

and 1-U,  s = ±1 in (10) . J.l in step 15 is of course a primitive pth root 

of unity and as j varies from 1 to p the multiplication in step 19 cycles 

x through the p pth roots of U. 

Note that algorithms 3 . 3 ,  3 . 4  as stated implicitly assume that all 

calculations are exact . Of course this is impossible to carry out in 

practice and we therefore proceed as follows . Calculations are carried 

out to sufficient accuracy so as to ensure that a , 8  in steps 7 ,  8 ,  16 , 

17 are correct to at least 3D . Initial decisions are based on whether 

or not a , 8  E Z (o) to within rounding error . (That is cRe (a) , 

cirn(a) / l o l ,  cRe (8) , cim(8) / l o l  E Z to within rounding error) . This 

approach may fail to rej ect same cases where the number being tested is 

not a unit of Z (o) (IY) .  Therefore to ensure absolute certainty in the 

results we must insert a norm test in steps 9 and 18 of algorithms 3 . 3 , 

3 . 4 .  For example step 9 of algorithm 3 . 3  becomes 

9 If  N0 (a+ (8/Y 2) /Y) E {- 1 , 1 }  reset U = a +  (8/Y 2) IY, divide b (p) . by 

2 ,  and go to 4 

The testing of u11P requires O(tn iUI ,P) precision arithmetic . Thus 

for large I U I  and small p the calculations required by algorithms 3 . 3 ,  

3 . 4  will involve multiprecision arithmetic . On the other hand when p 

is large we will have a correspondingly large number of possibilities 



181 

to consider although the precision of calculation required does decrease 

as p increases . A final point to note is that algorithms 3 .  3 ,  3 .  4 can 

"overshoot" Uf (that is calculate �u;, m > 1) and then backtrack via the 

root testing procedure to Uf . These are the main drawbacks of algorithms 

3 . 3 ,  3 . 4  although they are not particularly significant problems for the 

cases which we shall encounter in this thesis . (In view of these points 

it is not difficult to see that the previously mentioned generalization 

of M (IY) to L (/Y) (when fully developed) should be much more efficient 

than algorithms 3 . 3 ,  3 . 4) . 

We now briefly illustrate the use of algorithms 3 . 3 ,  3 . 4  with 

several examples . 

EXAMPLE 3 .  5 

(a) Let d = - 1 0 , Y = 3 + 20 . Since N (Y) = 49 , 7lY it is clear 

fran theorem 3 .  3 that we must take Y 2 = Y ,  Y 1 = 1 in theorem 3 .  2 .  Thus 

Z (0) (1Y) is of form 3 or form 4 .  Using theorem 3 . 5  we find 

I (Y1 ,Y2) = Z [ 7 , 5+0 ] . I t  is then easily checked using theorem 3 . 6  that 

Z (0) (1Y) is of form 4 but not of form 3 .  We therefore use algorithm 3 . 4  

to calculate Uf " The search in step 1 (L = 10) produces 

uf = (1 + c (S+o) /Y 2) /Y) /2  

and so we stop .  

(b) Let d = - 29 ,  Y = 6 + 4o .  We have N (Y) = 500 = 22 . 53 and so 

we must take Y2 = Y, Y1 = 1 in theorem 3 . 2 .  We have 

I (Y1 ,Y2) = Z [ 50 , 39+0] and it then follows from theorem 3 . 6  that Z (0) (/Y) 

is of form 3 .  We apply algorithm 3 . 3  to find Uf . 

Step 1 fails to produce Uf and so we conclude I Uf l > 10 . Step 2 

produces the unit 

u = ( - 61 103449 + 1 126323220) + (67292105 + 2 04193260) .;Y 
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which has N6 (U) = - 1 .  We set b (p) = in i U I /in 10 � 8 . 8  and then begin 

testing the pth roots of �U, p < b (p) . Since N6 (U) = - 1  we see that 
2 U :f �Uf and so we go to step 12 . All three cube roots of U are rej ected 

at step 16 since we find 

j ::: 1 ,  a �  453 . 393 + 5 2 . 441 6  � Z (6) 

j ::: 2 ,  a � -471 . 266 + 46 . 6930 t: Z (6) 

j ::: 3 ,  a �  17 . 873 + 99 . 1346 � Z (6) 

(In step 14 we have taken x to be the pth root of U for which 

0 .s: arg (Ul/p) < 2n/p) . We therefore set p ::: 5 and test the fifth roots of 

U. For j = 1 we find 

a � 31 . 000 + 2 .  0006 E Z ( 6) 

B � 86 . 000 + 24 . 0006 E Z (6)  

A norm calculation confirms that these are indeed the coefficients of a 

Z (6) (/Y) unit and so we reset 

U = (31 +26) + ( (86+246 ) /Y 2) I'? 

We now have b (p) � 8 . 8/5 � 1 . 8 .  The current value of p is 5 and since 

5 � 1 . 8  (step 13) we can take Uf = U and stop .  I/ 

We now illustrate the combined use of algorithms 3 . 1 ,  3 . 2 ,  3 . 3 , 3 . 4 

by calculating uf for the distinct non-isomorphic quartic fields Q ( }D) 

where D is a negative integer lying in the range 

-99 5. D s: - 1 (11) 

TiffiOREM 3 . 17 

Any quartic field formed by adjoining the fourth root of a negative 

rational number to Q is a type I quartic field of the form 



Q CY!>) = Q(o )  (IY) 

2 3  + � D = rs t , - r , s , t  E z , d = rt , o = la , Y = sto = tu 
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with r , s , t  square-free and relatively prime in pairs and D f -4 . Y is 

a non-square rational square-free Z (o )  integer .  

2 3 Let D1 = ( -t) s l r l  and K = s j r j o .  Then Q (o ) (IY) and Q (o) (IK) are 

conjugate fields . 

PROOF 

The fact that the field will be of the form Q (r5) with D a fourth 

power free negative rational integer is trivial . We can clearly 

represent such a D in the fonn stated and d = rt is clearly a square-free 

negative rational integer . I f  Y = sto = a2 , a E Z (o) then 

(N (a) ) 2 = l r j s 2t3 . This implies rt = - 1 ,  that is 

2 2 2 Y = s/=1 = (a+br-I) = a - b + 2abr-I , a ,b E Z 

' 4 Thus j a j  = j b j  = 1 (s is squarefree) and D = -4 = (±l±i-1) . Note that 

Q ('V=4) = Q (l-1) is a quadratic field . Therefore if D t- - 4  we have 

that Y is a non-square rational squarefree Z (o )  integer and so 

Q C� = Q(o) (IY) is indeed a type I quartic field . 

Note that K ' Y = (rst) 2 and so it follows that 

Q (o) CIY) = Q (o ) (IK') 

(See the comments following theorem 3 . 1) . The final result of the 

theorem is now clear. 11 

We can therefore confine our attention to the fields 

Q (�) , D = rs2t3 as in theorem 3 . 17 ,  l r l  � t (12) 

since theorem 3 . 17 shows that any other quartic field of the form Q(�) , 
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a E Q ,  a <  0 is  either equal to or conjugate to one of the fields in (12) . 

The next result is  used to decide which algorithm should be used to 

calculate uf for a given Q (�) . 

TIIEOREM 3 . 18 

Let Q (�) = Q (o) (IY) be as described in theorem 3 . 17 .  

(a) In theorem 3 . 2  we can take 

(� is the discriminant of Q (o ) ) . If  

t = (s  , �) = 1 (13) 

then Z (o) (IY) is of form 1 or form 2 .  

(s , �) 1 2) . 

(Note (s , d) = (s , rt) = 1 and so 

(b) If  

either rt = 1 (mod 8) and st = 2 (mod 4) 

or rt = 5 (mod 8) and st = 1 , 2 , 3  (mod 4) 

or rt = 2 , 3  (mod 4) and st = 1 , 3 (mod 4) 

then Z (o) (IY) is of form 1 or form 3 .  

(c) Z (o )  (IT) is of form 1 

if and only if 

r , s , t  satisfy (13) and (14) 

(d) If  1- 1 E Q (M>) then d = rt = - 1 ,  D = - s2 , Y = sr-1 . 

(i) If s is odd then Y is square free in Z (I=I) . 

(ii) If s is even then Y = (1+;:}) 2 (s/2) . We have 

Q (V-?") = Q (R) (1572) 

with s/2 square free in Z (;:I) and Z (I=I) (IS72) is 

of form 2 .  

(14) 
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(e) I f  r-3 € Q (�) then d = rt = - 3 .  If l r l � t (that is  r = - 3 ,  

t = 1 )  then Y = sr-3 is square free in Z (r-3) . 

l=f, i-3 € Q (�) occurs when D = - 36) . 

PROOF 

ONote that the case 

(a) The choice of Y 1 , Y 2 is clear in view of theorem 3 .  3 .  Since 

(13) implies Y 2 = 1 the second result is also clear . 

(b) This result follows from theorem 3 . 7 . Note that when 

d = 1 (mod 4) we have 2o = 2 (mod 4) and 30 = 2 + o (mod 4) .  

(c) This result follows from theorem 3 . 8 .  (Y1 in (a) is best 

possible and (14) lists all cases satisfying one of the congruences in 

theorem 3 . 7) .  

(d) Suppose d � - 1 .  Then Q (o )  (IY) = Q (cS ) (H) and it follows truit 
2 ( - l )Y = a  , a  E Z (o ) . (See connnents following theorem 3 . 1) . Thus 

(N(a) ) 2 = l r l s2t3 and so l r l t = l , that is d = - 1 .  This is a 

contradiction and so the first �esult of the theorem does indeed hold. 

Parts (i) , (ii) are easily checked with the aid of theorems 3 . 3 , 3 . 7 .  

(e) This case can be proved in a similar manner to part (d) . # 

This result is not best possible in that it may not recognize 

the simplest form for Z (cS ) (IY) .  However a better result would be both 

tedious to derive and messy to present . Theorem 3 . 18 will  suffice for 

our purposes . We therefore take the form of Z (o ) (IY) , cS = lrt ,  Y = sto 

to be as fol lows . 

form 1 r , s , t  satisfy (13) ' (14) 

form 2 r , s , t  satisfy (13) 
(15) 

fonn 3 r , s , t  satisfy (14) 

fonn 4 all remaining cases 

Uf for Q (�) , D as in (12) , can therefore be calculated as follows . 



186 

(i) If  D # -s2 or 2'}s then use algorithm 3 . j  applied to M(IY) ,  d = rt 

where j is the fonn of Z (o) (IY) detennined by (15) . 

(ii) If D = -s 2 , 2 j s then use algorithm 3 . 2  applied to M(ls/2) , d =  -1 .  

(Recall that i f  � E Q(r) or � E Q (r) then we cannot use algorithms 

3 . 3 ,  3 . 4 .  The condition l r l � t in (12)  and the special case for 

D =  - s2 , 2 j s ensure that only algorithms 3 . 1 ,  3 . 2  are used when A E Q (\tD) 

or r-3 E Q(115) ) . 

A fundamental unit for each D satisfying both (11) and (12) is given 

in table 3 . 3 .  (All other values of D satisfying (11) have a self-

explanatory note) . The entries in table 3 .  3 :1re as follows . D,  d ,  st 

are as in theorem 3 . 17 .  The entry j in the fonn colunm indicates that 

(15) detennines Z (o )  (/Y) as being of fonn j and that algorithm 3 . j  was 

used to calculate Uf . The entry * in the fonn column indicates that 

D = - s  2 , 2 1 s and that Uf has been calculated as in (ii) above . The 

rational integers a ,  b ,  e ,  f are the coefficients of two Z ( o)  integers 

a = (a+b o) /c ,  S = (e+fo ) /c 

and a , S are the coefficients of a Z (�) integer 

a + s lY- form 1 

(a + s ir) 12 form 2 

A =  a + ( S/Y2) 1Y fonn 3 

(a + ( B/Y 2 ) I:Y) /2 fonn 4 

(a + s ls/2 )/2  form * 

where Y2 = (s , f1) t .  We have 

{ :/A* 

if I NQ (A) j = 1 
u
f = 

if I NQ (A) j > 1 
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TABLE 3 . 3  Uf for Q(� , - 99 � D � - 1  

D d st form a b e f N 0 ( A )  
- 1  - 1  1 1 - 1  - 1  - 1  0 i 
-2 -2 1 1 - 1  1 0 1 - 1  

-3 -3 1 1 - 1  1 1 1 1 

-4 not a quartic field 
-5 -5  1 1 2 1 2 0 - 1  

- 6  - 6  1 1 1 -4  -4 -2 1 

-7 -7 1 2 3 - 1  - 1  - 1  1 

-8 see D=-2 ( conjugate field ) 
-9 - 1  3 1 1 1 1 0 -i 

- 1 0 - 1 0  1 1 27 1 1 2  -3  - 1  

- 1 1  - 1 1  1 1 -9 5 3 3 1 

- 1 2  -3 2 1 -2 4 2 2 1 

- 1 3  ..: 1 3  1 1 -86 3 -28 1 0  - 1  

- 1 4  - 1 4  1 1 - 1 3  2 -2 2 1 

- 1 5  - 1 5  1 2 1 4  -2 2 -2 1 

- 1 6  see D=- 1 

- 1 7  - 1 7  1 1 - 1 6  - 1  
" 

-7 1 1 

- 1 8  -2 3 1 -3 -2 -2 0 1 

- 1 9  - 1 9  1 1 8 1 1 5 - 1 39 5  689 - 1 1 03 1 

-20 -5 2 4 1 1 2 0 - 1  

-2 1 -2 1 1 1 1 -24 -36 -8 1 

-22 -22 1 1 -9 1 1 67 -267972 -440 1 40 -8 1 1 46 1 

-23 -23 1 2 1 9  7 1 7  1 1 

-24 -6 2 4 - 1 90 - 4 0  - 1 84 24 1 

-25 - 1  5 1 0 -3  - 1  - 1  1 
-26 -26 1 1 - 1 25 1 7  - 1 2  1 3  - 1  

-27 see D=-3 ( conjugate field ) 
-28 -7 2 1 - 1 2  2 -2 2 1 

-29 -29 1 1 -330206 - 1 8 9 7 09 - 4 1 1 9 1 2  -39 1 22 - 1  

- 3 0  -30 1 1 -74879 -2 1 0 1 2  -57 39 6  -22 1 8  1 

- 3 1  - 3 1  1 2 -4398 3 38 -754 3 38 1 

-32 see D=-2 

-33 -33 1 1 67 32 74 6 1 

-34 -34 1 1 -33 8 4 4 1 

-35 -35 1 1 527 65  265 -1 1 

-36  - 1  6 * 1 - 1  1 - 1  i 
-37 -37 1 1 -57 1 878 -7 1 847 -289258 6 3 5 6  - 1  

-38 - 38 1 1 24667022 -2994 1 69 1 7 68526 - 1 992368 -2 

-39 -39 1 2 -35 5 - 1  3 1 

-40 - 1 0 2 4 -26 6 -4 8 - 1  

- 4 1  - 4 1  1 1 - 1 55 8 -29 9 - 1  

-42 -42 1 1 1 . -2700 -4860 -750 1 

-43 -43 1 1 -808232 1 - 1 5 1 2 339 -497022 1 -772 6 1  1 

- 4 4  - 1 1  2 1 1 90 1 0  • -20340 - 1 3302 - 7 1 58 1 
- 4 5  -5 3 1 6 - 1  1 - 1  1 

- 4 6  -46 1 1 -45 - 1 4  -38 -2 1 

-47 -47 1 2 2 1 6 1 346  - 4 1 5 38 0 6  -7 1 06826 - 1 20 6 9 1 8  1 

-48  see D=-3 

-49 - 1  7 1 -2 -2 - 1  0 i 
- 5 0  -2 5 1 -23 - 5  - 8  3 - 1  

Cont ' d  . . .  
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TABLE 3 . 3  (cont ' d) 

D d st form a b e f N0 ( A )  
- 5 1  - 5 1  1 1 767 2 1 7  6 1 3  29  1 

-52 - 1 3  2 4 3 - 3  - 4  - 2  - 1  

-53  -53 1 1 - 1 1 4662 -3 1 9  -30658 4044  - 1  

-54 see D=-24 ( conjugate field ) 
-55 -55 1 2 5 1  3 1 9  - 1  1 

-56 - 1 4  2 4 2 1 6  32 8 1 
-

-57 -57 1 1 -3647 2408 3740 7 4 4  1 

- 58 - 58 1 1 62 1 23 204 - 1 5  - 1  

-59 -59 . 1 1 - 1 67 43 1 5  -64282 1 - 1 68 6939 - 1 08393 -2 

-60 - 1 5  2 1 - 8  -2  -4 0 1 

-6 1 - 6 1  1 1 - 1 1 6 682 9525 - 1 0700 6 1 90 - 1  

-62 -62 1 1 1 1 6  32 4 1 

- 6 3  -7 3 2 -32 - 1 2  - 1 6  0 1 

- 6 4  not a quartic field 
-65 -65 1 1 8 1 4 0 - 1  

- 6 6  -66 1 1 1 - 1 6  -32 - 4  1 

-67 -67 1 1 1 77 1 72 1  -208 52 1 1 604 1 - 1 05033 -2 

-68 - 1 7  2 4 8 2 8 0 - 1  

-69 -69 1 1 5343 -4790 -84 5 1  - 1 3 3 3  3 

-70 -70 1 1 -73347 1 1 9 9 - 1 1 1 894660 -408 1 6 4940 - 5922834 1 

- 7 1  - 7 1  1 2 -67 - 1 27  -277 - 2 9  1 

- 72 see D=- 1 8  ( conjugate field ) 
-73 -73 1 1 - 1 27749 -28800 -90430 -3350 1 

-74 -74 1 1 475  -7 1 00 - 1 5  - 1  

-75  -3 5 1 - 1 3  5 - 1  3 1 

- 7 6  - 1 9  2 1 -4254 1 020 46  4 7 8  1 

-77 -77 1 1 - 342 49 2 1  2 1  1 

- 7 8  - 78 1 1 - 53 1 3  - 6 0689 - 1 28796 - 1 4297 3 

-79 -79 1 2 -225 1 46974 1 82894 1 0  - 1 4844424 1 0345896 t 

-80 see D=-5 

-8 1 see D=- 1 

- 82 -82 1 1 -647 -297 -784 - 5 3  - 1  

-83 -83 1 1 - 1 72243 4 1 567 48365 1 4 1 67 -2 

-84 -2 1 2 4 1 70 - 1 0  58 -22 1 

-85 -85 1 1 -854 9942 -96399 -2 1 98074 1 9 3 5 1 6  - 1  

-86  -86 1 1 - 7 5708867722 - 1 06078 58429 -4042 1 693626 - 5 6 7 485420 -2 

-87 -87 1 2 62 -2 1 0  -2 1 

-88 -22 2 4 - 1 5 1 4 5854 1 0 349976 1 542 1 928 6269960 1 

-89 -89 1 1 - 5 1 0642 32360 -47277 1 99 1 1 -2 

-90 - 1 0  3 1 -79 36  8 1 4  1 

- 9 1 -9 1 1 1 8 1 083  3 3777 9233 1 5787 1 

-92 -23 2 1 -44  -526 -586 - 1 1 8  1 

-93  -93 1 1 24809 1 9  - 1 55458 223542 - 9 3 9 7 6  - 3  

- 9 4  -94 1 1 -9 1 1 7 2 -2066 2 1 4  1 

-95 -95 1 2 -8496 1 9 1 6  263245 1 2  3887 0 1 4 4 7 9 3 6 624 1 

-96 see D=-6 

- 97 -97 1 1 9 1 72224 - 1 1 5 36 09 -493 3 3 1  - 4 6 9 7 6 3  1 
-98 -2 1 1 -91 5 6  -4 28 1 
-99 - 1 1  3 1 35 1 5  1 9  1 1 

t ( -7+ 8) /2 
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If IN0 (A) I > 1 then A is the relative minimum at the midpoint of an even 

length period of M( IY) and U f = Aq . We have only resorted to this fonnat 

in those cases where the coefficients of Uf are too large for the table . 

This canpletes our own work on tmits of type I quartic fields . We 

finish off this section by noting same of the existing literature which 

is relevant to this area of work . We begin with several results which 

are specific to certain subtypes of the type I quartic fields . 

In chapter two section five we noted two such specific methods , that 

is the Z (o ) CF algorithm and Arnara ' s  [ 1981]  algorithm. Amara ' s  algorithm 

applies to type I quartic fields of the '£onn Q (o) (h) where h (d) = 1 . 

The algorithm is guaranteed to find Uf in all such cases although some of 

the more practical detai ls are only developed for Euclidean Q (o ) . The 

Z ( o ) CF algorithm (and variations) can be used to calculate units of type 

I quartic fields Q(o) (/Y) when Q( o )  is Euclidean . Lakein [ 1971 , 1974 , 

1975 ] shows that Z (o )CF algorithms are remarkably successful in 

calculating Uf when d = - 1 ,  - 3  but notes that there is little theoretical 

work to back up these observations . (The exception being the work by 

Stein [ 19 2 7 ]  on the algorithm of J .  Hurwitz [ 1902 ] which applies when 

d = - 1 and is guaranteed to find at worst U�) .  Recall that algorithms 

3 . 1 ,  3 . 2  are guaranteed to find Uf for any type I quartic field Q (o) (IY) 

for which h(d) = 1 and so the performance of our algorithms canpares most 

favourably with the Z (o ) CF algorithm and Amara ' s  algorithm . Furthermore 

the application of our algorithms to the problem of finding fundamental 

units extends far beyond the case h (d) = 1 .  

We now note a result from the literature which applies t o  type I 

quartic fields of the fonn Q (r) = Q (o ) (�) where d1 is a square free 

rational integer. Note that Q (r) has three quadratic subfields 

Q (o ) , Q (fci]) , and Q(;a;) where d2 = dd1/ (d ,d1) 2 is a square free integer . 
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Since d < 0 we see that d1 ,d2 are of opposite sign . Thus Q (r )  has one 

real and two complex quadratic subfields . Without loss of generality 

we can assume d1 > 0 ,  d2 < 0 ,  and l d l < l d2 1 .  Results (a) , (b) , (c) 

below are basically given in Buel l  et al [ 1977 ]  although they credit 

Kuroda [ 1943 ]  and Kubota [ 1953 ]  as being largely responsible for results 

(a) , (b) . ( In the following results E (d1) ,  o 1 , w1 are the obvious 

integers of Q (lci;-_) and Uf as usual denotes a ft.mdamental unit of Q (r )  

satisfying I Uf l > 1) . 

(a) 

(b) 

I f  N( E  (d1) )  = - 1 then we can take Uf = E (d1) 

I f  N ( E  (d1) )  = 1 then we can take 

{ 2 �� E (d1) if gE (d1) = a ' a E Z ( o1 ) 
uf 

= 

E (dl) otherwise 

where 

= L if d = - 1  
g = 
{ 2 if  d = - 1  

� 
otherwise -d otherwise 

If  a exists then we have 

= 
{. ± ( l+i) a/2  

± a/ o  

if d = - 1 

otherwise 

(c) The existence of a in (b) can be detennined from the simple 

continued fraction expansion of w1 = (a1 , a2 , . . .  , ar+l) .  (See 

chapter one section three) . We have 

a exists 

if and only if 
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Thus to detennine Uf we expand w1 using algorithm 1 .  2 nnti l  the midpoint 

of a period is reached. I f  at this midpoint we have Pk+1  = Pk (even 

length period) and N (pk_ 1-qk_ 1w1) = ±g , that is Qk/Q1 = g ,  then we can 

take a =  pk_ 1-qk_ 1wi and 

U = 
{ (1 +i ) a/2 

f a/o 

d = - 1  

otherwise 

In all other cases we can take Uf = E (d1) .  

Although our algorithms can be used to calculate Uf for this type 

of field it is clear that the above method is far more efficient . 

To finish this brief look at the case Q (o) (�) we note two final 

points . Firstly lemma 6 of Buell  et a l  [ 1977 ]  (when corrected) gives 

the result that if (d ,d2) > 2 or (d ,d2 ) = 2 ,  d1 t 3 (mod 4) then a in (b) 

above does not exist , that is we can take U f = E ( d1) . (Lemma 6 wrongly 

excludes the case (d ,d2) = 2 ,  d1 = 3 (mod 4) ) . Secondly Nagell  [ 196 1 ,  

p36 1 ]  notes that 2E (d1) = a2 , a E Z (o 1) i s  impossible when d1 = 1 (mod 4) 

since <2> is not the square of a Z (o1 ) ideal . (See theorem 1 . 3) . 

This result clearly extends to the case 2 1  d ,  d1 = 1 (mod 4) . That is 

gE (d1) = -dE (d1) = a2 is impossible when 2 J d , d1:: l (mod 4) .  Thus if 

d1 :: 1  (mod 4) and either d = - 1 or 2 J d  then we can take Uf = E (d1) .  

Results and methods of a more general nature have also been applied 

to the problem of calculating fundamental units of certain type I 

quartic fields . We note two such methods . Szekeres has indicated 

(verbally) that his algorithm (Szekeres [ 19 70 ] )  has been applied to the 

problem of calculating units of fields of the form Q (� , -D E Z+ . 

However no details are as yet avai lable . Secondly Shanks [ 1977 ]  in a 

brief note concerning a table of Ljnnggren [ 1934 ] indicates that he is 

able to calculate fundamental tm.i ts of fie lds of the fonn Q (�) , D E Z ,  
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(and also other unspecified fields) by making use of the fact that the 

corresponding ' 'Dedekind zeta functions are expressible in tenns of 

Epstein zeta functions". Further details are not available .  Whether 

or not these methods are applicable to more general type I quartic fields 

is not clear. 

Finally we note that the literature contains a number of algorithms 

which are designed to calculate units of arbitrary degree fields and 

which could therefore be applied to the problem of calculating 

ftmdamental units of type I quartic fields . (See also the comments 1n 
the first few paragraphs of chapter two section five) . However in spite 

of their apparently general nature we often find that these methods have 

had their main application in cubic fields and their value in fields of 
higher degree (type I quartic fields in particular) is generally not at 

all clear . Note also that such algorithms generally suffer the drawback 

of not being able to take advantage of the specific properties of the 

various types of fields to which they are applied . 

To conclude we note that our algorithms appear to be as successful 

as any in calculating fundamental units of type I quartic fields . How­

ever there is of course room for much improvement especially for the 
form 3 and form 4 cases . The suggested generalization of M (IY) noted 

earlier in this section would be a significant step in this direction 

and would result in a far more unifonn and efficient approach to the 

problem of calculating ftmdamental units of type I quartic fields . 
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S ECTION TH R EE 

U N ITS OF TY P E  l i b Q UART I C  FIE LDS 

We finish this chapter by noting a connection between type l ib 

quartic fields and type I quartic fields which enables us to use the 

results of the previous section to calculate fundamental systems of 

units for type lib quartic fields . This connection is a generalization 

of the special case noted by Parry [ 1980] which relates the type lib 

quartic field Q(�) to the type I quartic field Q (�) where D is a 

fourth power-free non-square positive rational integer . 

We begin with same notation. 

DEFINITION 3 .  3 

Let Q (o) (IY) be any type I or type l ib quartic field. For 

A = a +  slY E Q (o) (/Y) we define 

A* = a - BIY . 

A'  = a' +  B '  ff 

A* ' = A' * = a' - B ' R 

A* , A' , A' *  are of course the conjugates of A with respect to the 

extension Q (o) (IY) of Q.  

Throughout the rest of this section we shall assume that 

11 

Q (r) = Q (o) (IY} is a type I Ib quartic field . (We shall use Q (o1) (IK) 
to denote the relevant type I quartic field) . Thus Q (o) is a real 

quadratic field and Y is a non-square rational square-free Z (o)  integer 

for which Y ,Y ' are of opposite sign. Note that Q (o) (/Y) ,  Q (o) (IY') 

are isomorphic fields . Therefo�e without loss of generality we can 

assume Y > 0 ,  that is Q (o) (IY) is a real field . Note that for 

A = a +  Bff E Q (o) (/Y) we therefore have 
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Ai = a' + B '  R = a' - B '  lfi = A* ' (16) 

since a' , 8 '  E R  and R = ! lfi ! i . 

In theorem 3 . 11 we noted the basic structure of the unit group of 

Z (o) (/Y) . The following theorem which is basically taken from Nagell  

[1961 ] gives a more detailed result .  

TIIEOREM 3 . 19 

Let Q (r) = Q(o) (IY) ,  Y > 0 ,  be a type lib quartic field.  Then 

Z (o) (/Y) contains units satisfying 

UU* = 1 

Such units also satisfy 

U 'U ' *  = 1 ,  I U ' I = I U ' * I = 1 

(17) 

(18) 

There is a unique unit u1 E Z (o ) (IY) satisfying (17) which also satisfies 

u1 > 1 ,  u1 minimal . The units of Z (o) (IY) which satisfy (17) are 

precisely those units of the form 

U = ±t{, k E Z 

A fundamental system of units for Z (o) (IY) is given by 

if k(d) E Q (r) (that is Q (r) = Q (k(d) ) )  

or {s (d) , /s (d) U1 } if /s (d) U1 E Q(r) 

otherwise 

(s (d) is the fundamental unit of Q (o) ) . 

PROOF 

With the exception of (18) these results are given by Nagel l  [ 1961 , 

section 2 . 1 2 ] . The results in (18) are simple consequences of (16) and 

(17) . // 
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We now give the main result of this section which shows that the 

unit u1 in theorem 3 . 19 can be calculated from a fundamental unit of a 

certain type I quartic field . This result is the generalization of the 

result in Parry [1980 ] which was noted at the beginning of this section.  

THEOREM 3 . 20 

Let Q (r) = Q (o ) (/Y) , Y = (a+bo) /c > 0,  be a type I Ib quartic field 

with u1 the unit described in theorem 3 . 19 .  Let 

2 + N (Y) = m  d1 , m E  Z , d1 E Z ,  d1 square-free , o1 = Id} 
Then Q (o1) is a complex quadratic field . Let 

2 {2 if 4 1  (2a/c + 2mo1) 
K = (2a/c + 2mo1) /£ , £ = 

1 otherwise 

Then K is a non-square rational square-free Z (o1) integer . Let 

Uf ' j Uf l > 1 ,  be a fundamental unit of the type I quartic field Q (o1) (A0 .  

Then 

PROOF 

Since N (Y) < 0 we have d1 < 0 and so Q(o1) is indeed a complex 

quadratic field . Since c j Z  it is clear that K is a Z (o1) integer . 

Note that IK' = ff = R. By squaring it is easily checked that 

£1K = IY + R ,  £1K' = .fY - R (19) 

Using (19) it is not difficult to check that K is rational square-free . 

( If  p2 j K  then p2 j Y  which contradicts the fact that Y is assumed to be 

rational square-free) .  Furthermore if IK E Q (o1) then lk' E Q (o 1) and 

so from (19) we have If E Q (o1) .  This implies Q (o ) (IY) = Q ( o ) ( o1 ) 

which contradicts the fact that a type l ib quartic field does not have 

a complex quadratic subfield .  Thus K i s  non-square and rational 



square-free and Q (o1) (1K) is a type I quartic field. Note that 

B E  Q (o1) (iK) implies B '  = B. 

Suppose A = a + SlY E Q (o) (/Y) . Then B = M' satisfies 

B = (a+S/Y) (a' +S '  IY' )  

= N (a) + N (S) YN(Yj + aS ' R + a' slY 

= N (a) + N ( S)mo1 + 
(as ';a' S) (IY+ /?) 

- Cas ' -a ' s ) err- R J 
2 

(a S' +a' S ) r (aS' -a' f3 )  r; = N (a) + N (S)mo1 + 2 .2-YK - 2 UK ' 

= N (a) + N (S)mo + ( (aS ' +a' S ) - (aS ' - a' f3 )  �K)\ R, /;; 
1 2 2 K  J 

Now N (a) ,N (S) , aS ' + a ' S E Q ,  and 

2 aS ' - a ' S = eo , e E Q ,  iN(K) = Z j b j o/ct 

Thus (aS ' - a ' S) YN(i<) E Q and it is now clear that 
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that is B E Q(o1) (1t<) . Furthermore it is not difficult to check that 

B* = e - .AIK = (a- SlY) (a ' - S ' IY' )  = A*A' * 

(This result is not quite as trivial as it may appear since B ,  A, A' 

belong to distinct quartic fields) . 

Now suppose B = e + .AIK E Q (o1) (IK) . Then in a similar manner to 

the above we have C = BB ' = BB = 1 B i 2 satisfies 

= n + -r/Y, n , -r E Q (o )  



that is C E Q (o ) (IY) .  Once again it is easily checked that 

C* = n - -r/Y =  (e -A./K) (8 1 - A. 1 1K') = B*B 1 *  
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We now use the results of the previous two paragraphs to obtain the 

main result of the theorem . We have 

Since Uf is a unit of Q (o1) (1K) and U£ is a unit of Q (o1 ) (1K' )  it 

follows that U is a unit of Q (o) (/Y) . Note that 

UU* = u u I U* u I * = N (U ) (N (U ) ) I = 1 f f f f 01 f 0 1 f 

and that U = !Uf l 2 > 1 .  Therefore by theorem 3 . 19 we have U = � , n E  Z+ . 

We also have that u1ul is a unit of Q (o1 ) (1K) and so u1ul = �U� , k E Z ,  

� a root of unity . Therefore 

UU1 = (U U 1  )n = �nttn 1 1 f 

2 Since I U 1 1 = 1 (see theorem 3 . 19) and U = ! Uf l we have kn = 2 , that is 

n E {1 , 2 } .  

The basic procedure for finding a fundamental system of units of 

Q (f) is therefore as follows . 

ALGORI'lliM 3 .  5 

A fundamental system of units for the type l ib quartic field 

Q (r) = Q (o) (/Y) ,  Y = (a+bo) /c > 0 can be found as follows . 

1 Calculate E (d) using the simple continued fraction algorithm 

(see chapter one section three) 

2 Set K = ( 2a/c+2mo1) /t2 as in theorem 3 . 20 

3 Use the appropriate algorithm of section two to calculate Uf for 

the type I quartic fie ld Q (o 1) (�) 

I/ 



4 Calculate u1 for Q (r) (see algorithm 3 . SA below) 

5 I f  lE (d) E Q (r) (see algorithm 3 . SB below) then a fundamental 

system of units for Q (r} is_ {/£ (d) ,U1 } and we stop 
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6 I f  l£ (d) U1 E Q (r) (see algorithm 3 . SC below) then a fundamental 

system of units for Q (r) is {E (d) , IE (d)U1 } and we stop 

7 A fundamental system of units for Q (f) is {£ (d) , u1 } 

8 Stop 

I t  therefore remains to explain steps 4 , 5 ,  6 in greater detail . 

I/ 

To simplify the presentation of the necessary results we shall normally 

write integers of Q ( o) ( fi) in the form 

(a+S/IY) /2 , a E Z (o ) , S E I (l ,Y) , a2 :: S2/Y (mod 4) 

That is we take Y1 = l ,Y2 = Y in theorem 3 . 2  and s implify (S/Y2) 1Y  to 

S/IY .  However in some cases where 2 l a ,  2 I S  we shall cancel the factor 

2 .  The fact that Z (o ) (/Y) may be of one of the simpler forms given in 

definition 3 . 2  is irrelevant as far as the calculations required by steps 

4 ,  5 ,  6 are concerned. In fact we shall not even need to know I (l ,Y) .  

The ideas presented below are much the same as those used in 

algorithms 3.3 ,  3 . 4 .  We begin with a result which basically corresponds 

to theorem 3 . 16 .  This result i s  used in each of steps 4 ,  5 ,  6 .  

lliEOREM 3 • 21 

Let Q (r) = Q (o) (/Y) ,  Y > 0 ,  be a type l ib quartic field with 

A =  (a+S/IY) /2 E Z (o ) (IY) , a =  (e+fo ) /c ,  S = (m+no) /c E Z (o) . Then 

e = c (A+A*+A' +A' ) /2 ,  f = c (A+A* - (A' +A' ) ) /28 

m =  c ( (A-A*) /V +  (A' -A ' ) IY' ) /2 ,  n = c ( (A-A*) /Y- (A' -A ' ) .fi') /2 o  
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PROOF 

The result follows easily from definition 3 . 3  and (16) . 11 

The calculation of u1 required in step 4 of algorithm 3 . 5  is based 

on theorem 3 . 21 plus the following result .  

1HEOREM 3 . 22 

Let Q(r) = Q(o ) (/Y) , Y > 0 ,  be a type lib quartic field with 

u1 ' 01 ' uf as in theorem 3 . 20 .  Then ui = u�1 and 

PiroF 

either ul 

or ul 

= I Uf l ' 
2 = IUf l ' 

Ul_ = sAif N0 (Uf)ui , s E {-1 , 1 }  
1 

Ui = Uf N0 (U£) U£1 
1 

The expressions for ui ' u1 follow directly from theorems 3 . 19 '  3 .  20 . 

To prove the result for Ui we first note that for U = Uf U£ we have 

U1 = UfU£* · This result is proved using the same approach as in the 

proof of theorem 3 .  2 0 .  Now U£* = U£ , Uf U£ = N0 (Uf) and so 
1 

u I = u U* I = u N cu ) u-1 
f f f 01 f f 

The possibilities for Ui now follow easily since (Ui) 2 = U1  if 

u2 = I U  1 2 = U and U 1  = U 1  if U = IU 1 2 = U 1 f 1 1 f . 

Thus to find u1 we first test 

with s = 1 to see if e ,  f, m, n in theorem 3 .  21 are rational integers . 

If this test is successful then u1 = I Uf l and e ,  f ,  m ,  n give the 

coefficients of u1 • If the test fails then we try s = - 1 .  Finally 

if both s = 1 ,  s = - 1 fail to produce u1 then we can conclude that 

11 
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u1 = 1 Uf l 2 and the coefficients of u1 are obtained by taking 

in theorem 3 .  2 1 .  A more precise statement of these ideas is  given in 

the fol lowing algorithm. 

ALGORI1HM 3 .  SA 

The calculation of u1 required in step 4 of algorithm 3 . 5  can be 

carried out as fol lows . 

1 Set x = I U f I , y = k f 0 (U f) U£ 1 , s = 1 
1 

2 I f  e = c (x+x- 1+s (y+y) ) /2 t Z go to 7 

3 I f  f = c (x+x- 1 -s (y+y) ) /2 <5 $ Z go to 7 

4 I f  m =  c ( (x-x-1) /Y+s (y-y) IY') /2 t Z go to 7 

5 I f  n = c ( (x-x- 1) /Y-s (y-y) IY') /2<5 f Z go tp 7 

6 We have u1 = (a+s/IY) /2 , a = (e+£0) /c , B = (m+no) /c and we stop 

7 I f  s = 1 set s = - 1 and go to 2 

8 I 1 2 -1 Set X = uf ' y = Ufo CUf)Uf ' s = 1 ,  go to 2 
1 

The testing of whether or not /E (d) E Q (r) required in step 5 of 

algorithm 3 . 5  is generally much simpler than the calculation of u1 . 

THEOREM 3 .  2 3 

Let Q (r) = Q (o) (IY) , Y > 0 ,  be  a type l ib quartic field. I f  

IE (d) E Q (r )  then N ( E (d) ) = - 1 ,  N (Y) = -k2 with k E z ,  and 

/E (d) = B/IY, B E Z ( o) 

(IE (d) ) * = - /E (d) 

(/E (d) ) ' = si/IE (d) ,  s E { - 1 , 1 } 

11 
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PROOF 

Suppose IE (d) E Q (r) . Then Q(r) = Q (o )  (/E (d) ) .  Now as was noted 

following theorem 3 . 1  this implies YE (d) = 82 , 8 E Z (o) . Since N (Y) < 0 

the conditions which N (E (d) ) , N (Y) must satisfy are clear . Since 

82 = ( - 8) 2 we can choose 8 so that lE (d) = 81/Y and the form of (lE (d) ) * 

follows trivially. Note that 

and so (IE (d) ) '  = siE (d) ' with s E  { -1 , 1 } .  Since N (E (d) ) = - 1  we have 

IE (d) ' = M(E (d) ) IE (d) = iiiE (d) . 11 

Thus to check .if IE (d) E Q (r) we first check N(E (d) ) ,  N (Y) . I f  

these norms satisfy the required conditions then we test 

A = l€(ci), A* = -A, A' = -A' = silk (d) 

to see if m,n in theorem 3 . 21 are rational integers . Note that we can 

ignore e , f  in theorem 3 . 21 since we wil l  find e = f = 0 regardless of 

whether or not IE (d) E Q (r) . 

ALGORITIM 3 .  5B 

The testing of whether or not IE (d) E Q (r) required in step 5 of 

algorithm 3 . 5  can be carried out as fol lows . 

1 If N (E (d) ) = 1 or N (Y) r -k2 , k E Z then IE (d) E Q (f) and we stop 

2 Set x = IE (d) , y = ilx ,  s = 1 

3 If m =  c (xv'Y + sy/Y') ·� Z go to 6 

4 If n = c (xff- syff) lo f Z go to 6 

5 We have lE (d) = 81 IV E Q (r) , 8 = ( (ml2 )  + (nl2) o) I c and we stop 

6 If  s = 1 then set s = - 1  and go to 3 

7 We have lE (d) f: Q (r) and we stop 11 
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Note that since theorem 3 . 21 uses the form A =  (a+S//Y) /2 the 

coefficients in steps 3 ,  4 will  be those of 28  when e: (d) = 8//Y E Q (r) . 

This is the reason for the division by 2 in step 5 .  

The testing of whether or not /e: (d)U1 E Q(f) required in step 6 of 

algorithm 3 . 5  is similar to the previous two cases . 

THEOREM 3 .  24 

Let Q (r) = Q (o) (/Y) , Y > 0 ,  be a type IIb quartic field with u1 as 

in theorem 3 . 19 .  If  /e: (d)U1 E Q(r) then 

PROOF 

Suppose U = /e: (d) U1 E Q (r) . Nagell [ 1961 , p363] gives the first 

result and the second result follows from the relationship 

ALGORITIM 3 .  SC 

I/ 

The testing of whether or not le: (d)U1 E Q(r) required in step 6 of 

algorithm 3 . 5  can be carried out as follows . 

1 Set x = /e: (d)U1 , y = N (e: (d) ) e: (d) /x , z = /e: (d) ' Ul ' s = 1 

2 If e = c (x+y+s (z+z) ) /2 ( z go to 7 

3 If f = c (x+y-s (z+z) ) /26 ( z go to 7 

4 If m =  c ( (x -y) /Y+s (z - z) R)/2 f Z go to 7 

5 If n = c ( (x-y) IY-s ( z - z) R ) /2 6  f Z go to 7 

6 We have /e: (d)U1 = (a+S/IY) /2 E Q (f) , a =  (e+fo) /c ,  S = (m+no) /c 

and we stop 
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7 I f  s = 1 then set s = - 1  and go to 2 

8 We have IE (d)U1 t Q (f) and we stop 

This completes the testing procedures required by algorithm 3 . 5 . 

I/ 

Note that in practice we must adopt the same approach as in algorithms 

3 . 3 ,  3 . 4 as far as the calculation of e , f , m, n  is concerned. That is 

sufficient precision is used so as to ensure that these quantities are 

correct to at least 3D and initial decisions are based on whether or 

not the results are rational integers to within rmmding error . As a 

final check we add the fol lowing norm tests . 

Algorithm 3 . 5A If x = IUf l when step 6 is reached then check that we 

have 

2 2 U U* = (a - B  /Y) /4 = 1 1 1 

Note that this check is not required when x = 1 Uf l 2 
since I U£ ! 2 is always a unit of Q (r) . 

Algorithm 3 . 5B If step 5 is reached then check that we have 

2 B = YE (d) 

Algorithm 3 . 5C If step 6 is reached check that we have 

Note that the calculations required by algorithm 3 . 5  involve 

O(tn ( IUf i E (d) ) )  precision arithmetic and so rnultiprecision arithmetic 

is required when IUf l or E (d) is large . 

The results of this section are now illustrated in the fol lowing 

example . 

EXAMPLE 3 . 6  

(a) Let Q(r) = Q (�) .  Then Q (r) = Q(o) (IY) where o = 182 ,  



Y = o . We calculate a ftmdamental system of tmits for Q (r) using 

algorithm 3 . 5 .  

2 04 

The s imple continued fraction algorithm gives e: (82) = 9 + o .  We 

have a = O , c = l , N (Y) = - 8 2  and so K = 2o1 , o1 = l-82 . Thus 

Q (o1) (1K) = Q (V-328) . Using (15) we determine � (o1) (1K) as being of 

form 4 . We therefore use algorithm 3 . 4 to calculate 

Algorithm 3 . 5A is now used to calculate u1 for Q(r) . The possibility 

u1 = I Uf l is rejected since 

e � 1 3 . 495 E Z for s = 1 

e � 1 2 . 079 t Z for s = - 1  

in step 2 of algorithm 3 . 5A. Consequently j u1 j = j Uf l 2 and steps 2 ,  3 ,  

4 , 5 give the coefficients of u1 . We have 

u1 = ( (326+360) + (984+108o ) /IY) /2 

Since N (Y) r - k
2

, k E Z algorithm 3 . 5B concludes le: (82) t Q (r) . We 

therefore apply algorithm 3 . 5C .  For s = l  we find e � 54 . 332 � Z .  

However for s = - 1  we find 

e � 54 . 00 0 ,  f � 6 . 000 , m �  164 . 000 , n � 18 . 000 

A norm check confirms that this is indeed a unit of Q (r) and so we have 

/e: (82 )U1 = ( (54+68) + (164+188) //Y)/2 E Q (r) 

Thus {e: (82 ) , le:(82)U1 } is a ftmdamental system of units of Q (r) . (This 

system is equivalent to the system {U1 , �(82) -1U1 } given by Lj unggren 

[1934 , p15] ) . 

(b) Let Q (r) = Q (o ) (/V) with o = 1221 , Y = -6 + 46 .  We have 

e: (221)  = (15+8 ) /2 . Now N (Y) = - 3500 = - 35 . 102 
and so we set 



K = - 3  + S o1 , o1 = 1-35 (note that t = 2 )  

In example 3 .  2b  we saw that for Q ( cS 1) ( /Z) we can take 

Algorithm 3 . 5A shows that 

u1 = j uf l 2 = ( (5 1438+34606) + (376100+253006 )/IY) /2 
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Since N ( E (221) ) = 1 algorithm 3 . 5B concludes IE (221) � Q(r) . Finally 

algorithm 3 . 5C shows that IE (221)U1 � Q (r) . Thus { E (221) ,U1 } is a 

fundamental system of units for Q (r) . # 

We finish this section by briefly noting several relevant results 

from the literature . Ljunggren [ 1934 ] gives a table which contains 

the unit u1 for many of the type I Ib quartic fields Q (�) with D E  Z+ , 

1 < D < 100 . This unit plus either E (d) or �(d) - 1u1 (d being the 

square- free kernal of D) form a fundamental system of units of Q ('YD) . 

However it is not clear how Ljunggren has calculated many of these 

units . Shanks [ 19 7 7 ]  gives several corrections to Ljunggren ' s  table . 

(See also the comments in the final paragraphs of the previous section) . 

It is not clear if Shanks ' method is applicable to more general type 

I Ib quartic fields . 

The Jacobi-Perron Algorithm (see Bernstein [ 19 71] ) has limited 

success in calculating units of type I Ib quartic fields . Works such 

as Bernstein [ 1977 ]  (summarising the work of various authors) and Frei 

and Levesque [ 1979 ]  list explicit units for a number of infinite 

classes of algebraic fields which include same type I Ib quartic  fields 

of the form Q(�) , D  E Z+ . ( In same cases these units are obtained from 

the Jacobi -Perron Algorithm) . However this type of result only deals 

with a very small subset of the set of type I Ib quartic fields . 
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We also note that general algorithms such as those of Billevic 

(see Steiner and Rudman [ 19 76 ] )  and Berwick (see Rudman and Steiner 

[ 19 78 ] )  can be used to calculate units of type l ib quarti c  fields . 

To conclude we note that it  is quite probable that a direct 

approach to calculating fundamental systems of units of type l ib quartic 

fields (rather than via type I quartic fields )  will be more efficient . 

However we have presented the ideas in this section as an interesting 

side i ssue (and bonus) to the main thrust of this thesis , that i s  the 

calculati on  of units of type I quarti c  fields . 



ADDENDLM 

It has been pointed out by the overseas examiner that 

BUCHMANN , J .  [ 19 8 2 ]  
Zahlengeometrische Kettenbrucha lgorithmen Zur 

Einheitberechnung. Inaugural Dissertation , Zur 

Erlangung den Doktorgrades der Mathematisch 

Naturwis senschafl ichen Fakultat der Univers i tat 

zu Koln , Koln 

covers work of a s imi l ar nature to that covered in this 

thes is . When thi s  work b ecomes avai lable I intend to make 

a comparison of the two works . 

Nevi l le Jeans 
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