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v Abstract

Abstract

This thesis describes the development of image processing algorithms to achieve
industrial remote activity monitoring. The design of such algorithms is constrained by
the requirement that they must be implemented in real-time on a cost effective digital
signal processor (DSP). A review of the literature revealed that two viable
alternatives were available. These are JPEG, a well established lossy block-based
image compression algorithm and methods using wavelets. A suitable family of
wavelets was identified as the biorthogonal-7.9, the coefficients indicating the number
of taps in the quadrature mirror filters at the heart of the transform. Data compression
is then achieved through the construction of zerotrees followed by sequential baseline
coding. The two candidate algorithms were then systematically compared for
recovered image quality and implementation cost at high compression ratios in the
range of 16:1 to 64:1. On this basis the wavelet approach was selected and its
implementation on a DSP studied. The architectural features of the Motorola 56303
DSP are presented and analysed. It is shown that the various components required for
the wavelet based algorithm can be efficiently mapped onto the DSP architecture.
Motion detection and image watermarking algorithms were designed and co-
operatively implemented with the compression algorithm. A new method of
watermarking highly compressed images was developed and this algorithm has been
named the Image Authentication Watermark. A new way of representing optimal
Huffman code tables has been developed to enable Huffman entropy coding to
perform competitively with the more complex arithmetic coding. A product of this
research is a smart digital camera that has been integrated into an automated video

surveillance system now in industrial production.

Keywords:
image processing, compression, watermarking, digital camera, digital signal

processor.
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Preface

It was in 1983 that I first became interested in computers and electronics, I was eleven
years old. My school had recently acquired a Sinclair ZX-81 (with a 16 kbyte RAM
expansion pack). Not many of my peers seemed interested in the chunky graphics that
could be produced by this home computer, but I was hooked. After some bargaining
with my parents, I was soon to be the owner of a series of home computers, each one

boasting more RAM and better (even coloured) graphics.

It was not until the final year of my undergraduate degree in 1993 that I did any
serious image processing or digital signal processor (DSP) work. Dr Wyatt Page, later
one of my supervisors, challenged the class to develop an image compression
algorithm in Matlab using many of the techniques described in this thesis (less
wavelets). I remember enjoying this programming challenge immensely. I suspect
that is why I ended up spending over three years of my working career back at Massey
University trying for the extra bonus marks in that assignment! I also enjoyed the
DSP related projects I worked on in my final year. The challenge of writing complex
algorithms in raw assembler language appealed to my sense of detail especially when

there were many demanding memory and processing constraints.

I worked as a software engineer for two and a half years and then jumped at the
chance to return to university to work on a project that would involve both DSPs and
image processing. The company I worked for gave me three years of “study leave”
and sponsored the project (and me). As I write this last part of this thesis, I am back at
work with the same company and I find it gratifying to know that the smart digital
camera is in commercial production. I guess it has the potential to make the owner of
the company rich (or richer) and that alone should keep me and my peers employed

for some time to come.

Nick Body, 9" October 2000
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