Copyright is owned by the Author of the thesis. Permission is given for
a copy to be downloaded by an individual for the purpose of research and
private study only. The thesis may not be reproduced elsewhere without
the permission of the Author.



DYNAMICS AND NUMERICS OF
GENERALISED EULER EQUATIONS

by

Xingyou (Philip) ZHANG

A Thesis Submitted to Massey University
In Partial Fulfillment of the Requirements
For the Degree of Ph.D in Mathematics

Palmerston North, New Zealand

2008

©Xingyou (Philip) Zhang 2008



Abstract

This thesis is concerned with the well-posedness, dynamical properties and
numerical treatment of the generalised Euler equations on the Bott-Virasoro
group with respect to the general H* metric , k > 2.

The term “generalised Euler equations” is used to describe geodesic equa-
tions on Lie groups, which unifies many differential equations and has found
many applications in such as hydrodynamics, medical imaging in the compu-
tational anatomy, and many other fields. The generalised Euler equations on
the Bott-Virasoro group for £ = 0, 1 are well-known and intensively studied—
the Korteweg-de Vries equation for £ = 0 and the Camassa-Holm equation
for k£ = 1. Unlike these, the equations for £ > 2, which we call the mod-
ified Camassa-Holm (mCH) equation, is not known to be integrable. This
distinction motivates the study of the mCH equation.

In this thesis, we derive the mCH equation and establish the short time
existence of solutions, the well-posedness of the mCH equation, long time
existence, the existence of the weak solutions, both on the circle S and R, and
three conservation laws, show some quite interesting properties, for example,
they do not lead to the blowup in finite time, unlike the Camassa-Holm
equation.

We then consider two numerical methods for the modified Camassa-Holm
equation: the particle method and the box scheme. We prove the convergence
result of the particle method. The numerical simulations indicate another
interesting phenomenon: although mCH does not admit blowup in finite
time, it admits solutions that blow up (which means their maximum value
becomes infinity) at infinite time, which we call weak blowup. We study
this novel phenomenon using the method of matched asymptotic expansion.
A whole family of self-consistent blowup profiles is obtained. We propose a
mechanism by which the actual profile is selected that is consistent with the
simulations, but the mechanism is only partly supported by the analysis.

We study the four particle systems for the mCH equation finding numeri-
cal evidence both for the non-integrability of the mCH equations and for the
existence of the fourth integral. We also study the higher dimensional case
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and obtain the short time existence and well-posedness for the generalised
Euler equation in the two dimension case.
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Bott-Virasoro group defined in Section 3.1
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The set of essentially bounded measurable functions on 2
The standard one dimensional Euclidean space

The standard n dimensional Euclidean space

The unit circle R!/27Z

The group of special orthogonal transforms in R™*!

Sobolev spaces defined in Section 2.1
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Chapter 1
Introduction

However sublime are the researches on fluids which we owe to
Messrs Bernoulli, Clairaut and d’Alembert, they flow so naturally
from my two general formulae that one cannot sufficiently admire
this accord of their profound meditations with the simplicity of the
principles from which I have drawn my two equations...

——L. Euler, 1752.

The Euler fluid equation for the perfect (ie, inviscid incompressible) fluid
has been one of the most attractive PDEs in the mathematical physics since
it appeared about 250 years ago. It can be derived from the conservation
of the mass and momentum of the fluid. However, V.I. Arnold [3] proposed
in 1966 a completely different perspective which says that the Euler fluid
equation can be viewed as the geodesic equation on some diffeomorphism
groups with respect to some invariant metric. Arnold’s approach has laid a
theoretical foundation to exploit a simple construction in Lie group to unify
various dynamical systems in mathematical physics. Now the term “gener-
alised Euler equations” (or Euler-Poincaré equations) are used to describe
the general geodesic equations on Lie groups.

The Korteweg-de Vries (KdV) equation and the Camassa-Holm (CH)
equation are two examples of generalised Euler equations. They can be
viewed as the Euler equations on the Virasoro group D*(S) (or on the diffeo-
morphism group Diff(S) for the limiting case) with respect to the L? metric
(ie H° metric) and H' metric respectively on its Lie algebra [64]. These
equations read

my + umgy + 2u,m = a@i’u

with m = u for the KdV equation and m = (1 — 9?)u for the Camassa-Holm
equation.



CHAPTER 1. INTRODUCTION 1.1. EULER FLUID EQUATIONS: A BRIEF HISTORY

My thesis mainly concerns the analytical and dynamical properties of
their generalised version (which we call the modified Camassa-Holm equa-
tion)

my 4+ umy + 2uym = ad>u  with m = (1—0*+ -+ (=1 0*)u, k€N,
(1.1)
with the following motivations:

e Mathematically, KdV and Camassa-Holm have some significant differ-
ences in dynamics. For example, the Camassa-Holm equation leads to
blowup in finite time for some initial values and admits smooth solu-
tions for some other initials while for KdV [111] we have the global
wellposedness for all smooth enough initial values. So it is natural to
ask how the dynamics of the generalised Euler equations depends on
the metric on the Lie algebra? Or more specifically, how do the so-
lutions of the generalised Euler equations on D*(S) corresponding to
the H* metric, with & # 0,1, on its Lie algebra behave dynamically?
We know that the KdV and Camassa-Holm equations are integrable
systems, then how about the general H* metric case?

e Just as the Euler fluid equation has the point vortex solutions, the
KdV equation has the so-called soliton solutions, while CH admits the
peakon solutions. All these solutions are the so-called “particle solu-
tions”. The peakons in the Camassa-Holm equation corresponds to the
Dirac 0 function in the momentum, just the same as the vortex in the
fluid dynamics. The study of peakons (and solitons) are closely related
to the integrability, what can we say about the ¢ solutions of the gen-
eralised Euler equations for the H* metric while we do not know they
are integrable or not?

e D. Holm et al [53] discussed the applications of the generalised Eu-
ler equations in the computational anatomy and mentioned that a
smoother kernel than the inverse of I—A is used there. Mathematically,
this means that we need to consider the dynamics of the generalised
Euler equations of H* metric other than H' as in the Camassa-Holm
equation.

1.1 Euler Fluid Equations: A Brief History

Leonhard Euler, arguably one of the three greatest mathematicians in the
history of human beings, published a number of major pieces of work [35]
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CHAPTER 1. INTRODUCTION 1.2. ARNOLD’S VIEWPOINT

through the 1750s setting up the main formulae for the study of fluid dynam-
ics: the continuity equation, the Laplace velocity potential equation, and the
Euler equations for the motion of an inviscid compressible fluid. After Euler’s
work, Cauchy [20] described in 1823 the conservation of mass and angular
momentum by PDEs. Material symmetry and frame invariance were used
by Cauchy [20] and Poisson [95] to reduce the constitutive equations. The
dissipative effects of internal frictional forces were modeled mathematically
by Navier [90], Poisson [95] etc.

In modern fluid dynamics, the Euler equations are in general used to term
the equations that govern the motion of an incompressible, inviscid fluid:

u+u-Vu =—-Vp inR?or R?
(1.2)
divu =0 in R? or R3.

where p stands for the pressure, u the velocity. They correspond to the
Navier-Stokes equations with zero viscosity, although they are usually written
in the form of conservation laws and emphasize the fact that they directly
represent conservation of mass and momentum.

For 250 years, Euler’s equations have formed an essential part of the
bedrock of our understanding of fluid flow. They are still one of the most
fascinating PDEs. In the memorial issue of Bulletin of AMS, no.4, Vol. 44,
2007, devoted to the 300th anniversary of Euler’s birth, two of the six surveys
are about the Euler fluid equations.

1.2 Arnold’s Viewpoint

Arnold [3] in 1966 introduced a completely new viewpoint on the Euler equa-
tions: they are equivalent to the equation of geodesics on a diffeomorphism
group with an invariant metric! His method uses one simple construction in
Lie group to give a unified approach to a great variety of differential dynami-
cal systems, from the simple (Euler) equation of a rotating top (corresponding
to the group SO(3) with the metric (w, [w), here I = diag(1y, I5, I3)) to the
(Euler) hydrodynamics equations (corresponding to the group SDiff(M) with
the metric L?). This led to a totally new stage of development of the Euler
equations.

Ebin and Marsden [34] in 1970 used this viewpoint to prove the well-
posedness for the Euler equations and Navier-Stokes equations of an incom-
pressible fluid on a (possibly with boundary) Riemannian manifold (cor-

3



CHAPTER 1. INTRODUCTION 1.2. ARNOLD’S VIEWPOINT

responding the group SDiff(M) with the L? metric), which has not been
bettered until nowadays.

A curious application [5, 63] of this theory is an explanation of why long-
term dynamical weather forecasts are not reliable: Arnold’s explicit estimates
related to curvatures of diffeomorphism groups show that the earth’s weather
is essentially unpredictable after two weeks as the error in the initial condition
grows by a factor of 10° for that period, that is, one loses 5 digits of accuracy.
Another application [5, 63] is related to the Sakharov-Zeldovich problem
on whether a neutron star can extinguish by “reshaping” and turning to
radiation the excessive magnetic energy.

Now the equations of geodesics on Lie groups are called generalized Euler
equations (or Euler-Poincaré equations), which include the Euler equations
in fluid dynamics and many interesting partial differential equations in math-
ematical physics and other areas, for example:

e Landau-Lifshitz equations of micromagnetics
e Template matching equations used in image processing.

With this term, the well-known Camassa-Holm equation can be also cat-
egorized as an Euler equation.

1.2.1 Shallow Water Equations

In the study of shallow water waves, Camassa and Holm [18] derived in 1993
the following partial differential equation

(I — 0*)uy 4+ 20,u - (I — 0 u+u- (9, — 03)u =0, (1.3)

by an asymptotic expansion directly in the Hamiltonian and intensively stud-
ied its properties: its complete integrability, its bi-Hamiltonian structure, in-
finite conservation laws and the existence of peaked soliton solutions. For
these reasons, this PDE is called the Camassa-Holm equation and often
considered as one of the most fascinating PDEs in mathematical physics.
Since the birth of this equation, many people have contributed to the well-
posedness study on the whole real line R or on the unit circle S: to mention
a few, Arnold and Khesin [5], Constantin and McKean [25], McKean [84],
and the references therein. Local well-posedness for (1.3) was discussed by
Constantin [27], Constantin and Escher [28] for the initial data in H*(S) with
s >4 and s > 3 respectively, and by Misiotek [88] with s > 3/2. Local well-
posedness in the non-periodic case was proved for the initial data in H*(R)
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with s > 3/2 by Li and Olver [70] and Rodriguez-Blanco [97]. Classical so-
lutions can become singular in finite time if the initial momentum (I — 9?)u
changes sign. It is worthwhile to mention that Xin and Zhang [108] proved
the global existence of the weak solution in the energy space H'(R) with-
out any sign conditions on the initial value, and the uniqueness of this weak
solution is obtained under some restrictions on the solution [109].

Khesin and Misiolek [64] proved that the Camassa-Holm equation is the
equation of the geodesic flow associated to H'(S) metric on the diffeo-group
Diff(S) of the circle, which is the Euler-Poincaré equation by using the La-
grangian associated with the H' metric for the fluid velocity, ie, the La-
grangian as a function of the fluid velocity which is given by the quadratic
form,

uwzé/wﬁmgm

1.2.2 Abstract Euler-Poincaré Equations

Let G be a Lie group and g its associated Lie algebra (identified with the
tangent space to G at the identity element), with Lie bracket denoted by
[€,n] for &,m € g. Let [ : g — R be a given Lagrangian and L : TG +— R the
right invariant Lagrangian on G obtained by translating [ from the identity
element to other points of G via the right action of G on T'G. A basic result
of Euler-Poincaré theory [50, 52] is that the Euler-Lagrange equations for L
on G are equivalent to the (right) Euler-Poincaré equations for [ on g :

ao 0l
atoe . Mege

Here ad¢ : g — g is the adjoint operator of the linear map given by the Lie
bracket  — [£,7], ad; : g* — g is given by (adg¢(pn),n) = (1, [£,7]), where
(+,+) is the pairing between g* and g. The Euler-Poincaré equation can also
be written in the variational form ¢ [Idt = 0 for all the variations of the
form 0 = 7 — [€, n] for some curve 7 in g that vanishes at the endpoints.

sl

If the reduced Legendre transformation & — p = 5 Is invertible, then the

Euler-Poincaré equations are equivalent to the (right) Lie-Poisson equations
[51]:
ILL = _ad>g_h Ky
op
where the reduced Hamiltonian is given by h(u) = (i, &) —1(€). These equa-
tions are equivalent to Hamiltonian equations on TG relative to the Hamil-

tonian H : T"G +— R, obtained by right translating h from the identity
element to other points via the right action of G on T*G.
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CHAPTER 1. INTRODUCTION 1.3. PARTICLE SOLUTIONS

1.3 Particle solutions

The Euler fluid equation has a striking feature: it admits the particle solu-
tions. The following explanation is quite basic and can be found in any good
mathematical textbook on fluid dynamics (e.g. [23]).

Taking the curl on the first equation in (1.2) gives the differential equation
on the vortex w =V X u

S~ @ V)u=0 (1.4)

where 2 = 2 4.V, from which the stream function ¢(z,t) can be defined

by —A1 = w, so we have the relation between u and w
u(z,t) = Kw (1.5)

for some convolution operator K depending on the dimension of the space
under consideration. We have

w(o(z,t),t) = Vo(z,t) - w(z,0), (1.6)
where ¢(z,t) is the flow map

¢ _

5 = u(o(z,t),t), ¢(x,0) = x. (1.7)

Now imagine the vorticity in a fluid is concentrated in /N vortices

N
w=y Tz —ua),
j=1

then the stream function is (here we take = (2!, 2%) € R? as an example):
LN

vle) = - [wl)Glo =) == S Tloglle —all. (1)
j=1

where G(z) = 5-log||z|| is the Green’s function of the Laplacian operator
A in R2% The velocity field generated by these N point vortices is

1 1

Nroz2—a22 Mroal =gl
u(x,t):(amzw,—aﬂw:[_z L Y ()




CHAPTER 1. INTRODUCTION 1.3. PARTICLE SOLUTIONS

where 7; = ||z — z;||. Then the equation of motion that the points z; =

(zh(t), 22(t)), j=1,2,---, N satisfies is

1
dej 1 Ly(a5 — x7) 4 drzf 1 Ly(z) — x}) 10
@ w o M g T e MY

i# ij i# ij
where 7;; = ||x; — z;||. This is a Hamiltonian system with the Hamiltonian

1
i7#]

Through the above process, we reduce the Euler fluid equation into a 2N ODE
system, this is quite interesting and leads directly to the particle method in
the numerical simulation we will mention in the next section. What makes it
more attractive is that not only does the Euler fluid equation have the particle
solutions as above, the other Euler equations also have this property.

The Euler fluid equation has two forms: one is (1.2), the other is (1.4)
with (1.5). Let us look at the generalised Euler equations, take the CH
equation

my + umg + 2um, = ad>u  with m = (1 — 0*)u

as an example. This form of the CH equation corresponds to (1.4) with (1.5),
and if we express m in terms of u, then we get a differential equations in u,
which corresponds to the Euler fluid equation (1.2). The so-called “peakon
solutions ” in the CH equation is exactly the counterpart of “point vortices”
solutions in the Euler fluid dynamics. There is a natural parallel relation
between the Euler fluid equation and the other generalised Euler equations.
Now that the point vortices are interesting and important in the study of
fluid dynamics, we naturally want to find the role of the Dirac ¢ solution in
the generalised Euler equation and how the smooth solutions of the equation
tend to it? This motivates us to the asymptotic study which we do in Chapter
5.

Another thing worth mentioning: up to now, all the studies on the solitons
or the peakons are related to the complete integrability, which is a very
beautiful and wonderful but very special property that the KdV equation, the
CH equations and some other special PDEs have. But for the mCH equations
we study in this thesis, we do not know if they are completely integrable
(actually, we tend to believe they are not, supported by our numerical study),
however, they admit the Dirac § solutions (which we call “soliton solutions”
too). Can we find a mechanism other than the integrability that generates
the solitons?
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1.4 Numerical Approaches

Many attempts to simulating numerically the Camassa-Holm equation can
be found in the literature. We just mention a few of them.

1.4.1 Particle Method

In recent years, particle methods have become one of the most useful and
widespread tools for approximating solutions of partial differential equations
in a variety of fields. In these methods, a solution of a given equation is rep-
resented by a collection of particles, located in points ¢; and carrying weights
p;. Equations of evolution in time are then written to describe the dynamics
of the location of the particles and their weights. Due to the Lagrangian
nature of the method, small scales that might develop in a solution can be
easily described with a relatively small number of particles. This property
and the fact that they are mesh-free made particle methods so attractive in
a variety of problems with extremely large deformation, moving boundaries
or discontinuities, such as hydrodynamics, electrodynamics and molecular
dynamics etc.

In the numerical study of shallow water equation, Camassa, Huang and
Lee [17] proposed an algorithm corresponding to a completely integrable
particle lattice, which has some analogies with the vortex methods for the two
dimensional Euler equations. Actually, the particles they used correspond to
a solution of the following form to the CH equation:

N

u(z,t) = Zpi(t)e—lr—qi(t)\_

i=1

They proved the convergence of the method and furthermore introduced a
fast summation algorithm to evaluate the integrals of the particle method so
that the computational cost can be reduced from O(N?) to O(N), where N
is the number of particles.

1.4.2 Box Scheme

The box scheme in numerically solving PDEs is related to Preissmann [96].
Zhao and Qin [110] and Ascher and McLachlan [6] developed it. Ascher
and McLachlan [6] compared the box schemes with other numerical methods
when applied to the KdV equation and proved that the box scheme preserves
unconditionally the dispersion relation, which accounts for the very good
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robustness and stability. We know that the box scheme is a multi-symplectic
scheme for the KdV equation(see next subsection for this concept).

1.4.3 Multi-symplectic Methods

One of the very active fields in numerical differential equations in the recent
two decades is the structure-preserving algorithms. Among them the so-
called symplectic method is the fastest growing area. We now have some
excellent monographs on Geometric Numerical Integration, e.g., [49],[68] etc
and the review [86].

For Hamiltonian PDE, we have the so-called multi-symplectic algorithm,
which extends the symplectic algorithm for ODEs to PDEs and preserves the
symplectic structure in both the time direction and the space direction.

There are two approaches to multi-symplectic algorithms: T. J. Bridges
and S. Reich [13, 14] proposed the Hamiltonian PDEs into the forms of first
order partial differential equations

Kz + Lz, = V.S(z), (1.11)

for some skew symmetric matrices K, L, and S is a smooth function, and then
introduced some numerical schemes preserving the symplecity in both x and
t directions. Wonderful reviews on this approach and its recent developments
include [15], [55],[89] and Brett Ryland’s thesis [99].

The other approach, proposed by Marsden et al., is from the variational
principle [76, 78], where they showed the existence and preservation of the
fundamental multi-symplectic structures for Hamiltonian PDEs and can be
obtained directly from the variational principle by using the multi-symplectic
geometry.

The Camassa-Holm equation is rich in geometric structures. Kouran-
baeva and Shkoller [66] studied the second order multi-symplectic field the-
ory and showed that the multi-symplectic structure can be obtained from the
variation of the action functional, which generalised the theory of [76] from
the first order field theory to the second order field theory. They applied
their abstract formulation to the Camassa-Holm equation to get a multi-
symplectic algorithm. Recently, Cohen, Owren and Raymaud [24] proposed
two different multi-symplectic formulations for the Camassa-Holm equation
and proved that the Euler box scheme preserve the multi-symplecity, and
one of their methods behaves very well in simulating the head-on collision of
solitons.
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1.5 Applications

The theory on generalised Euler equations unifies various differential equa-
tions arisen from mathematical physics, so it has naturally found many ap-
plications in the field of mathematical physics, [5, 21, 52, 54] etc. At the
same time, it has many significant applications in other fields such as image
processing [53, 85] and so on. In [85], the authors first studied the singular
solutions of the general Euler equations, and their connection with the vortex
sheet solutions of the incompressible Euler equations, and then analysed the
stability of straight and circular sheets, and studied the stability for various
metrics, and for various directions of the momentum vectors on the sheet.

D. Holm et al. [53] found some applications of EPDIff (ie the generalised
Euler equation) in the Computational Anatomy (CA) which was pioneered
by Grenander [46] through the notion of deformable templates. Roughly
speaking, a deformable template is an “object, or examplar” I, C R? or R?
on which a group G acts and generates a set of new objects through the orbit
Gly. The authors of [53] drew parallels between the template matching in
CA and the fluid flows in hydrodynamics. They pointed out that, the Green
kernels for the operators used to defined the quadratic cost or effort function
in CA are typically smoother than the inverse of the Helmholtz operator
1 — A used in the H! model in hydrodynamics.

1.6 Thesis Preview

With the motivations mentioned in the beginning of this chapter, we are
concerned with the following topics in this thesis:

e the derivation of the Euler equation with respect to the general H*(.S)
metric, k > 2;

e the well-posedness of the derived equation;

e some numerical approaches to this equation;

e some asymptotic analysis for the equation;

e the four particle system of the H? metric; and

e some local well-posedness for higher dimensional case.

More specifically, Chapter 2 is concerned with the preliminary mathemat-
ics which provides us with some functional, geometrical and numerical tools
for later development.

10
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Chapter 3 is about the derivation of the generalised Euler equation on
Diff(S) with respect to the general H* metric and its well-posedness. Section
3.1 is about the derivation of the mCH equation; Section 3.2 is about the local
well-posedness while Section 3.3 about the global well-posedness; Section 3.4
is concerned with the global weak solution of the mCH. Then we discuss
some generalisations in Sections 3.5 and 3.6. In Section 3.7, we discuss the
existence of the conjugate points of the geodesic curve starting from constant
solutions of the mCH equation.

Chapter 4 presents the numerical study on the equations. Here we con-
sider the limiting case, ie, the case of a = 0 just for simplifying the presenta-
tion. We propose two schemes: particle method (for the circle case) and the
box scheme (for the whole real line R! case). The first corresponds to the
important properties of mCH equations: they admit the particle solutions
and the Hamiltonian structure. The latter scheme is known to be multi-
symplectic when applied to the KdV equation and some other Hamiltonian
PDEs, but we don’t know whether it is so when applied to mCH. However,
it gives a very stable simulation.

Chapter 5 studies the blowup profile by asymptotic analysis. In section
5.1, we derive some asymptotic PDE by the method of asymptotic expansion,
and then discuss the stability of the stationary solutions. Then in Section
5.3, we show some numerical simulations that suggest the blowup profile may
wander within the one parameter family of steady solutions, which we can
not explain why.

We use the particle method to study a four particle system corresponding
the mCH in Chapter 6. We know that the mCH has the following conserved
quantities: [m, [ mu (and the third one [ |m|z for the limiting case). We
want to know if there are some other conserved quantities? From our study of
the four particle system, it is expected that there is another conserved quan-
tity because the numerical simulation on the Lyapunov exponents strongly
suggests that at most one of the Lyapunov exponents is positive which means
there should be another conserved quantity!

Higher dimensional case is studied in Chapter 7, where we have ob-
tained some local existence for the two dimensional case by the regularisation
method.

Chapter 8 outlines some future work on this equation.

At last, there are two appendices, we prove some very nice analytic prop-
erties for the Green functions for the operator 1—9%+9; in the first appendix;
and then some material on the multi-symplectic formulation for mCH, which
is obtained via the multi-symplectic geometry approach.

11
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Let us conclude this chapter with a table which describes the similari-
ties and differences between the Camassa-Holm equation and the modified
Camassa-Holm equations.

12
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The Camassa-Holm equation vs the modified Camassa-Holm equation for k > 2

The Camassa-Holm equation

The Modified Camassa-Holm equation

Completely integrable

v

7 but we tend to believe it is not

Local well-posedness

v (Kato theory)

v
Kato theory but an extra effort needed to

get the nice properties of the Green functions

Finite time blowup

V' for some initial values

never

Global well-posedness

v  for + or — initial values

always v (the proof is surprisingly simple)

Number of

conserved quantities

infinite conserved quantities

because of the integrability

two obvious conserved, and our study

suggests another conserved integral

Particle methods

v

v

Box scheme

v and multi-symplectic

v

but we don’t know if it is multi-symplectic

Conjugate Points

to constant solutions

v

but we need to solve a higher order linear PDE

Asymptotic profile

only numerical simulation

numerical results and partial analysis results

T HHLdVHO
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Chapter 2

Preliminary Tools

FE: CIRELF, LAAAE.T
—— BBy, HAATAT4804F.

The mechanic, who wishes to do his work well, must first sharpen
his tools...

—Confucius, The Confucian Analects, ~ 480 BC.

A long time ago, when younger and rasher mathematicians, we both
momentarily harboured the ambition that one day, older and wiser,
we might write a multivolume treatise titled “On the Mathematical
Foundations of Numerical Analysis”. Then it dawned that such a
creation already exists: it is called “a mathematics library”.

—B. Baxter and A. Iserles [8], 2003.

In this chapter, we collect some basic concepts and theorems from par-
tial differential equations, Lie groups and Riemannian geometry, mainly for
getting acquaintance with the basic notations, ideas and terminology.

2.1 PDE Basics

We will present some fundamental concepts in PDE and Kato theory on
quasilinear evolutionary equations. The material can be found, e.g. in [37],
[61] and [102] etc.

14
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2.1.1 Sobolev Spaces
Definitions
Fix 1 < p < 00, k a non-negative integer and {2 C R™ a domain.

Definition 2.1 The Sobolev space W*P(Q) consists of all locally summable
functions u : Q@ — R such that for each (non-negative integer-components)
multi-index o = (ay, g, -+, ) with o] = >" | oy < k, the weak deriva-
tives D%u exists and Du € LP(Q2). When p = 2, we usually write H*(Q) =
Whk2(Q).

With the standard norms

(

1
P
Z | D%u|Pdz (1<p< )
[[ullwrr) = o<k ¢ (2.1)
Z esssup| D%ul| (p = 00),
[ lal<k

it is easy to check that W"?(Q)) are Banach spaces and H*(Q) are Hilbert
spaces if we identify f = g as an element of W*?(Q) provided f(x) = g(x)
for almost all x € €.

When Q = R" or T"(= R"/Z") and p = 2, we have another equivalent
approach to Sobolev spaces:

u € H*(R™) or H*(T") <= both v and (£)*a € L?,

where (¢) = (1+¢[2)2 and @ is the Fourier transform of u if Q = R” and @
is the corresponding Fourier coefficients of u if {2 = T™. This approach can
be easily extended from integer k to general real s € R :

H¥(R") = {u € S'(R") : both uand (£)*a € L*(R")},
where the Schwarz space &’ stands for the tempered growth distributions in
R™.
We can introduce the Sobolev spaces with negative index by the dual
space, ie, for non-negative real s > 0, we define

WP (R = (WS”"(]R")> ,
where % + 1% = 1. For p = 2, we have

H(R") = (H*(R™))*.

15
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Basic Properties of Sobolev Spaces

Theorem 2.2 Let Q be bounded, and suppose that u € W*P(Q) for some
1 < p < oo, then there exist functions u,, € C°(Q)W*P(Q) such that

m ||y, — ul|wrr) = 0.
m—0o0

This is Theorem 2 in Section 5.3.2 of [37]. We denote Wg*(€2) the closure
in WHP(Q) of the set C5°(Q) which consists of the smooth functions with
compact support in €.

If Q = S is the unit circle, then we can define the Sobolev space W*?(S)
as the completion of the smooth function space C*°(S) with respect to the
corresponding norm given by (2.1).

For Sobolev spaces, the most important theorem is the following embed-
ding theorem:

Theorem 2.3 (Embedding Theorem)
(1) If s > & + k for an integer k > 0, then H*(R") C C*(R").
(2)If s > 5 +a for areal 0 < o <1, then H*(R") C C*(R").

(3) If Q is a bounded domain with locally Lipschitz boundary, then W*P((Q)
can be compactly embedded into CM(Q) if k — T > A+ a for some

integer A >0 and 0 < o < 1. W*P(Q) can be compactly embedded into
L) if b — 2 > —2.

(4) WE2(RY) c L°(RY) and WHL(RY) € L®(RY) for the whole real line R.
Here, the Hélder spaces C%(Q) and CM(Q) are defined by

o) = {ue o) lulle- = sup MO0 o)

CM Q) = {ueC(Q): DMy € ()} .

Proof The proof of the first three items can be found in, eg, [37], Theorem
6 in Section 5.6 of [37] and Theorem 1 in Section 5.7 there. The last item
can be proved very easily as follows: For any u € W'2(R!), the Cauchy
inequality gives us

x +oo
2u(z)? = / 2uu,dx —/ 2uudr < HUH%/Vl,Q(Rl),

— 00
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SO

N —

lullZe <

||u||12/V172(R1)’
If u e WHHRY), then

\u(x)|:’/ tyda g/ luy|d,

[ullzoo < [Jullwra @y

SO

From the embedding theorem, we know that if u € H*(R") for s > %,
then u is bounded and continuous, whose dual proposition tells us that

The Dirac delta function 6 € H~275(R"), for all ¢ > 0. (2.2)

Properties of H*(S)

We are mainly concerned with, in the later chapters, the Sobolev spaces
H*(S) which consists of the periodic one-variable Sobolev functions. We
need some estimates on the product of two Sobolev functions and on the
commutators which we collect here without detail proof.

Lemma 2.4 [62] For the 1D periodic Sobolev functions on S = [0, 2m]:
(1) H*(S) is a Banach algebra for s > 1/2, and

||U’UHH5 S ||’LL| Hs U| Hs fOT u,v e He. (23)

(2) For any s > 3 and u € H*(S) we have

He, (2.4)

here (-, -)s means the standard inner product in H*(S).

(w, wug) s < C(s)||ual|L=||ul

If we denote Ay, = (1 — &2 + - 4 (—1)*8%*)= for integer k > 1, then
A2F : H7(S) — H"2!(S) is an invertible mapping, and 9,Az, = Agd,. We
denote Ay, by A if no confusion occurs. Moreover, if we denote [A, flg =
A(fg) — fAg, then from [62] [103], we have

Lemma 2.5 Ifs >0 and 1 <p < o0,

(1) W=P(S)Y(L>®(S) is an algebra, and

luvl[wer < C(lJul|oo]|v]lwor + [ul[wes|[v]] o). (2.5)
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(2)
(A, w]vl|re < Clp, ) ([l oo [[A 70|20 + AUl |o|[0]| o). (2.6)
(3)
[D%, ulolr: < C(lullgr|[ol| Lo + [|ua|[Loel[v]]ge-a) — (2.7)
for all o < k with k positive integer.

Kato and Ponce [62] proved this lemma for £ = 1 and the same method
yields the result for the general case.

Lemma 2.6 On the norm estimates of product of two functions on S, we
have

(1) [61] Let s,t be real numbers such that —s <t <'s, then

1 Fgl| e if  s>1/2
llme = (2.8)

| fg|| rs+e-1/2 if  s<1/2,

HS

ClIf|

where C' is a positive constant depending on s,t.

(2) [62] For s > 0, we have

1fgllas < C (] flze]lg]

e £ [ fllmllgllz) - (2.9)

(3) For s > 0, we have

fgllzs < CUflwseellgllez + llgllaslLf 1] zoe)- (2.10)
Proof of (3) The inequality (2.9) is Lemma X4 from [62] whose proof
is based on a lemma due to R. Coifman and Y. Meyer. Actually, the same
ideas with obvious modifications yield a proof of (2.10).
Another formal approach suggested by T. Tao [101] (page 338) is that we

can heuristically think

(M)°(fg) ~ g((A)°f) + F({A)°9), (2.11)

then take L? norm on both sides and use the Holder inequality to get the
required inequality (2.10).

Lemma 2.7 For any two functions f,g defined on S, we have
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(1) |Ifgllme < ClIfllmellgllze for t > 3;
(2) 1fgllae < Cllfl|oellgll e for t < 0;
(3) I£gllme < Clflaerssellgllase for 0 <t < 3.

(4) 1 gllere < CUf e llgllee + gl Lol f 1)

f
Proof (1) is the consequence of the fact that H' is a Banach algebra for
t> 1
(2) For t <0, and any h € H(S), we have

/S fghdx

from which (2) follows.
(3) The inequality follows from (1) and the fact || fg||mt < ||fg||gt+1/2-
(4) The inequality is the Lemma X4 in [62], see also Lemma 2.6.

The similar proof of Lemmas A.2 and A.3 in [61] will give

ort > 0.

< 1l / jghdz .

< A leellglmel Al |,

Lemma 2.8 Ifs > 1/2+1, then
1AL, FIATIT < IS

Ho= 1, (2.13)
where || - || on the left denotes the operator norm in L*(S).
Lemma 2.9 Let u € H® for some s > 3/2. Then

AT AT, A gy < O

g1, |rif,|re] <s—1. (2.14)

Kato [61] proved this lemma for A = (1—82)2, but a obvious modification

yields the same results for the general A = (1 — 92 + --- + (—1)’@?)% and
we omit the details.

2.1.2 Kato Theory

Our local well-posedness is based on the Kato Theory [61] which sets up the
abstract theorems on the quasilinear evolutionary equations

Ou +A(t,uw)u= f(t,u)e X, t>0,
ot (2.15)

u(0) =uy €Y,
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where A(t,u) is a linear operator depending on the unknown u and X,Y
are two Banach spaces satisfying some conditions. The equations we are
concerned with in this thesis can be put into the form of

ou
©) En + A(w)u= f(u) € X, t>0, (216
u(0) =uy € Y.

That means, the operators A and f do not depend on ¢ explicitly.

Some notations: B(X,Y) denotes the space of all bounded linear op-
erators from a Banach space X to a Banach space Y (B(X) if X = Y);
0=0,=2; N5 =(1—-P)%AN =T-P+9) s eR(, ) for
the inner product on H*; H*® = (o, H® [A, B] = AB — BA denotes the
commutator of the linear operators A and B.

Some assumptions on (C):

(X) X and Y are Hilbert spaces where Y C X is dense and the inclusion
continuous, and there is an isomorphism S from Y to X such that
llwlly = ||Sw||x for all w € Y.

(A1) Let W C Y be an open ball centered at 0. The linear operator A(u)
belongs to G(X, 1, ) where [ is a real number, where G(X,1,[) is
defined as the set of linear operators A(u) satisfying:

1. (Aw,w)x > —B||w|l%, V w € D(A), the domain of A.
2. (A+ ) is onto for some (all) A > f3.

(Ay) The map
w€ W Bw)=1[5,Aw)]S™! =84S — A e B(X) (2.17)

is uniformly bounded and Lipschitz continuous, i.e., there exist con-
stants A1, p; > 0 such that

1B@)llscx) < A, [1B) = BW)llse < mllw = vily
for all w,v € W.

(A3) YV C ﬂ D(A(w)), so that A(w)|ly € B(Y,X) by the Closed Graph

weW
Theorem. Moreover, there exists py > 0 such that, for all w,v € W,

we have
|[A(w) = AW)|lBv.x) < palfw — V| x
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(f1) f:W —Y is bounded and there exist a constant p3 > 0 such that
() = fW)llx < psllw —vllx, VwrveW,
1f(w) = FW)lly < psllw —vlly, VwrveW,

Theorem 2.10 (Kato [61]) Under assumptions above on (C) with ug € W,
there exists a T' > 0 such that there exits a unique solution u € C([0,T],Y)N
CY([0,T],X) to (C). Moreover, the map ug € ¥ — u € C([0,T],Y) is
continuous in the following sense: suppose

Tim [14,() = A(@)llsy) = 0. lim [|Bu(w) = Boo()l ) =0,

T [[£u(w) = foo(@)lly = 0, T Jfug.a(w) — o o(w) Iy =0,

and consider the Cauchy problems

ou
G+ Ay (up)up = folu,) € X, >0,
(C,) o (2.18)

un(0) = ug, € W, n € ZU{oo}.

Suppose the assumptions above hold also for (C),) with the same X,Y, S, W
and the constants B, \;, j; are independent of n. Let T,, be the time of ex-
istence of u,. Then all u,, with n large enough, can be extended to [0, Ty]
and

Hm || (t) — oo ()]l (o,200):v) = 0

n—~o0

The proof of Theorem 2.1 can be found in [61].

2.2 Riemannian Geometry

We will state some basic concepts in Riemannian geometry which we will use
in the subsequent chapters.

Definition 2.11 Let M be a differentiable manifold modelled on R™, and if
there is a positive definite mapping

g:TM x TM — R!

which is called the Riemannian metric, then (M, g) is called o Riemannian
manifold.
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The fundamental theorem of Riemannian geometry states that on any
Riemannian manifold there is a unique torsion-free metric connection, called
the Levi-Civita connection of the given metric. Here a metric (or Rieman-
nian) connection is a connection which preserves the metric tensor.

More precisely:

Let (M, g) be a Riemannian manifold (or pseudo-Riemannian manifold),
then there is a unique connection V which satisfies the following conditions:

(1) for any vector fields X, Y, Z on M, we have,
Oxg(Y,2) = g(VxY,Z) + g(Y.VxZ),

where 0xg(Y, Z) denotes the derivative of the function ¢(Y, Z) along
the vector field X.

(2) For any vector fields X,Y on M, we have
ViV — VyX = [X,Y]
where [X, Y] denotes the Lie brackets for vector fields X, Y.

(The first condition expresses the fact that the connection is compatible with
the Riemannian metric, so that the metric tensor is preserved by parallel
transport, while the second condition expresses the fact that the torsion of
the connection is zero.)

Definition 2.12 A parametrised curve v : I — M is a geodesic at ty € 1

if %(dﬁ—ff)) = de_@dzit) = 0 at the point ty; if v is a geodesic at all t € I, we

say 7y s a geodesic curve.

Definition 2.13 The curvature R of a Riemannian manifold M is a corre-
spondence that associates to every pair of vector fields X, Y € T M a mapping
R(X,Y):TM — TM given by

R(X,Y)Z =VyVxZ —VxVyZ+ Vixy)4, ZecTM,
where V is the Levi-Civita connnection.

Now we can introduce Jacobi fields along a geodesic v which, in some sense,
describe the spreading rate of the nearby geodesics close to 7.

Definition 2.14 Let v(t) be a geodesic curve on M, and if a vector field
J(t) on M satisfies the Jacobi equation

%J(t) + R(Y(1), J(£)'(t) =0,

then J(t) is called a Jacobi field along ~(t).
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Clearly, v/(t), tv/(t) are Jacobi fields along v(t) because R(y'(t),~'(t))y (t) =
0. So, one normally considers only the Jacobi fields along v that are normal
to .

Definition 2.15 Let v : [0,a] — M be a geodesic. The point ~(ty), with
some ty € (0,a], is said to be conjugate to (0) along v if there exists a
Jacobi field J(t) along vy, not identically zero, with J(0) = J(tg) = 0.

For example, on the two dimensional sphere S?, any semicircle jointing the
north and south poles is a geodesics, and the two antipoles are conjugate
points each other. Intuitively, the existence of the conjugate point means
that the nearby geodesic curves v, generated by perturbating a geodesics
along J(t), will comes back to () at some time.

We conclude this section with the introduction of Lie derivative.

Definition 2.16 Let X be a smooth vector field on M, and'T a differentiable
tensor field of rank (p,q) on M, then the Lie derivative of T with respect to
X is defined at the point p € M by

d *
(£xT), = T (&) T )
t=0

where ¢y (or @) is the one parameter flow generated by X and ¢* is the
pull-back of ¢.

For example, £xf = X f is the directional derivative of f along the direc-
tional field X for any smooth function f : M +— R!. One can easily check
that, £xY = [X,Y] for vector fields X, Y on M. We have also the Cartan’s
Magic Formula:

£xw=dixw + 1x(dw)

for any form w on M, where d is the exterior differential operator and xw
the contraction of w and X.

2.3 Lie Groups

Lie groups play a fundamentally important role in the study of differential
equations with some (continuous) symmetry [92]. We pick up some basic
concepts and results on Lie groups in this section, mainly from [5].
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2.3.1 Lie Group and Adjoint Representation

Definition 2.17 A group G is called a Lie group if G has a smooth structure
and the two group operations are smooth. Its tangent space g at the identity
e, as a linear space, is called the vector space of the Lie algebra of G.

For example, all rotations of a rigid body about the origin is the Lie group
SO(3).

We know a coordinate change C' in R?* leads to the similar transform
which sends a matrix B € SO(3) to the matrix CBC~' € SO(3). A similar
structure exists for a general Lie group G.

Definition 2.18 Given a Lie group G and g € G, the map A, : G — G
defined by

A, h— ghg™!
15 called an inner automorphism of G.
Obviously, A,(e) = geg™
to g.

= e, so the derivative of the mapping A, maps g

Definition 2.19 The derivative Ad, of A, at the identity e:
Ad,:gr—g, Adja = (Agle)a, a€g=T.G

is called the group adjoint operator of G. Here Fy|x : T,M > Ty M is the
derivative (or push-forward) of a mapping F : M — M at x.

If we denote GL(g) the space consisting of the invertible linear operators
from g to g, then the mapping Ad : g — Ad, € GL(g) can be thought as a
mapping from G +— GL(g). So we can introduce

Definition 2.20 Suppose g(t) is a curve in a Lie group G, g(0) = e, g(0) =
& € g, then the differential ad of the mapping Ad at the identity e

d
ad = Ad.|. : g — GL(g), ade = T Adye
=0

is called the adjoint representation of the Lie algebra.
For example, for the special orthogonal group G = SO(n) in R, we have
adew = [§,w] = Ew — wé

is the commutator of skew symmetric matrices &, w € so(n).
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Definition 2.21 The commutator in the Lie algebra g is defined as the op-
eration [ , | : g X g — ¢ that associates to a pair of vectors £, n € g the
vector aden, te,

[57 77] = ad§77-

The tangent space g with the operation | , | is called the Lie algebra of the
Lie group G.

™~ G
7

Figure 2.3.1: The vector £ in the Lie algebra g

It is not difficult to verify that the operation [, | is bilinear, skew sym-
metric, and satisfies the Jacobi identity, ie, for any &£, 7, w € g, we have:

P‘f"‘VWﬂ?]:)‘[fﬂ?]ﬂLV[w,n] )\,VGROI‘C;
[[5»77]’00] + [[77>w]>€] + [[%5]’77] =0.

Definition 2.22 For a vector £ € g, the set Orbit(§) = {Ad,: g € G} is
called the adjoint (group) orbit of &.

One can easily find that the vectors ad,u, v € g form the tangent space
to the adjoint orbit of the point u € g.

For example, the adjoint orbit of a matrix, regarded as an element of
the Lie algebra of all complex matrices, is the set of matrices with the same
Jordan normal form.
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2.3.2 Co-adjoint Representation of a Lie Group

When working with the Eulerian hydrodynamics, we are not dealing with
the Lie algebra g and its adjoint representation, but with its dual space g*
and the co-adjoint representation.

Definition 2.23 (1) Denote G,g,g" as above, then for every g € G,§ €
g, w € g, we can define a mapping

Ady:g" —g"

by

(Adgé)(w) = §(Adgw).
The corresponding map Ad* : G — GL(g*) is called the co-adjoint
representation of the Lie group G.

(2) For & € g*, the set Orbit(§) = {Ad;{ : g € G} is called the co-adjoint
orbit of &.

(3) The co-adjoint representation of v € g is the operator ad}, : g* — g*
defined by
ad;w(u) = w(ad,u) = w([v, u))

foru,v e g,w € g*.

Clearly, the co-adjoint representation adjw for v € g, form the tangent space
to the co-adjoint orbit of the point w.

2.3.3 Invariant Metrics of Lie Groups

A Riemannian metric (-,-) on a Lie group G is left-(right- Jinvariant if it is
conserved under any left (or right) translation Ly (or Ry), which means that
for any &,n € g and g € G, we have

<Lg*§a Lg*”)g = (& m).

So we can uniquely define the left-(right-)invariant metric on the whole group
G by translating from the Lie algebra g, ie, once we know a quadratic form
on g, we can define a invariant metric on G.

Let A : g — g be a symmetric definite operator that defines the inner
product

(€,m) = (A&, n) = (An,§)
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for any &,n € g. Here the round brackets stand for the standard pairing of
the elements of g and g*. The operator A is called the inertia operator. For
any g € G, A induces an operator 4, : T,G — T G by

A =L ALy 1.6, for € € T,G

We have the very illustrative commutative diagram Figure 2.3.2 from [5]:
Any tangent vector £ € T,G can be translated by R,-1 or L,-1 to the Lie
algebra g and we obtain two different vectors in g.

Definition 2.24 For § € T,G, we call the two vectors
we=Lg1, €9, ws=Ry1,§ €9

the angular velocity and spatial angular velocity respectively, here the sub-
script ¢ in w, stands for “corps”=body. Clearly, ws = Adgw,.

Similarly, for the vector m = A,§ € Ty G, we have two different vectors in

*

g
me.=Lymeg", m,=Rmeg"

which are called angular momentum relative to the body and the angular

momentum relative to the space. We note that m, = Ad;ms. It is easy to

check that, for a motion g(t) € G, the energy E = $(g, g) can be expressed

as
1,. . 1 1 1 1 .
E = 5(9,9) = g{we we) = 5 (Awe, we) = S(me,we) = 5(m, g)-
Euler proved for G = SO(3) that any geodesic curve ¢(t) € G must satisfy

dms . dmc
T 0, or equivalently

Arnold [3, 5] pointed out that the proofs are almost literally extendable to
the general case. That is, we have the abstract Euler Theorem (or general
Euler equations):

. *
= ad;, me.

Theorem 2.25 Let G be a Lie group with a left-invariant metric, and g* its
Lie algebra, then any geodesic curve g(t) in G must satisfy

dms . dmc
T 0, or equivalently

For a Lie group with a right-invariant metric, we have

= ad, me. (2.19)

Theorem 2.26 Let G be a Lie group with a right-invariant metric, and g*
its Lie algebra, then any geodesic curve g(t) in G must satisfy
dms dmc

7 - 0, or equivalently el —ad;, me. (2.20)
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Ad,
9
Lg—1 % Rgf1 %
T,G
A Ag
e
R,
L
o]
Ad
We
Ly,
A A
L
Ly
M

Mg

Ad;

Figure 2.3.2: Diagram of the operators in g and g*

28



CHAPTER 2. PRELIMINARY TOOLS 2.3. LIE GROUPS

2.3.4 Applications to Hydrodynamics

Let M be a domain in R", and Diff (M) denotes the set of C*°-diffeomorphisms
on M, and Diff,, (M) for the volume-preserving C'*°-diffeomorphisms on M.
Then both Diff (M) and Diff,, (M) are Lie groups if we take the composition
of two diffeomorphisms as the group multiplication operation. Diff(M) and
Diff,, (M) are the configuration manifolds of compressible and incompress-
ible fluid flows respectively.

Remark If one is concerned with the C"-diffeomorphisms on M, then
neither Diff] (M) nor Diff"(M) is a Lie group although they are both con-
tinuous groups. The reason is that the left translation L defined by L¢(g) =
f o g is only continuous but not smooth. The detailed explanations can be
found, eg, in [34].
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Chapter 3

Well-posedness

EF8: “ANEmARZIA, mERLAZRAL, 7
—— KA YA TAET3005F,

All men know the utility of useful things; but they do not know the
utility of futility.

—Zhuang Zi, ~ 300 BC.

In this chapter, we will first derive the generalised Euler equation with
respect to the H*, k > 2 metric on the Bott-Virasoro group D(S) :

my + 2uem + umy + adiu =0 on S, with m = A2k, (3.1)

where the operator A3, = (1 — 02+ ---+ (—1)¥9?)3r, k is a positive integer
and a € R (here we use this cumbersome notation just to indicate that A3, is
a s-th order pseudo-differential operator), then study its well-posedness and
other analytical properties of its solution.

3.1 Derivation of the Equations

3.1.1 Bott-Virasoro Group

Let D*(S) be the group of orientation preserving Sobolev H* diffeomorphisms
of the unit circle S, and let Vect®(S) = T.D*(S) be the corresponding Lie
algebra. We assume s to be large enough so that all our formal calculations
can be rigorously justified. R

The Bott-Virasoro group D?(S) is the non-trivial central extension of
D#(S) which is defined as follows: the set

D*(S) = D*(S) x R!
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and the group operation is defined by Bott [12]

~

joé— (nos,a+ﬁ+Llogax<nof>dlogaxf), (3.2)

where 7 = (1, @), € = (£, 8) with n,£ € D*(S) and «, 3 € R.

The corresponding Virasoro algebra \7(;’5(5 ) is the tangent space of 158(5 )
at the identity which is the non trivial extension of Vect(S), the tangent space
of D*(S) at the identity of D*(.S). The commutator in the Lie algebra is given
by [5]

V., W) =- ((v@xw - w@xv)(%, c(v, w)) , (3.3)

—

where ¢(v,w) = /v@ﬁwdx, V= (vg,a) , W= (wg,b) with a,b € R
S ox ox
and vZ, w2 € T,D*(S).

3.1.2 Derivation of the Equations

In order to derive the equation (3.1), according to Theorem 2.26, the key
point we need to find is the formula of ad™.

Let U = (u M,a),V ( 2b), W= (w2, c) € Vect (S), and define the
H* inner product on Vect (S) by

(U, V) e = /(uv + UV 4 -+ OFudfv)da + ab, (3.4)
S

then we find ad*ﬁ by direct calculations

o~~~ A~ —~ o~

A5V, W) g = (V,adgW)m = (V, [T, W)

= (v, uzw — uwy) gr — b+ c(u, w)

(3.5)
= (A2, u,w — uwy)r2 — b - c(u,w)
= (g+093u,w)r2 = (A (g + bD3u), w) v,
where g = 2u,A3Fv + uA3fv,. So
* 17 2k 3 0
adnV = (A F(2up Adfv 4+ uA3fv, + b@xu)%, 0) . (3.6)

31



CHAPTER 3. WELL-POSEDNESS 3.2. LOCAL WELL-POSEDNESS

The group YSS(S ) is a right-invariant group, so by Theorem 2.26, the gener-

alized Euler equation %U = —adj;U on the Virasoro group gives us
dAZE d
dztku = —(u AR u + uAZu, + adPu), d_j =0, (3.7)

which is (3.1) for m = A2¥u.
We can put the equation (3.7) in the Hamiltonian form:

o= —(md, + O+ ) s, with 1 =3 [wmde. (35)

The KdV equation and the CH equation can be also put into this form (3.8)
but with m = u and m = (1 — 9?)u respectively. On the other hand, we
know that the KdV equation can be expressed as

0H ) 1 1
my = _axd—ml’ with m =u, H; = 5/ <§u3 - aui) dz, (3.9)

and the Camassa-Holm equation

H 1
my = —0,(1 — Oﬁ)%, with H; = 5/ (u(u® +ul) — au?) dz.  (3.10)

These equations give the second Hamiltonian structure for the KdV and
CH equations respectively, where the term “bi-Hamiltonian structure” in
some literature comes from, and the bi-Hamiltonian structure leads to the
integrability of the equations and gives infinite conserved quantities for KdV
and CH. Another interesting point is that they yield a constant Poisson
structure K = 0., 0,(1 — 0,,) for KAV and CH, which we do not know if it
is true also for the general & > 1 case.

3.2 Local Well-posedness

We will establish the well-posedness of (3.1) for k£ = 2 and the similar result
holds for the general case k > 2.

Theorem 3.1 Let k=2, ug € H*(S), s > 2k — 1 = 7/2. Then, there exist
aT >0 depending on ||ug||s, and a unique solution u satisfying (3.1) in the
distribution sense such that

u € C([0,T], H*(S)) n C* ([0, T], H*~1(9)).

Moreover, the map ug € H® — u € C([0,T], H*(S)) is continuous.
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We can rewrite (3.1) for k = 2 in two ways:

my = —umy — 2mu, — ad>u, r €S, teR,
(3.11)
m(x,0) = mo(x) = Auo(z),
where m = Aju = (I — 0? + 9})u, A = (I — 9%+ 9)i. Or
up = —uuy — O AT (w4 Ju? — Tu2, — 3u,3u) — adPAtu, z €S, tER,
u(x,0) = up(x).
(3.12)

If we denote A(u) = ud,, f = —0,A7 (v + 2u2 — Tu?, — 3u,03u) —
ad?A;*u, then (3.12) has the form of (2.16):

9u wu = f(u
©) o tAu=fu)e X, t=0, 3.13)

U(O) =wug €Y.

In order to use the Kato’s theory on quasilinear evolutionary equations to
prove this theorem, we need to verify that the conditions in Kato’s Theorem
are satisfied, ie, we need the following lemmas:

Lemma 3.2 The operator A(u) = ud,, with u € H* s > % belongs to
G(H®*1,1,83) for some 3 > 0.

Proof According to the definition of G(H*71, 1,3) in the assumption
(A1) in Section 2.1.2 we need to verify two conditions:
(1)

(A(w), o) o1 > =[] [7ro1, (3.14)

(2) A(u) + X is onto H*~! for for some A\ > (3.
We use A for Ay in this proof just for simplifying the notations.

(U0, d, Py prs—1 = (NN udp), A1) 2 for ¢ € HS71(S)
= (AN, u]0p0 + ud AL, ALY o (3.15)
= ([A* u]0,0, A7) 12 — 5 {ug, (A*710)%) 12
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The first term can be estimated as follows:

(A1 u]0,0, A7) 12
< AT u) 0| 2] AT 2
< O(|uallpol 1A 20202 + [|A* | 12]]0p | o) |[A* ][ 12 (3:16)
(by Lemma 2.5)
< Cllullm|[|A> ][

It is easier to get the estimate for the second term:

(g, (A*7'9)) 12 < Clugr=|[A 9[22
(3.17)

< Cllu|

Hs AS_1¢H%2
Now we are going to verify the second condition: A(u) + A is onto H*™! for
some A > (3. Clearly, A(u)+ \ is a closed operator, so we need only to prove
that A(u) 4+ A has dense range for A > .

Suppose ¥ € H*71(S) such that

((A(u)+N)p, ) gs—1 =0 for any ¢ € D(A(u)) ={¢p € H* ' 1 ud,p € H'},

(3.18)
then we have in the distributional sense
—0, (uA* %) + AA* 72 = 0,
which yields
(N2, uthe) (s o1y + MAZ 72, 9) (15 o1y = 0, (3.19)

here (H'~%, H*~') stands for the natural pairing between H'=* = (H*~1(S9))*
and H*~! and A*72: H*71(S) — H'%(S) is an isomorphism. On the other
hand, by the inequality (3.14), we have

<A2s_2¢7uwm>(H1—s’Hs—l) = <¢,u¢x>H5—1 Z _BHM ?'—18717 (320)

so the above two equations and the condition A > § imply that ¢ = 0. This
means, A(u) + A has dense range for A > £.
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Lemma 3.3 B(u) = [A},ud,JA;' € B(H*™') foru e H®, s> 3/2.

Proof Obviously, [A, ud,]JA " w = [A, u]JA™ w,, so we have

[1B(u)w]

et = |[ATHA u] AT wy |
— HAS_l[A, U]Al_SA(S_z)me
(3.21)

< C| |ux| Hs—1 | |A(S_2)wx| |L2

IA

Cllul

Hs ’UJ‘ Hs—1.

In the second-to-last estimate, we have used Lemma 2.9.
From the proof, we have

1(B(u) = B(v))w|

pom1 < Cwl

gs-i||lu —vllgs foru,v e H®.  (3.22)

Lemma 3.4 Foru € H*(S) with s > 3/2,
(a) H° C D(ud,) ={f € H* ' :ud, f € H*1}, s> 3/2.

(b) ud, € B(H*, H*7Y), s > 3/2.
(c) |[u0y — v0y||B(as,ms—1y < Cllu — v||s=1.

Proof For f € H*! we have

||ud: f|

Hsfl S CHU‘

wo-1[|0n f|

a1 because H*™! is a Banach algebra

< Cllul[gs—|f]]a

(3.23)
which proves the first two parts. The third part follows directly from the
above inequality.

Lemma 3.5 Let f(u) = =0, A7 (u?+ 1u2 — Tu2, — 3u,03u) — adPA'u, s >
7/2, then for any u,v with ||u||gs,||v||gs < C, we have

(@) [[f(u) = f()|la— < Cllu— ||
(b) |[f(w) = f(v)]

s < Cllu—|

HS.
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Proof In the proof, we use || - ||s to stand for || - ||gs.
(a) We need only to verify that

7 7
[|0:.AL*(zu2, + 3u02u — —v2, — 3v,02u)||s—1 < Cllu — v||s_1,

2 rx xrx
for the corresponding inequality for the other three terms is easy to verify.

1007 (u3, = w2 )lso1 < OO (u +v)P(u — v)|[s-4

< max{ |07 (u + 0)|[s-4, 1|05 (w + )| £, |02 (u + v) || s—7/2}
-max{||0?(u — v)||s_4, ||0?(u — v)||s=7/2} (by Lemma 2.7)
< Ollu=vl[s=3/2 < Cllu = v|[s-1.

|0:A;  (ue0Pu — v,0°0)||s—1 < Ol|lugdPu — v, 0||—s  (3.24)
= Ol|ug02u — up 020 + up 020 — v, 020 |44 (3.25)
< Clluz(93u — ) |ls—a + [[(ua — v2) 030 s-a. (3.26)

We estimate these two terms separately. If s — 4 > % or —% <s—4<0, we
can easily get from Lemma 2.7 in Chapter 2 that

[lus (03 — 030)|[s—a < Cl103(u = v)l]s—4 < Cllu = v][-1. (3.27)

f0<s—4< %, we have to use Lemma 2.6 in Chapter 2, to get

|uz03 (1 = 0)l[e-1 < C(|fua| | |0} (v — v))|

=i+ gl we-noe |02 — )| 2)

< C(l[ullwree]lu = vl

o+ [llwe-s.e [ — ] 1)

< Clu

ms|lu —v||gs—1 because s —4 > 0.
(3.28)
Similarly, we can estimate the other term in (3.26). Here we just write out

the formula for the case 0 < s —4 < %

(e = v2) 00 < Otz = valls-allOFvl|Loe + 1|030]s-al e — vallLoe

< COlllgs|lu —v||gs-1.
(3.29)
Adding up all the above estimates yields
[1f () = f()|[s1 < Cllu = vl[ . (3.30)
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(b) Similar situation as in (a).
107" (i, — 03|15 < ClIOR(u +0) 05 (u = v)||s—s
Cll0%(u + v)ls=s[105(w = v)l|s=s < Cllu+ vl llu = v]lsis

<
< Cllu—=vlfs,

1102 A7 (ua 03w — v,050)] 5

Clup0Pu — 0,0°0||s_5 = C||u02u — 1020 + u, 030 — v,0%0||s_3
Cllulls—alfu = vlls + Cljv[[s||ue = va[ls—s

Cllu = vlls,

here we have used the fact that H*® is a Banach algebra for s > 1/2.

Proof of Theorem 3.1 Now Theorem 3.1 is just a direct consequence
of Kato’s Theorem with Y = H*(S), X = H*7!(S) and the above Lemmas.

IA AN A

Theorem 3.6 If the Theorem 3.1 yields the maximal time interval of exis-
tence is [0,T), then we have T' = +o0 or

e =400 if T < oo. (3.31)

.
Jim [lu(t)]

Proof From Theorem 3.1, we have T' = +00 or

Tim ()] + (@) |r-2) = +00 i T < oo (3.32)

On the other hand, we have from the proof of Theorem 3.1 and the equation
(3.12) that

[ (1))

which yields what we want.

me < COllu(®)| [, (3.33)

pe-t < Cffu(®)|| e |u(?)]

3.2.1 Conservation Laws

Based on the local well-posedness, some conservation laws can be established.
In this subsection, we assume that the solutions are smooth enough that all
the calculations can be done rigorously.

Theorem 3.7 Let u(x,t) be the solution to (3.1) with uy € H®, and my =
(1 — 92 + 0ug,, then in the time interval of existence of u, we have the
following conserved quantities:

L = /m:/u, (3.34)

I = /um = /(u2 +u +u,). (3.35)
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Proof Integrating directly the equation (3.1), we have the first conserved
quantity. We can exploit the equations (3.11)(3.12) to verify that

dr.
d_t2 = /utmdx + /umtdx =0.

Geometrically, the fact Iy is conserved just means that velocity vector of the
geodesic curve has a constant length along the geodesics.

3.3 Global Well-posedness

The Camassa-Holm equation (1.3) can reach a singularity in a finite time if
mo = (I —0%)ug changes sign. However, this can not happen for the modified
equation (3.1) by our next theorem.

Theorem 3.8 Suppose k > 2 in (3.1). If the initial value m(0,z) € L*(S),
then m(t,x) € L*(S) for any finite time t > 0, and there exists a constant
Cy depending only on the norm of initial values u such that

[m||z2 < e®||myg]| 2. (3.36)

Proof of Theorem 3.8 We prove the Theorem 3.8 for sufficiently
smooth function m and the general case my, € L? follows by a standard
density argument. Multiply (3.1) by m and integrate over S, we have

1
st +2 [ [umm,=a [mee, @7

Clearly, [(md3u = [ OPulZiu = 0. So

d
Eumuiz = —3/m2ux, (3.38)

from which d
EHme < Blug| oo || |72 (3.39)

On the other hand, I, = [, umdz is a conserved quantity for (3.1), ie

Z||al (t,z)||% = Zual (0,z)||2. (3.40)
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So from the Sobolev embedding theorem and k£ > 2 we have
|UI|L°° < C||uxx||L2 < CO, (341)

where Cj is a constant depending only on the initial condition. The Gronwall
inequality and (3.39) yield

[Im|| 2 < €< meo|| 2. (3.42)
For the limiting mCH, ie, a = 0, we have even better results:

Theorem 3.9 If my € LP(S), where 2 < p < +oo, then there erists a
unique global solution m(t,z) € LP(S) to (3.1) with a = 0 and k = 2 such
that m € L*(S) and

||m('>t)||Lp(S) < 6Ct||m0||LP(S), (343)

where C' is a constant independent of p. Moreover, if mg € WHP(S), then
m(-,t) € WYP(S) and there exist constants Cy, Cy independent of p such that

ecleCQt

[[m(-, t)HWLP(S) < HmOHleP(S) (3.44)

Proof of Theorem 3.9: We prove the conclusions for the smooth
enough data and the general case can be reached by standard approximations.
Multiplying (3.11) by |m[P~!'sgnm, we have

1d|m/?
p dt

1 1
+ p (|m[Pu), + (2 — 5)\m|pum =0, (3.45)

integrating this equation, we have
1d P 1
_m = —(2— —)/\m|pux
p dt p
1

< (2- ]3)\\uxHLw||mH’£p-

(3.46)

Combining with the embedding ||uz||re~ < C'||tge]|r2 < C, we can easily
see that
[Im(-, 8)l| 2o < €“*f[mol| o (3.47)

Taking the derivative with respect to x in (3.11), we have got

dm,
dt

+ 3mgty + 2mity, + mgyu = 0. (3.48)
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Multiplying this equation by |m,|[P~tsgnm,,

1d|m,?
p dt

1 1
+ = (|ma|Pr)e + (3 — =) |my|Puy + 2mug, |my [P sgnm, = 0. (3.49)
p p

Now integrating over S gives

1d||mg||¥,
Ll

1
PR (3 — ]—)) / | [P, + Q/mum|mx|p_1sgnmx =0. (3.50)

So, if mg € WP(S), p > 1, then my € L*°(S), and (3.47) yields that, for
some constants C7, Cy > 0,

[Im (-, t)[|p(s) < Cre™. (3.51)
At the same time
[tz < C.

Moreover, the embedding theorems and (3.47) tell us that
ltzel [ < ClO7ullz2 < Cll0zullr2 < C(lIml|r2+[u—tge]12) < €. (3.52)

Now it is easy to derive from (3.50)~(3.52) that there exist constants C, Co
independent of p such that

C
[l 2o < €D [mog|| - (3.53)

3.3.1 Extra Properties for a =0

Lemma 3.10 Let u(z,t) be the solution to (3.1) with a =0, ug € H*, and
suppose that mg = (1 — 0>+ 9 )ug >0 (or <0), thenm = (1 —0*+ })u >
0 (respectively < 0), moreover, if m > 0, then

/m1/2dx:/mé/2dx.
s S

Proof The proof of Lemma 3.3 in [28] applies here with little change, but
we include it here for completeness.

Let £ > 0,9 C R? be a bounded domain, v € H'(Q2). Then from [44], we
know that /2 + vy, /2 + v_ € H(Q), with

Vv Vv

V\/5+U+ = Q\/TTX[U > O], V\/5+U_ = Q\/ﬁ

x[v < 0],
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where x stands for the characteristic function. Now if we take 2 = [0, 27] X
0, ¢], then

d 1 my
@ JVETme = §/S¢ﬁx[m>0]
xr 1 xr
m [m>01——/ﬂx[m>0]
S

B 5\/€+m+x 2 \/5+m+

Uy
= — [ Vermuux[m >0l +e [ ——=—x[m >0
/S e+ myugx[m > 0] 5/S — +x[m ]

L meu m > 0]
2 S \/E + m+x '
(3.54)
Integrating the first integral by parts ,
d Uy
— e+my=¢ | ———x|m > 0|+ R(t,¢), 3.55
G LvEEm = [ im0 R (359

where R(t,e) = >, cq40(xs)veu(z,) with A = {z € S : m(z) = 0} and
o(xs) = 1lor — 1 depending on zy is the left or right end point of the
composing intervals of {x € S : m(z) > 0}. Whatever the value of R(t,¢)
is, we always have

R(t,2)| < Ve / et (3.56)

and so

d
G | veF
@t /s

[m > 0] + R(t,¢)

Uy
6 —
L\/5+m+x
< 20 [lul < vE (14 [ a i),
S S

(3.57)
So from the obvious fact that [ (u* 4+ u2 + u2,) is conserved, we have

< e (1 + /<ug +ud, + ugm)) t. (3.58)
Letting ¢ — 0, we get
/ N / N (3.59)
s S

Similarly we have the conservation for |, g+y/M—, from which the lemma fol-
lows.
Remark
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(a) From the proof, we can find that the essential part in the proof is the
equation m; = —2um, — u,m and the conservation of [(u?+ u2 +u?2,)
(which is [wm). The exact relation between m and u does not really
matter as long as [ |u,| can be controlled by [ um.

(b) If mg(z) changes sign on S, we have

J/|ndédx::l/mhndédx. (3.60)
S S

In fact, the limiting mCH has a very nice property: the zero points of m
evolve along the characteristics, this can easily be seen from m;4+um, =
0 at the points where m = 0. So on each subinterval of S where m does
not change sign, the integral [ |m)| 2dz over the subinterval is conserved.
There is another point of view: formally the limiting mCH can be put
in the form of

%\mI% + (|m|2u), = 0. (3.61)

This means the so-called Casimir functional is conserved:

/|m|édz:/|m0|%dx. (3.62)

Lemma 3.11 Let ug € H*(S), s > 7/2 and my = (1—92+ 0 )ug > 0(or <
0), then AK > 0 such that ||uge||r~ < K.

Proof At first, we assume that ug € H*®, u solves (3.1), then it is easy
to show that ||u|2; + ||us||32 + |[usel|32 is conserved as long as u exists as a
solution to (3.1). From Lemma 3.10, we have m = Aju > 0 (or < 0). Let
xo € S satisfy Uy, (x9) = 0, then Yy € S, we have

y y y
Upre(Y) = / Otudx = / (u — u + Otu)dw — / (u — O*u)dx
zo

o o

< [ mde-tllull + el = | mode + flullos + el
S S

g(/mm+ﬂMW+CWMW§K,
S

(3.63)
where K depends on mg and ||ug||g2 and C' is a constant independent of w.
Similarly, we have (here we use xy and xy + 27 to stand for the same point
on the circle S assuming the circumference of S is 1 with zg <y < x¢ + 27)

To+27
Uy (Y) = / Otudr < K.
y
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So far we have proved the Lemma for ug € H*>. A standard approximation
can give the proof for ug € H*(S), s > 7/2.

Theorem 3.12 Suppose k = 2, ug € H*(S), s > 7/2, then Equation (3.1)
with a = 0 admits a unique solution in C([0, +00), H*(S)) N C*([0, +00), H*71(S))
if the initial momentum mgy > 0.

This theorem holds also valid for k£ > 2 as long as uy € H*(S) with s >
2k — % In order to prove Theorem 3.12, we need the following lemma:

Lemma 3.13 Assume the conditions in Theorem 3.12 hold, then ||u(t)||x-
is finite for any 0 < t < oo.

Proof Apply A§ to uy = —uu, — f(u), where f(u) = 9,A;*(u? + 1u2 —
7

Tu2, — 3u,0u), and multiply by Aju and then integrate over S, we get

d
el = =2{u, wue)s = 2(u, f(w))s (3.64)
By Lemma 2.5, we have
[(w, wttg)s| < Cillug] | < ||ul 3 (3.65)

The Cauchy inequality gives
[ (s f(w))s| < [lulls|]f ()]s, (3.66)

and

Iflls < Cllu? + jui — Fud, — 3us0ful

Hs—3

< Cllufls=s + luzlls-s + lugells-s + [uadulls—s + [|ul

He)

< C(l[ullzeolulls—3 + [Juz]|poo |[tells—3 + [[tze]| Lo 1] s—3
e | Lo || O30 s—5 + ||03u| oo [|te | s—s + ||l |2)
< Cllulls,
(3.67)
where we used Lemma 2.5 and Lemma 3.11. So we have
d
&IIUIli < Clull?, (3.68)

and so the Gronwall’s inequality completes the proof of Lemma.
Proof of Theorem 3.12 Theorem 3.12 is a direct consequence of The-
orem 3.6 and Lemma 3.13 above.
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3.4 Weak Solutions for a =0

What we have obtained is the well-posednss for u in H*(S) with s > 2k — 1,
this excludes the -momentum solutions. But we know that the -momentum
solutions play a very important role in the study of Euler equations. So we
want to enlarge a little bit the solution space to include the J-momentum
solutions.

Equation (3.12) with a = 0 can be rewritten as

w+ F(u), =0, ze€8 teR,
(3.69)

u(z,0) = ug(x),

where
L a2 Lo T 3
Flu) = U + A (w® + Uz = s ~ 3u 0, u)
1 1 1
= §u2 + A (W + iui - iuix) — 3(0uA ;) (Uping).

Definition 3.14 Let ug € H*(S). A function u : [0,+00) x S — R is called
a global weak solution to (3.69) if u € C([0,00); H?) and ¥ T > 0, we have

//(ugot + F(u)p,)dxdt + / uo(2)(0,2)dr =0, Ve CH([0,T) x S),
0Js s

(3.70)
where CY¢([0,T) x S) is the set of all first order smooth function with compact
support in [0,T) x S.

Theorem 3.15 Let ug € H*(S), and mo = (I — 9> + 9 )ug is a positive
Radon measure on S. Then there exists a unique global weak solution u €
C([0,00); H*(S)) of (5.1) and such that m = Aju is a positive Radon measure
on S whose total variation on S is uniformly bounded for t > 0. Moreover
we have

/udx:/uodx, /(u2+ui+u§x)dx:/(u3+u8x+u3m)dx, (3.71)
s s s

S

Proof of Theorem 3.15 Let 0 = ||mg||m = ||uo — 0%ug + Fugl|m be
the variation of the Radon measure mg, then by Lemma 5.2 in [28], there
exist positive functions mg € C*°(S) such that ||m{||,1 < C for a constant

44



CHAPTER 3. WELL-POSEDNESS 3.4. WEAK SOLUTIONS FOR A = 0

C independent of n, and mj — mg in D'(S). If we denote uf = A;*my,
then my = ul — O*ul + Otup,

ul — ug in H*(S),

and
laglle = [ TG+ 1 + e = | [ -l
S S (3.72)
< |Imgl|zr[|ugl e < Cllmgl|pe||ugl| s,
which implies that
H“0||H2 / |u0|2 + ‘“0m‘2 + ‘UOM‘ dr < CHmOHLl < Co*. (3-73)

Then by applying Theorems 3.1 and 3.8 with the smooth initial value ug(x)
there exists a unique solution to (3.69) u™ € C([0,00); H*)NC ([0, 00); H*™).
From Lemma 3.10, we know that m™ (¢, z) > 0 if we denote m" = u™ —9*u" +

dtu™, so

" (O]l = [lugllaz < C and  [lm"(@)[[rr = [lmg ()] < C,

Y

where C' is a constant independent of n. Hence
0z |er < [Ju"||r + 105" |ox + [[m" ()] < C

and
|02u"||p~ < C,  with C independent of n.

So {u™(t)} is a compact set in H?(S) for any ¢ > 0.
On the other hand, | dg—:||Hz = ||F(u™).|| g2 can be estimated as follows:

(W) ol = 2[|uu}||me < O(|[utug]|re + [Jugugllre + [ ugy,]|22)
< Cl|03u| 2 < Cl|OGu"|[z= < C,
(3.74)

[0:A7 (02 + 202 — 102, — 30,020) || 2
< Oljw? + 20?2 — To2, — 30,0%0|| g (3.75)

<(C if v=u"
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So ||42 | g2 = [|F(u"),]|g2 < C with C independent of ¢ and n. So the
family u™(t), as functions from [0, +00) to H?(S), is equi-continuous. There-
fore Arzela-Ascoli theorem ([98] or see the “ Arzela-Ascoli Theorem” in the
Wikipedia) tells us that {u"(t)},>1 C C([0,T]; H?) is a compact subset for
any T" > 0. So we can extract a subsequence u™* and there is a function
u € C([0,00); H?) such that

u™ — u in C([0,00); H?),
with
[|u(t) —u(s)||gz < Clt —s|, Vit ,s>0.
From lim " () = u(t) in H?(S) for any ¢ > 0, we have

u(0) = up.

Taking ni — oo in

T
//(u”’“(pt—i-F(u"k)gom)dde/ ug* (2)(0,z)dz =0, Ve CH([0,T)xS)
0Js

i (3.76)
yvields that u € C(]0,00); H?) is the weak solution to (3.69).
From the proof above, we can easily get the conserved quantities and that
the total variation ||m(t,-)||sp of the limit measure m satisfies

[lm(t, ) m < |Jm™ (@)l = [Img ()| < C.

Uniqueness: Now we are proving the uniqueness of the solution. Here we
just sketch the proof, and a rigorous argument can be realised by a standard
mollification method. Let G(z) be the Green’s function for the operator
A} =1 — 9%+ 9} acting on H*(S), then from

(I-2+0)G(@)=d(x)= > €™, (3.77)
we have
Clw) = 2 Ty
n=Tee (3.78)

S 1
= 1+22m005(nx) zes.
n=1

Obviously, for any 0 < e < 1, G(z) € C?*™(S). Moreover, from the Appendix
A of this thesis, we can even have that 93G € L>(S).
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Suppose u,v € C([0,00); H?) are two solutions of (3.12), ie, they both

solve the equation

up = —uuy — Op AT (u? + Ju? — w2, — 3u,3u), x €S, tER,
u(z,0) = up(x).
(3.79)
Or equivalently,
up = —uuy — Gy (u? 4 $u? — Tu2, — 3u,0%u), €85, teR,
u(z,0) = ug(x).
(3.80)
here * stands for the convolution. Denote
M = sup[Adul Ly + [[ALae) < oc, (3:81)
then for all ¢,z € Ry x S, we have
lu(z, D)l = [|Gxm|r <|G][L=|Im|[pm < CM,
[uz(z, D)[|re = [|Goxml|pe < CM,
(3.82)
[tzo(z, t)|[Le =[Gz xm|1e < CM,
[Uaze(T,t)||Le = [|Gaza * M|z < CM,
and same estimates hold true for v as Well
Let w =u—v and A(u) = u? + $u? — Tu2, — 3u,02u, then
wy = —uw, —wu, — Gy x (A(u) — A(v)), z €S, t>0,
(3.83)
U)|t:0 = 0. reSs
SO
d
d_/ |lw|dx = / wWySgNW
s s (3.84)

= / —uw,sgnw — wugsgnw — G, x (A(u) — A(v))sgnw.
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/ |w,|dz = / W SENW,,

/ [wWa (Ug + Vy) + VW + WL ]SENW, — Gy % (A(u) — A(v))sgnuw,.

(3.85)

i =
= Wy |AT = Wyt SENW gy
dt Js g e

— /[wm(2um 4 V) + We (2040 + Uy ) + uO2W + WIV]SgNW,, (3.86)

—/Gmm * (A(u) — A(v))sgnw,,.

Using the estimates (3.82) for u, v, we have
‘/—uwxsgnw —wugsgnw| < CM (/ lw| + |wx|) ;

'/[wx(ux+vx) + UWyy + WU lsgnw,| < CM </|w| + Jw,| + wa:(;I) ;

‘/[wm@um + Up) + Wi (2040 + Ugy)|sSEw,,| < CM (/ |we| + W]

(3.87)
1 7
— 3w,0%v, and integration by parts gives us

On the other hand, A(u) —
Vae) — SUzOPw

Gy * (upPw) = Guy

(3.88)
Gow * (UzOPW) = Guuw * (UpWas) — Goa % (UpzWay)
which enables us to estimate
\ [ G tatw - A(v))sgnw\ < oM ( [l + |wm|) ;
(3.89)

[ oo 400 = s < € ([ ol o+ )

The other terms in (3.86) can be estimated as follows:

/u@fgwsgnwm:/ = — Wy |dx = /|wm\uxdx (3.90)
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SO

' / u@iwsgnwm

< C’M/\wm|. (3.91)

It is easy to see

) / w@ivsgnwm

§O||a§;v||po/|w| §CM/|w|. (3.92)

In order to estimate [ Gy, * (A(u) — A(v))sgnw,,, we need only estimate
f Gapr * (umai’w) because the other terms can be estimated in the same way
as the above terms. Again, the integration by parts yields

here, we have used the definition of G, which gives us 399
Gagan * | = Gaox [+ G = [ = [.

Now it is clear that
‘ / G o (uxaf;w)‘ <CM / |Wagl. (3.94)

Taking all the above estimates in account, we have

d
3 [ (ol fwe] + fwas|)dz < CM/(|w| + [wa| + [wae[)dz,  (3.95)
S S

and so the Gronwall’s inequality yields w = 0. That completes the proof of
Theorem 3.15.

3.5 The Whole Real Line Case

We have discussed the well-posedness of equation (3.1) in the periodic case.
Actually, some of the above results hold true with A = (1 —092)* on the whole
real line case:

mg + 2u,m + um, = adu in R!, withm=(1—0%)"u. (3.96)
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More specifically, the local well-posedness Theorem 3.1 holds true if ug €
LYR') N H*(R'), combining our arguments here and those estimates es-
tablished for (1 — 9?) in [97]. Theorem 3.8 with my € L*(R') and ug €
H*(RY) N L'(R') holds true. Using Lemma 3.16 we are going to prove, we
can prove that Theorem 3.12 holds true for (3.96) with a = 0 if we suppose
mop > 0, up € L*(R') N H*(R") with some s > 2k — 1. If a = 0 in (3.96),
Theorem 3.15 holds true for ug € H*(R') N L{RY) with mg = (1 — 82)%u a
positive Radon measure.
In fact, the only things we need to check are

(a) G(z) > 0 (x € RY) for the fundamental solution G(zx) of the operator
(1 —92)* on RY;

(b) 182G < o0;
(c) the proof of Lemma 3.11;

The items (a) and (b) will be proved in the Appendix A, and here we just
prove a lemma analogous to Lemma 3.11 (take & = 2 as an example).

Lemma 3.16 Leta =0, ug € H*(R'), s > 7/2, my = (1—-0%)*ug > 0(or <
0) smooth enough and uy € L*(RY), then 3K > 0 such that ||ugee||r~ < K.

Proof From the assumption mg = (1 — 9%)?uy > 0, we can prove that
m(x,t) > 0 for any ¢t > 0 using the argument in Lemma 3.10, so we have
u= G *m >0 because G(x) > 0. From (3.96), we have

[t ) pr@y = Hm(t, )llwi@y = [lmo(t, )| @), (3.97)

and the conservation law
/um = / (u? + 2uZ + u2,)dx = / (ug + 2ug, + ug,,)dz, (3.98)
R1 R1

which implies
||tz < C (3.99)

by the Sobolev embedding theorem.
On the other hand, neither m nor u changes sign, so we have

0< / mdz = / (u — 20%u + Otu)dz < ||ul|pr — 2u, + 2w (3.100)

[lu||pr = [|m]|| > / (u — 20%u + O*u)dx > —2u, + Pu, (3.101)

—00
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which implies
||2uy — OPul|pe < ||ullLr. (3.102)

So combining the equations (3.99)(3.102), we have
|03l < C (3.103)

with a constant C' depending only on the L' norm and H? norm of the initial
Ug-

3.6 Remarks on the Generalisations

In fact, for the circle S case, the arguments in this chapter up to now can
be easily extended to the general H* metric case (k > 1) with some obvious
modifications.

Going further, from the derivation of the equation, we can find that the
specific form of the inertia operator A does not really matter. We can take,
for example, A = (1 — 9%)* with some integer k > 1 (that is what we have
done in the whole real line case), or even more generally, A = (1 — 9?)2
for any real number r» > 0, and derive the corresponding generalised Euler
equation with respect to the H" metric. From the arguments above, for the
limiting case a = 0, we know that as long as r > %, there will be no finite
time blowup phenomena.

But for the whole line R case, it seems that we need to choose A = (1—9?2)*
in order to guarantee that the corresponding Green’s function is positive. We
have to impose another assumption mg € L'(R') and some extra assumptions
on ug as we did in the previous section.

3.7 Conjugate Points and Beyond

In this section, we turn back to the geometrical aspect of the mCH. Now
that mCH is the geodesic equation and its solution the geodesic curve, it is
natural to study the geometry of D(S) around the geodesic curve. Here, we
are going to exploit the sectional curvature etc to investigate the existence
of conjugate points.

Theorem 3.17 The geodesic in D(S) with initial conditions 7(0) = (e, 0)
and 1(0) = (Uo%, b), where vy, b are constants, contains points conjugate to
1(0) along 7.
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Proof For the right-invariant vector fields U= ( ) ( aﬁ ) the

covariant derivative Vg V can be obtained from the formula ([22])

~

2VyV
—[U,V]- ad*ﬁv — ad*f/a'
= [(7, ‘7] — (A2F (2uaAZfv + uA v, + 20, A% u + vAZFu, + b0Pu + a@i’v)a%, 0)

= ((ugv — wvy — AP (2uaAZfv + ulZfv, + 20,A%u + vAZu, + b0Pu + adv) 2,

c(u,v)),
(3.104)

ViU = — ((A;k%(quA%ﬁu + uN2Fu, + a@ﬁu)g, 0)) .
z
On the other hand,
~ o~ o~ 0
U, V],V] = (((uxv — UV )V — (U — U%)Ux)a—, —c(ugv — uvy, U)) ,
x

so by the formula ([22])

~

R(ﬁ, ?)V = VﬁVf/‘Af - VoVp

<0
I
<
S
=~
<0
w
—
o
Z

RO, V) = (RO, V)V, 0) e = Hlads ¥ +ad; T3, — (ad

=310, VI - (10,71, 71,0) -4 (19,00,01,7)

we can get the Riemaniann curvature R(ﬁ , XA/)\A/ and the sectional curvature

R(U,V) = (R(U,V)V,U)yx although the calculation is lengthy and messy.

However, if V' = (an%, b) is a constant vector field, then the calculation is
much simpler:

ViV =— <(UOA% Uy + bA O )%,0), (3.107)
77 2k 93 9
Vol = — ((voux +U0A2k Uy + bA oou )8_3:’0) , (3.108)
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ViV = <( 2N Uy + bvoA 2k 53, )5 ,0) (3.109)

VoV V = (( 2N U + bA 269 4+ 02 A5 U
, ) (3.110)

+va;k4’fa§u+ZA;k4’fa§ u)— o ,0)

so the Riemannian curvature
RU, V)V =VaVeV =V VsV = VgV
= (—lbzA_4k86u—v AUy, — bugAg ROt )g 0
4 2k 0422k T 0 ax7

(3.111)

and the sectional curvature
RU,V) = (RU,VV,U)y

1
= 62/8§M/X2_,€2"€8§u—i—US/U%A/XZ_,?ICUQc — bvo/umA ,fkum
s
1

= _ —bA S, k@ u + 2005 Fu, 2 dx > 0.
1 2% 2%
S

(3.112)
Let 7(t) be the geodesic with the initial condition 7(¢) = V', and W (t) be
an arbitrary vector along 7(¢) and

—~

0
(w(t,2) 5 5(8)) = i B2 W (),

where R, denote the right multiplication by g on the Virasoro group.

da Ry (ROW (), 7(6)7(2))

= (e 20 (s 0)) () oy

1
= ((62A5k4k86w + 4vg Ay Wy + bug AR Otw ) %,0) .
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dﬁtRﬁgl (V;]tv;h/m?(t))

0
= V2 o)V s <w(t,$)a—>5(t))
= Vi, ([ — (vow, + voAy Oy + A FPw )]_x’S/(t))

- (02 sw),
(g s0)

(3.114)
where
H(t,x) = 0*w — 20Wi + ViWey — 2UOA2_k2kwm — bAz_,fk&gagw + QUOA% Wy
1
+ovg A2 Otw 4+ v Ay W, + bugAS O + Zb%;ﬁ’“@ﬁw
(3.115)
Then the Jacobi equation along 7)(¢)
Vi Vi (1) + ROV (1), 7(1))i(1) = 0 (3.116)
reads s”(t) = 0 and
0w 0w , 0w 0w 0w
e 2 o) 2A 2k —9 A—Zk—
o 20y T g g~ iy (3.117)
0*w L0 w
_bAkakata 5 _'_b 0A2k‘ a -1 :O
that is
9 AW o [ %, o [ 9
(a — &E) w—2U0A2k2k <8t anx) wx—bAQk% (a — U(]%) PPw = 0.
(3.118)

For any integer n > 1, if we denote k(n) = (1 +n?+n*+ -+ +n?)71
1 3 1 3
= nvok(n) — ibk(n)n and A = nvy + nugk(n) — §bk(n)n
then a direct calculation tells us that

w(t,x) = sin(ut) sin(nx + At),  s(t) =0,
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is a non-trivial solution to the Jacobi equation (3.117). Clearly, W is always
perpendicular to 7(t), so it is a Jacobi field along 7(t). If we take

-
t="" for j=0,41,42,---
1

we get the points conjugate to 7(0), which completes the proof of Theorem
3.17.

Remark From the theorem 3.17, we can obtain that the constant so-
lutions are stable. However, if we are concerned only with the stability of
the constant solutions, we can use the energy method to give a very simple
proof.

Theorem 3.18 Any constant solution (v, b) is nonlinearly stable.

Proof Let m = my = vy be the constant solution, we can introduce the
functional

1
Hi(m) = 5 / umdx — /vomdx, (3.119)
S s
then it is easy to check that
—_— = —_— =A >0 3.120
6m mo ’ 6m2 mo 2k ’ ( )

which yields that mg is a local strict minimum point of H;.

3.8 Conclusions

We have studied various analytical properties of the one dimensional mCH.
We have first derived the one dimensional mCH according to Arnold’s view-
point in Section 3.1, then have exploited the Kato theory to establish its local
well-posedness in H*(S) with s > 2k — 3 in Section 3.2. After that, we have
proved that ||m|| .2 is always finite in finite time ¢ if the initial momentum my
belongs to L?*(.S), which means that the solutions of the mCH will not blow-
up in finite time if the initial value is smooth enough. This is totally different
from the Camassa-Holm equation which may admit some finite time blow-up
solution even for some very smooth initial values. Then we have studied the
extra properties for the limiting mCH, ie, the case of a = 0. In this case, we
have proved that the mCH admits a unique solution u € C([0, +00), H*(S))N
C([0, +00), H*71(9)) if the initial momentum does not change sign (here
mo may not be in L*(S)). In Section 3.4, we have introduced the notion of
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weak solution which includes the d-momentum solutions, and then proved
its well-posedness for the limiting mCH with the initial momentum being
positive Radon measures, ie, Theorem 3.15, by an approximation process. |
guess the assumption a = 0 is only of technique significance and the similar
results hold true also for the general case a # 0 although I have not yet
found a proof. The difficulty here is that for the case a # 0, we can not
have [|m| = [ |mo| from the conservation of [‘m. Then I have made some
remarks on the generalisations of the previous results to the whole line R*
case under some mild extra assumptions, and to different inertia operators in
Sections 3.5, 3.6 respectively. Here in order to get the required positivity of
the Green’s function G, we have to switch to the inertia operator (1 — 92)*.
Then, we have looked at the geometry of ZS(S) around the geodesic curve
and proved that the geodesic in YS(S) has conjugate points to the starting
point.
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Chapter 4
Numerics

“A major task of mathematics is to harmonize the continuous and
the discrete, to include them in one comprehensive mathematics,
and to eliminate obscurity from both.”

—E. T. Bell, Men of Mathematics, 1965.

In this chapter, we will consider the numerical methods for the limiting
case of mCH for k = 2, ie,

my = —umg — 2muy
(4.1)

m(xz,0) = mg(x).

Why do we consider the case a = 07 This is because in the study of the CH
equation, the limiting case is the most interesting case. Moreover, our study
on weak solutions in Chapter 3 is restricted to the limiting case. So we focus
here on the limiting case a = 0 for the mCH.

We will consider (4.1) on the circle S in Section 4.1 and on the whole real
line R! in Section 4.2.

4.1 Particle methods

The point vortex algorithm is one of the most efficient methods in the study
of ideal hydrodynamics. Similarly, we can introduce the particle method in
the computation of mCH. The basic idea is as follows: from Theorem 3.15,
we know (4.1) has solutions supported at points on S via the following sum
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over Dirac delta measures,

mft, x) = sz-(tﬁ(x - ¢(1)), (4.2)

and the velocity

u(t,z) =Gxm =Y p(t)G(z — ¢(t)) (4.3)

1=1

is the superposition of the velocity of each “soliton” supported at ¢;(t), where
G is the fundamental solution of the inertia operator A. Plugging (4.2)(4.3)
into (4.1), we have got an ODE of 2N variables:

N
=ty (4.4)
=1

Camassa et al. [17] proved that the particle method is convergent for the
Camassa-Holm equation, their proof used the complete integrability of the
equation although then mentioned that the use of integrability is perhaps
“overkill”. We can see that the reduction of the PDE (4.1) to the ODE (4.4)
is not related to the integrability. We will show that it applies to the modified
CH equation too. Our proof is similar to those of [17] except that we do not
use the integrability of its discretization to prove the global existence of the
corresponding ODEs.

Let G(z) be the Green’s function for the operator A = I — 92+ 9 acting
on H*(S), then from

oo

(I-2+0)G(x)=d(x)= > e, (4.5)
we have
G(z) = i ;eim = 1+2i - cos(nz) x € S. (4.6)
= 1+t —~1+n*+n!

Obviously, for any 0 < e < 1, G(z) € C?*¢(S).
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Now that .
u(a, 1) = / Gz — y)miy, t)dy (4.7)

and if mg > ¢ > 0, then from Lemma 3.10 we have m(z,t) > 0 for any ¢ > 0,
so (4.1) can be rewritten as

(m'/?), = —(um/?), . (4.8)

Let us introduce an auxiliary function

w(z,t) = /01‘ m(y,t)l/zdy, (4.9)

then w,; + (vw,), =0, V x € S. So there exists a function g(t) such that
wy + uw, = g(t) Vzels. (4.10)

Introducing characteristic curves

r=gE 1), g€0) =¢ (4.11)
then Equation (4.10) reads as
t=q=u(qgt), w=yg, (4.12)
where f denotes the total derivative
. (0 0
From (4.12), we have
¢ d d
w6, 0.0 = [(ae)ds &0, amdso GE=TE @1
0

where wy(§) = w(£,0) and i—? is uniquely determined by m. Combining (4.7)
with the first equation of (4.12) gives

wlalé,0),1) = d(e.1) = / " Glate.t —q<n,t>>m<q<n,t>,t>%7j;”dn. (4.14)

From (4.9) and (4.13) we have
dw 2 duwg \ 2
d¢ _ dg
(c5) -(s2)  ow
¢ ¢

m(q(&, 1), 1)
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Introducing an auxiliary function

ple.) = mla(e. )0 2t = CHE) (4.16)
73

then we have

PELt) = —p(€,1) / Gt — an D)pin, Ody,  (417)

and (4.14) becomes

2w

Q(gv t) = 0 G(Q(gv t) - Q(Wa t))p(nv t)dn (418>

The solution to (4.17)(4.18) with the initial conditions ¢(£,0) =&, p(£,0) =
(w}(€))? determines the characteristic curves z = (£, ). On the other hand,
(4.17)(4.18) is a Hamiltonian system with

1

H=5 [ Glale.)~ atn.o)w(e. on, 1dcan
SxS

Integrating directly (4.17) yields that

21
P= /0 p(€. 1)de

is independent of time t because G'(x) is symmetric with respect to x = .
From (4.17) we have |p(&,t)/p(&,t)| < ¢ P, where ¢; = |G'(z)|p~. So

p(&,0)e Pt < p(€,t) < p(&,0)e ™", VEe S (4.19)

In order to approximate the Hamiltonian equations (4.17)(4.18):

i€ = / " Ga(€.t) — a(m,t))p(n, H)dn,
0 . (4.20)
et = —plét) / G (alé, 1) — qln,£))p(n, H)dn,

we can use the so-called particle method, which takes

(t) = qi(&,t), pi(t) =pi&,t), ieN
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as position coordinates and momenta, and if, for example, ¢ and p are eval-
uated at points § = ih, i = 1,2,---, N, obtain the (finite dimensional)
discretised version of (4.20):

N
G = hY Glg—q)p;,  i=12-- N,
=y (4.21)
pi = —hpiY Gla—q)p;,  i=1,2-- N
j=1

Compared with other classical numerical methods for PDE, one of the main
advantages of the particle method is that it preserves the Hamiltonian struc-
ture of (4.20) and so we can use the geometric integration [49] to simulate it
numerically.

Proposition 4.1 For any l, > 0, the right hand side of (4.21) is Lipschitz
continuous on (q,p) € D, where D C R?*N is the set of points (q,p) =

(q1>q2a"' y4dN; P1, P2, ?pN) :

0<¢<2m i=12--- N, max|p| <[, <oo.
So the system of ODEs (4.21) admits a unique local solution.

Proof We demonstrate only for the first equation of (4.21) and omit
the second one for it is analogous. Let (p,q), (p,§) € D C R, ¢y =
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max,es |G(2)|, ¢1 = max,es |G'(x)|, then

j=1

N N
Ry Glg— hZG (@ — ;)P
N N
< |hY Glg - hZG ¢ — 4;)p
N N
+h Z G(qi — q;)p; —h ) GG — G;)p;
j=1 j=1
N N
< |hY Glai—q)p;—h>_ Glai—q)p
7j=1 ]—1
N
+h§:G@~wmp—h§:G@rwm@
]:
N

< cthm p]|+hZ|G (4 — ¢;) — G(@ — @)| ]

< COhZ|pJ p]|+clhmax|p]|<N|ql Qz|+Z|qJ_qJ|>

Jj=1 Jj=1

N

So if we denote ||v|| = Z lv;| for v € RY, L = max{cgh, c;hl, N}, then we
i=1

have the wanted estimate:

N

N
Wy Glai—a)p; —hy_ Gla—4)p
j=1

j=1

< L(llp = pll+llg = qll).  (4.22)

For the global in time existence we have

Proposition 4.2 If the initial momenta are positive, p; > ¢ > 0, 1 =
1,2,--- N, then the solution to (4.21) exists uniquely for all times.

Proof From the Hamiltonian structure of (4.21), it is not difficult to prove
that P = hzij\il p; is independent of time t. From the second equation of
(4.21), we have |&

| < ¢1 P, where ¢; = max |G'(x)], so
pi

pi(0)e™ "t < pi(t) < pi(0)er?. (4.23)

If the initial momenta are positive, then p;(t) are positive and bounded for
all times ¢ < 400. So the global existence follows.
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Now we will prove that the solution of (4.21) converges to that of (4.20)
as h — 0.
Let q(&,t), p(&,t) be the solution to (4.20) with the initial data

q(£,0) =&, p(&0) =p"(&), (4.24)
while G(t), p(t) stand for the solution to (4.21) with
@(0) = q(&,0) = &, pi(0) = p°(&). (4.25)

¢ (t) = q(&,t), pi(t) = p(&,t) denotes the PDE solution evaluated at the grid

points, ¢; = q; — G;, ¥ = pi — p; and [[¢[| = hZiNzl 9l [|¥[l = hZ,-Nzl |93
denote the [; norm. From (4.19)(4.23) we easily know that for any 7' > 0,
there exists a constant Pr < oo, independent of h, such that

max{p;(t) : 1 <i < N;0 <t <T}max{p({t):£€S;0<t<T}< Pr
for h small enough (or equivalently, for N large enough).

Theorem 4.3 Consider (4.20) with (4.24) and (4.21) with (4.25). Ifp°(¢) >
0, £ € S, smooth enough, then for any finite time T > 0, there exists a grid
length h such that

1 Ch? .
o + -l < —5—(e“ " = 1) (4.26)
Pr Pr
for 0 <t <T, where C, C" are constants independent of T and h.

Proof Because the two equations have the same initial values at the grid
points, so

a0 - a(6l < [ 6l — o n)
- /SG(‘I(@#) q(n. s))p(n, s)dn| ds

© ok /0 t
(4.27)

The first integral of the right hand side is controlled above by C'h?t because
the Riemannian sum h Z;VZI G(qi(s)—q;j(s))p;(s) is the composite trapezoidal
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approximation of the integral [ G(q(&;,s)—q(n, s))p(n, s)dn. The second one
is estimated as follows (letting ¢y = max |G(z)|, ¢; = max |G'(x)].):

PSS Gals) = di(5)(s) = 0 Glails) = a;(5)py(s)|
PSS G (s) = ()i (s) = S0 Glails) = 65 ()wi )|

|0 Glas) = @()pils) — XLy Glails) = a5(5))ps(9)

IN

< coh Y0 Ipi(s) = i(s)] + el S0 (lai(s) = Gi(9)] + lai(s) — Gi(s)]) pi(s)
< b Y0 [pi(s) = i(s)] + el Prh Y00 (lai(s) — Gi(s)] + la;(s) — Gi(s)]),
|| g/o <c0h2|¢j|+c1PThZ(|¢i\+\¢j\)> ds + Ch*t, (4.28)
and hence

o] S/O (col [l + 2¢1 Pr|¢|]) ds + CR*t. (4.29)

Similarly, we have (letting co = max |G"(x)])

i) < /(QClpTh\pi(S)—ﬁz‘(s)\+C2piPThZ(|qz'(3)—@(S)| a0
0 j=1 4.30

+gi(s) — q;(s)]))ds + Ch*t,
and hence

@] < /0 (2e1hPrllib(s)l| + 2c2Pr?||6(s)]]) ds + Ch*t, (4.31)

from which we have

60+ WO < [ er+enPrlol] + o+ 2elivll ds + Cr
T 0 ]
= 2a+e)Pr [ (ell+ 5 l10l)ds
+(2e1th + co — 21 — 2¢3) [ |[¥]|ds + Ch?t

< 2<cl+c2>PT/<||¢||+PiT||¢||>ds+Ch2t,
’ (4.32)
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CHAPTER 4. NUMERICS 4.2. BOX SCHEME

as long as h < 1+ 202 2e2—co | (t’s easy to verify that 1 4 22 =3 is indeed a
positive number.) Now (4 32) and Gronwall inequality yleld

1 Ch2 2(c1+c2)Prt
OOl + 5 IO <€ g ) @)
for0 <t <T.

Remark The convergence proof of the particle method here is similar
to that in [17]. But for the CH equation, in order to establish the global
well-posedness of the reduced particle system, Camassa et al. [17] used the
complete integrability, although they mentioned that this property may be
overkill. But for the mCH, we know that the solution will not blowup in finite
time and so the global existence of the corresponding ODE system follows
without the use of complete integrability.

Remark Similar to the vortex method in hydrodynamics [9, 10], the
particle algorithm has several distinctive features:

e the interactions of the “solitons” mimic the physical mechanisms de-
scribed by the original PDE;

e there are no inherent errors which behave like the numerical viscosity
of conventional Eulerian difference methods. Such diffusive errors can
overtake the effects of physical viscosity in high Reynolds number flow
simulation.

e One can use the geometric numerical integrators [49] to solve the re-
sulted ODE to preserve the geometric structure that the ODE has.

4.2 Box Scheme

In this section, we propose a so-called box scheme to solve the equation:

my = —umg, — 2mu, on RY

(4.34)
m(z,0) = mg(x).

The box scheme dated back to Preissmann [96] and was mathematically
developed by Zhao and Qin [110]. It is a nondissipative scheme and exten-
sively used in the computational fluid dynamics. Ascher and McLachlan [6]
have compared the box scheme and other geometric integrators for the KdV
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equation and have analysed the dispersion relation to give an explanation of
the stability of the box scheme when applied to hyperbolic systems.

Introduce the finite difference operators D,, D; and the mean operator
M:

n n n+1 n
n_ My — MYy n_ My~ — My
D,m} = ——, Dm; = ——
Az At
1 n
mi ., +my mit 4+ m]
1
M,m] = el 5 - Mm}!=—"——" 5 L

then the box scheme for (4.34) reads

Dthm + Mthu . D:Cth ‘l— 2DxMtu . Mthm = 0

[N I U T IS S N U I O B
2\t _1 _1 4 1 1 2Nz _1 1
(4.35)
1|11 1 -1 1
J— — m-— u
2 1 1] 2Nz 11
mzml m?ﬁl
t °
) pu——

Figure 4.2.1: The box scheme for (4.34)

This is an implicit scheme and we can solve the obtained algebraic equa-
tions by Newton iteration method. The result for the Gaussian initial value
is shown in the Figure 4.2.2. Here the equation (4.1) is solved by the box
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scheme with a moving frame, ie, we use u — max,(u) as our velocity function
u in the simulation and concentrate on region where the blob is mainly sup-
ported. The region is [0, L] = [0, 16], with n = 400 grid points, dt = 0.01,
and the initial value is mg(z) = e~1#=8.

The graph indicates that the Gaussian initial value does evolves to a
Dirac ¢ function as t — +oo although we know that the mCH equation has
no finite time blowup solution. This directly leads to the study we do in
Chapter 5.

Blow up in the Euler equations for (Diff(R),HZ)

N W A
T
I

=
T
|

(@]

6 8 10 12 14 16 18
X

Figure 4.2.2: The evolution of Gaussian initial value mq(z) = e~1#=8,

Remark Zhao and Qin [110] proved that the box scheme is symplectic
and multi-symplectic for KdV equation, this is because KdV has another
Hamiltonian (Poisson) structure 9, with constant coefficient. D. Cohen et
al. [24] proposed a box scheme for the Camassa-Holm equation which they
proved is multi-symplectic, this is also because the CH equation has a con-
stant Hamiltonian (Poisson) structure 9,(1 — 9?) (see the last part of the
section 3.1.2). But for the general mCH, we have only one Hamiltonian
structure md, + d,m, which leads to no easy way to get a Hamiltonian
discretization in space. Actually, we can propose a multi-symplectic formal-
ization for the mCH equation in the Appendix B via the multi-symplectic
geometry approach, but it is in the Lagrangian coordinates and is not of
much practical use.

4.3 Conclusions

We have studied the numerical aspect of the limiting mCH, ie, a = 0, on
the circle S and on the whole real line R! respectively in this chapter. We
have proved the convergence of the so-called particle methods in Section
4.1, which is quite similar to that in [17]. But here in our case, the global
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existence of the corresponding ODEs is very easy due to the nice property
of the mCH with £ > 2, and we do not need to use the integrability which
the mCH probably does not have. Then we have proposed a box-scheme for
(4.1). This scheme is locally a second order method because it is a symmetric
method, and it is not too expensive to implement (Newton’s iteration will
solve the resulting algebraic equations). The simulation we have done gives a
reliable result in a not-very-long time. However, the nonlinearity, especially
the nonlocal dependence of u on m, make it very hard to rigorously prove
the convergence of the box-scheme.
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Chapter 5
Asymptotics

[Paradozxes of the infinite arise] only when we attempt, with our
finite minds, to discuss the infinite, assigning to it those properties
which we give to the finite and limited.

— QGalileo Galilei

5.1 Introduction

In this chapter, we are going to study the asymptotics for the limiting mCH
equation on R!, that is,

my = —umg —2mu, on RY
(5.1)

m(x,0) = mo(x).

where (1 —92)*u =m, k> 2. As we mentioned before, this is a generalised
Euler equation on Diff(R) with respect to H* metric. We have proved in
Chapter 3 that the solution of this equation does not blowup in any finite
time, unlike the Camassa-Holm equation. However, our numerical simulation
shows that the solution m does tend to some weak soliton-like solution as the
time t — +oo for some initial values (see Figure 4.2.2 in Chapter 4 showing
that the initial Gaussian value evolves with linear growth in height towards
a 0 like function).

This is sort of similar to the phenomenon in Camassa-Holm equation (see
[51], where they depicted the solutions of the CH equation on the circle with
some Gaussian initial value that evolves into an ordered soliton-train as the
time t increases). We have not yet found any study on this phenomenon in
the existing literature.
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First, we are going to use the asymptotic expansion to get an ODE which
the asymptotic profile satisfies, then use the so-called matched asymptotic
expansion method [105] to analyse the asymptotic behaviour for the gener-
alised Euler equation (5.1) as ¢ goes to infinity.

The method of matched asymptotic expansions is quite powerful dealing
with two scale problems. Roughly speaking, it approximates the problem
in two separate coordinates, one in the fine coordinate and the other in the
coarse coordinate, and matches the boundary conditions using the matching
principle.

In general, if we know that an evolutionary PDE has a solution v(x, 1)
which blows up at time 7" and we are to study the (asymptotic) self-similar
blowup profile f for the solution v(z,t) of the PDE, we need to choose an
appropriate “similarity variable ¢”, which may depends on x and ¢, and a
scaled factor ¢(t) (may depending on T') according to the nature of PDE
such that when plugging the solution v(x,t) = ¢(t)f(£) into the PDE, we
can obtained a differential equation of f as ¢t goes to the blowup time 7.
The travelling wave solutions of PDEs are closely related to the self-similar
solutions which Barenblatt [7] discussed intensively for partial differential
equations. Here by the term “travelling wave” we mean the solutions of
the form f(x — ct). If one is looking for travelling wave solutions u(¢,z) =
f(x — ct), then he can regard £ = = — ¢t as a new variable and plug this
ansatz u(t,z) = f(x — ct) back into the PDE to get an ODE in &.

For some PDEs, the resulted differential equation on f has a unique
(stable) solution, e.g. [80]-[83] for the generalised KdV equations and [106] for
travelling wave solutions of parabolic systems, and we can use various tools
to prove that the solution of the PDE tends to the unique steady solution in
some sense.

But for the mCH equation, we will find in this chapter that the situation
is quite different.

5.2 Asymptotic PDE

We can observe from Figure 4.2.2 that the solution is getting taller and
thinner as the time t increases and the bump moves to the right at an almost
constant speed. This observation is helpful although it is not necessary to
our analysis. In order to study how the solutions are approaching the blowup
profile, we consider the travelling wave solutions of the form

m(t,z) = ¢(t)f(¢(t) - (z — ct))
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with a scaling factor ¢(t) (we take this form to guarantee [m = [ f). We
will first plug this ansatz into the equation (5.1) to find the right choice of
¢(t), and then get the differential equation that f satisfies. If G denotes the
Green’s function for the operator (1 — 82)*, then for very large ¢ = ¢(t), we
can approximate u by

u(y) = / Gy — 2)m(z)dz
- / Gly — )6 Bz — ct))da

- / Gly— /6 — ) fE)AE €= o(t) - (x—ct)
¢

_ / G(%)f(&)dS n=o(t) - (y—ct)

=[G+ P e+ o) wim o= Go)
G//(O) i

G/l(o)
2¢7 2¢7 ¢’

fon? = £ G"(0) f1 + O

= Gofo+ R

f2+ )7

(5.2)
where f; = /fif(g)df. Here we have used the fact G'(0) = 0. From (5.2),

we have for very large ¢ that

u, = [G,(y—x)m(z)dx

_ [GOmn-9 .
- [ g0+ 0 >3
— G”(O)(nfo—fl)/cb*'O(%)

Substituting (5.2)(5.3) into (5.1), we get a differential equation:

of - (d'n/¢ —co) + &' f +2G"(0)(nfo — f1)f +

G (0 G (0 G (0 ,
+<Gof0+ P+ S ¢(2>nf1) 2f = 0

(5.4)

fo+

ie
G//(O)

nf'¢'—cf'¢*+f¢'+Gofof ¢*+2G"(0)(nfo—fi) f+ 5

(fo+n"fo—2nf1) f =0.
(5.5)
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In order to make this equation balance in ¢, we have to assume ¢’ ~ 1 or
¢ ~ ¢*. We will choose which is suitable to our goal.

o If ¢/ ~ ¢?, take ¢/ = ¢? as an example, then ¢(¢) will become infinity
at some finite time, which contradicts with our result in Chapter 3.
Moreover, if ¢’ = ¢?, then the leading term in (5.5) will lead to

nf'—cf'+ f+Gofof =0

which has only unbounded solutions. This is not of interest to us
because we are looking for some smooth profile. This rules out the
choice ¢' ~ ¢

o If ¢/ ~ 1, take ¢/ =1 for example, we have ¢(t) =t and we can get the
case in which we are interested.

Now if we take ¢(t) = ¢. Then we match the coefficients of ¢’

Po RO~ )+ 1S
(552 St - GOt ) £ =0,
2@ —cf +Gofof = 0.

The leading order term t*(—cf’ + Gy fof') is the limiting (6 function) part of
the motion. If we divide the equation (5.4) by ¢* and let t — oo, then we get
—cf'+Gofof = 0, which means the leading order term determines the speed
¢ of the soliton: ¢ = Gofo. If we denote U(n) = 1G"(0) fon* — G"(0) fin +
1G"(0) f2, then the ODE for the coefficients in ¢° takes the form

(Uf)n + fU +2U,f =0. (5.6)

This equation is nonlinear and nonlocal (U depends on the integrals of
f), but fortunately it can be explicitly solved as follows:

Multiplying the LHS of the ODE in t° by n and then integrating it, we
find that f; = 0. Because G”(0) < 0, we assume foG"(0) = —1, f,G"(0) =
—1 — a2, then we have

(—277+1)f+%(277—7]2— 1—a?)-f =0, (5.7)

SO
df _ —2(2n—1)dn

foot=1%+a?
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then
d 24+4(n—1 2 e
df =1 4, AR MR St B
f (=12 +a (m—1)%+a (n=1)+a
From which we have
¢—2alarctan(a(n—1))+ 5]
) — Cla) (5.8)

=17+ a2
We can find, with the help of the software Mathematica, that

e _ C(G)CL2 11— €—2a7r ee 2 . C(a) —2am
/_ fdn = 1 211 /_ deU—T(l—e ).

o) e}

If we take
1 a?+1 4

_G”(O) a2 ] — e—2am
then f satisfies the conditions foG”(0) = —1, foG"(0) = —1—a~2. The limit
of (5.8) is

C(a) =

| am -1t it p—1<0,
dim flan) = f = (5.9)
0, if §—1>0.
Here in (5.8), we have taken an integral constant C'(a)e™*" in order to guar-
antee the limit function f € L'(R). It’s easy to verify that f is a solution
to (5.6) too, and we call this solution the limit steady solution. The steady
solutions are depicted in Figure 5.2.1
Remark There are two magic features of the equation (5.6).

e The equation (5.6) is a nonlinear differential equation, so in general we
can not multiply or divide the solution by a constant to get a solution,
which means the assumption fyG”(0) = —1 is not very plausible, be-
cause when we assume foG”(0) = —1 and f,G”(0) = —1 — a~2, then
the equation becomes a linear equation and we can solve it without any
difficulty. But the check with Mathematica shows that the two a-prior
assumptions on fy and fy does not lead to contradiction. Perhaps, we
can think of it this way: because fy could be any number, so we take
foG"(0) = —1 and think f, as a parameter (where the parameter a
comes from).
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the steady solutions to the asymptotic equations

limit case (a=o0)

Figure 5.2.1: The steady solutions to the asymptotic equations

e The most interesting point here is that there is a family of self-similar
blowup profiles, unlike most familiar cases where just a unique pro-
file exists [80]-[83], [106]. This is the first equation with this kind of
property we have ever seen.

If we take m(z,t) = tf(t(x — ct), 7), with a time scale factor 7 = ¢g(t),
then we can do the same things as before

tfe- (n/t —ct)+ f+tfrg'(t) +2G"(0)(nfo — f1)f

+ (Gofo + G%(QO) Qt(go)ﬂzfo - tg())ﬁfl) t?fe = 0.

(5.10)

fa+

This means that if we want to take f. into the equation, we have to take
g'(t) = 1, that is g(t) = Int. Then we have got the following asymptotic slow
time PDE (the self-similar case) for which the equation (5.7) is the stationary
equation:

fr+(Ef)e +Ufe+2Uef =0, (5.11)
here U = @(52 fo—2&f1 + f2). Tt is easy to verify that fy is independent
of ¢, which we can assume satisfies foG”(0) = —1 in order to simplify the

calculation.

The numerical simulation strongly suggests that the steady solutions (5.8)
and (5.9) are stable for the asymptotic equations (5.11) and are stable asymp-
totical solutions to the equation (5.1)(see Figures 5.4.1— 5.4.3) (here we use
the term “stable asymptotical solutions” to mean the solutions of (5.1) tends
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to the family of “steady solutions” (5.8) and (5.9), but we have to point out
that (5.8) and (5.9) are not the steady solutions of (5.1), although they are
the steady solutions of (5.11) ). We will give some trials to studying this
stability in the next section.

Remark Our analysis applies to all H* metric with & > 2, but not
directly to H' metric which corresponds to the Camassa-Holm equation be-
cause in this case G'(0), G”(0) do not exist at all. We will have a look at
the Camassa-Holm equation in the last section of this chapter.

5.3 Are Steady Solutions Stable?

In order to study the stability of the steady solution f, f asin (5.8)(5.9), we
linearise the equation (5.11) around this steady f by a small perturbation
f +eh(r,&) and get the linearised equation on h

he +[(U+Ehle + Uh+ (W f)e + Wef =0, (5.12)

where U = SO (fie2 4 f), W = L (hge2 —2h16 4 hy) and hy = [ €'h(€)dE.
One can easily find that
dhy dhy dhy  G"(0)

dr =0, dr =, dr * 2
In order to study the stability of f, the natural idea is to prove that h(r,¢)
stays small in some sense as 7 — 400 for small initial value h(0,§).

We are trying to study the stability of the steady solutions by charac-
teristic methods. One of the difficulties is that one can easily see that some
characteristics of (5.12) can not reach the £ axis(ie, 7 = 0) (see Figure 5.3.3
and Figure 5.3.5 below) and we need some upstream boundary conditions
h(1,&) for some large &.

(hof + foh)&* |72 = 2hy.  (5.13)

5.3.1 Upstream Boundary Conditions for (5.12)

In the previous section, we let & = t(x — ct), with ¢ = G(0)fy, as a new
variable, which means we concentrate on the region where the bump is sup-
ported and which is getting smaller and smaller as ¢ increases. Now we are
going to obtain some upstream boundary conditions for the equations (5.11)
and (5.12), that is the boundary condition for £ very large, that is where the
so-called matched asymptotic expansion method comes in.

The technique of matched asymptotic expansion concerns different dif-
ferential equations in two regions known as the “fine scale” (or inner) region
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and the “coarse scale” (or outer) region, matching the boundary condition
on the “common” boundary (see [7] and [105] for example). The multi-scale
asymptotic expansion is very subtle. It appears like “what you get depends
on what you want”. The key point here is the scale under which the prob-
lem is considered, or in other words, what limit process is of interest to us.
Specific to our problem here, we can think the region A with the variable
¢ = t(x — ct) as the inner region (with & = O(1)) and think the region
out of A as an outer region with another variable much coarse, for example,
z =x —ct = O(1). Now we need the upper stream boundary condition for
f(&, 1) or h(&,7), we can think this as the boundary condition at z — 07 of
the outer region equation as t — +oo (see Figure 5.3.1).

The inner region and the outer region

the inner region : §=t(x—ct) C

N 7/
N L ~ the outer region: z=x—ct coordinate

Figure 5.3.1: The illustration of the inner and outer regions. Take ¢t = 5 for
example, and there are two points P;, Ps, if the distance of P;, P in the £
coordinate is d¢(Py, P») = 10, then the distance of these two points in the z
coordinate is d, (P, P») = 10/5 = 2. Here we plot a function f(£) on the top
and the function m(t, z) = tf(£) on the bottom

Now we let z = x — ¢t as a new variable, and have another approximation
for u(x) in (5.1) (when ¢ is very large, while we think z = z — ¢t = O(1),
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because now we are in the z coordinate):

u(y) = / Gy — z)m(z)dz
~ [ot-a-$euae

if m(z) =tf(t(x —ct)), £ =t(x —ct), c =Gy fo,

(5.14)

2
Q
<
|
Q
=
|
|

so in a moving frame (which means we can let z = x — ¢t denote the relative
position of the point x with respect to the point where the Dirac ¢ function
is supported, and consider m as a function of z : m(t,z) = n(t,z) = n(t,z —
ct)), then m(0,z) = n(0, z) = n(0, z) and m; = ny —cn,. If we denote v(z) =
(G(z) — Go) fo, then v(z) = u(z) — ¢, v, = u, and we can approximate the
equation (5.1) (in the region where t is large enough and z = x — ¢t = O(1))
by

ng +on, + 2v,n = 0. (5.15)
If we take fo = 1 just for simplifying the notations, then v(z) = (G(z) —
Go) fo = G(2) — Gy, and this linear equation can be explicitly solved by the
characteristic method:

n(t.z) = n(0, F(~t,2)) (GO ;fEFé(—Zt)z)))

— (0, F(—t, %)) (GO gffFé(Zt) Z))) (5.16)

) (Go Z:SEFCEZ)Z))) ,

where z = F'(t, zp) is defined by the characteristics curve
d =t 1
/ e W=t / e (5.17)

1 if z > 0,

where

—1 if zo < 0.
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» 1
The graph of the function f(z) = 7/ ——————dx
grap f(2) ) cw—a

60 T T T

0.5 1 1.5 2

z 1
Figure 5.3.2: Asymptotic for the function f(z) = —/ —  d
g ymp f(z) G =G

z = F(t, zp) means the curve starting from z, at ¢ = 0 arrives at z at the
time ¢, so it is clear that zqg = F'(—t, 2).

Now we are going to use the limit of m(t,2) as t — 400 and z — 07 as
the boundary condition of the outer region with (z,t) coordinates and then
transfer this limit to the upstream boundary condition of the inner region
with (&, 7) coordinates.

In order to do that, we need to find the asymptotic expression of m(t, z)
as z > 0 very small and ¢ large enough, ie, we are interested in the case
z — 0% and t — oo, such that £ = 2t = t(x — ct) > 0 very large. We
are concerned with how fast the initial value mg(zy) decreases as zy — +00
can guarantee the upstream boundary conditions of f(&,7) tends to 0 as
T — +00, so we consider the situation where zg — +oo0, z — 07, t — +o0.
In this case, taking into account that G(z) = Go+ 1G"(0)z% 4 0(2?) for z > 0
small enough and G(z) — 0 as z — 400, we have

L G =Gy T G"(0)z

is negatively large as z > 0 small enough

20 1
—/1 mdx' ~ (a + é—(;) is positively large as 2y large enough,
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(see Figure 5.3.2). On the other hand, from (5.17), we have

_/Z‘);d o (g 2
. G — Gy 2\ ar0))

and so zg ~ 0 (tz + G#(O))’ and

mt,z) = n(t,z) = mol(z) <Go —GOG(FGE(—I; z)))2
=)

G2 - Go
(Go = G(2))
This approximation holds true for ¢ large enough and z > 0 small enough.
Now we will match this m(t z) to the upstream boundary condition of f (¢, 7).
Notice G(z) — G(0) = & (O)z + 0(2%) as z — 07, so the estimate (5.18),
together with m =t f(&, ) T =1Int, & = zt, yields that for large £ and 7,

(5.18)

Q

—(tz+

f(gaT) = 637—5 2G0 <G06 +2 G// f) : (519)
) =

This can give a f (£, 7) such that hm f( ,7) = 0 as long as the initial mg(x) =

o(x™3) as + — +oo. We call thls f(&, 1) for large & = & the upstream
boundary condition for the inner problem (5.11). So the perturbation h(r, &)
can be assumed to be h(7,&) = O(1) - f(&,7) which we call the upstream
boundary condition for the inner problem (5.12). The above process is the
so-called the matched asymptotic expansion method.

5.3.2 Around the General Steady Solution (5.8)

We first consider the general steady solution (5.8) case. In this case, the
problem is that the characteristics of (5.12) are like arctan({) (see Figure
5.3.3 ) and the initial value of h(7,&) is not the initial A(0,¢), and instead,
is determined by some boundary conditions h(7y, &) for some large &, and
70 > 0.

In fact, the characteristic is determined by

d
d_ U+¢, (5.20)
dr
and if we put G"(0)fo = —1,G"(0) fo = —1 — a™2, then this equation reads
1 .
&= g -+, (5.21)
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Characteristics of the linearised equation around the general steady solutions
6

4
h(t.§ 0) given

"

Figure 5.3.3: Characteristics of the linearised equations around the general
steady solutions

and the characteristic curves are

1
arctana(§ — 1) = —5a7 + K, (5.22)
a

where K is determined by the upstream boundary, ie,
1
K = 570t arctan(a(§ — 1)). (5.23)
a

Along the characteristics, the equation (5.12) reads

dh

e +[1+2Ulh+ (W f)e+Wef =0. (5.24)
For any &; > 0 fixed and any 7y large, there is a unique characteristic connect-
ing (&, 7) and (&, 7o) for some 7y, and |7 —79| < aw, where a is the parameter
from G”(0)fs = —1 — a2 Let A = max{|1 — 2£| : £ between & and &}, A

is large but fixed once &g, & fixed, then from

. T

hm, &) = e =2 [h(fo,go) + / (—2Wef — W fe)el 7291 (5.25)
70

if h(7,&o) — 0 as 79 — +oo and W, W small(which means from (5.13) that

ho, he small and h; = 0), we have

limsup h(7, &) is small. (5.26)

T1—00
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If we take hg = hy =0 and G”(0) fo = —1, then (5.13) reads
——= — —¢(7) + =h&* 7 = 2hy, (5.27)

where ¢(7) = lim h¢* and lim ¢(7) = 0. From (5.25) we have

£——+o0 T—00

h(m,&) = e~ o (17%) {h(To,ﬁo) _ ¢ / fghg@lg(l_%)] =I+1I.

2
(5.28)
But along the characteristics, we have
2
726 _ mem | L a?(§ — 1) 9
e 7’ e {1_'_@2(51_1)2 , (5.29)
and so
I = e f:ol(l_%)h(ﬁ), )
o [1+a* (& — 1)
= e’ h 5.30
’ {1 +a(& — 1) (70, o) (5.30)

0 1
! L T 1)2} C(’To)a4

because h(1y, &) ~ c(10)&g. If we let 7 fixed, then 75 = 79(&;) depends on ;.

lim I-& = lim €™ ™c(rg) = e*e(r — 2am) (5.31)

&1——o00 §1——o0

for 9 = 11 — 2a arctan(a(&y — 1)) + 2a arctan(a(§; — 1)). On the other hand,

—4¢
-1, (5.32)

fﬁ:a—2+<g—1)

SO

11 = 2G"(0)em ™ ! . /  hafeem (@ 2+ (€~ 1))dr. (5.33)

[a=2 + (& = 1) /s,

Plugging the formula of f and the characteristic equation (5.22), then a direct
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calculation yields

. lim I7-¢&
” Ltan(K — 5-7) + 1
= 2G"(0)e" " lim hoe ™2 —& 2( 2§T) dr
g1——o0 a~?tan*(K — 5-7) + a2
= 2aG"(0)e™ " lim hye~ 20K {acosQ(K— —7)
BT I 2 (5.34)
1 1
+ cos(K — %7‘) sin(K — %7‘)} dr
" Tl ahy T —T
= 2aG"(0) —— 91+ cos -
T1—2am 2 a
1 . <’7‘1 — T ) }
+—hsy sin — 7| pdrT,
2 a
because
1 1 1
§1l—i>I£100K = 511—i>r£100 2—aTo+arctan(a§0—a) = 2—@7'1—7r+g = 2—@7‘1—% (5.35)
So
lim I7-¢&
§1——00

— 2aG"(0) / ;M {ath(T) (1 — cos (Tl — T)) (5.36)

1 . (T —T
—ihg(T) sm< - )} dr,

so ho satisfies at 7 =7y

dh 1 1
d—7'2 - 56(7—1) + 50(7'1 — 2am)e*™™ — 2hy

T1 _ _
= _laG”(O)/ [a (1 — cos (Tl T>> — sin <T1 Tﬂ hodT.
2 T1—2am a a

If we can obtain from this differential integral equation that hs(7) stays small
for all large time 7, then it is easy to see from (5.25)

(5.37)

lim h(r,&) = 0. (5.38)

T—+00

But the problem here is that we can not have the smallness of hy from (5.37)!
In fact, we can numerically solve the equation (5.37) and the result is shown in
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the following Figure 5.3.4, which indicates that hy(7) increases exponentially
as a function of 7. (In this figure, we take ¢(7) =0, a = 1,G”(0) = —1 and
hao(1) = —0.1 for 7 < 0.) However, this example does not contradict with
(5.38) although we can not derive any definite result from it.

semilogy plot of h2

1030

25

10

1020 |

1015 |

ogn)

1010 |

10

10

10

o 27T 47T 67T 8711 107t

Figure 5.3.4: Plot of ho(7)

5.3.3 Around the Limit Steady Solution (5.9)
At this stage, the characteristic equation of (5.12) is

d¢ 1 2
=) (539
and the characteristics from £|,—,, = & are

1

€17 =S —m0) + (G- 1)

whose diagrams are shown in Figure 5.3.5. Clearly, 7 — 79 < (£ — 1)7! for
&> 1.
Along each characteristic curve, the linearised equation (5.12) becomes
dh

3 T A+ 2Uh+ (W + Wef =0, (5.40)
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Characteristics of the linearised equation around the limit steady state
50 -

—50 +

+~— —100

—150 -

—200 -

—250 L L L L L )
—0.5 o 0.5 1 1.5 2 2.5 3

Figure 5.3.5: Characteristics of the linearised equations around the limit
steady solution

ie
dh
d—7_+(1—2§)h+(Wf)g+W5f:0. (5.41)
Case & > 1.
For any £ > 1, we have f = 0, so this equation reads
dh
— = (26 —-1)h 42
(%) (542
whose solution can be found explicitly
~1\*
r 9 = ($57) him &0 (5.49

If € > 1 is fixed, then 79 — 400 as 7 — 400 because 7 — 15 < (£ — 1)_17 SO
€™~ is bounded, from which we have for fast decaying h(7, &)

lim h(r,§) =0 for any £ > 1.

Case ¢ < 1.
If £ < 1, then for any 7 > 0 there is a characteristic curve connecting (&, 7)
and (&, 0) for some unique &, < 1. Along each such curve, the equation (5.12)

reads ah
(1= 26)h = —(Wf)e = Wef. (5.44)
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Denote I(€) = —(W f)e — Wef, then I(€) = o(1) - (€ — 1) teT(6 — 1) it
W, We = o(1). Along the characteristic curve, we have

e~ JT0-2) = TR (?__11)4 (5.45)
and the solution is
h(r,€) = e Jo (17%) [h(O, &) + /0 ' l(f(s))e‘/bs(l_%)ds] . (5.46)
the first part of the solution
cET G (?%f)%(o,g@ (5.47)

can be small if h(0,&) = o(1) - e%T (& — 1)_4 =o(1)- f(fo)-
But the other part

o Iy (1-26) /OTl(f(s))efg(l‘Qf)ds _ T (L)[l (1) - /OT(g(S) —1)72ds

£—1
(5.48)
is not small!l This means that we can not use the standard approach to
establish the linear stability of the limit steady solution.

5.4 The Family of Steady Solutions

Then we go further with the numerical simulation on the stability of steady
solutions. We found that the real profile seems to wander within the family
of steady solutions, as shown in the Figures 5.4.1-5.4.3. In these figures,
the differential equation (5.1) is solved by the box scheme with a moving
frame, ie, we use u — max,(u) as our velocity function v in the simulation
and concentrate on region where the blob is mainly supported. The region
is [0, L] = [0, 12], with n = 400 grid points, dt = 0.01, and the initial value is
mo(z) = e~ 17", The solid line of the top plot of each figure stands for the real
solution m(x,t), and then use the nonlinear least square method to solve a
parameter optimization problem to find the closest profile (hence the shape
parameter a) from the family

s €XP(—2ay arctan(agas(z — a1)))
(as(x —a1))? +ay®)?

(5.49)

ase
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with four parameters a;, i = 1,--- ,4: a; is the maximum point, a, is the
shape parameter a, ag is the spatial scaling factor and a4 the height scaling
factor. The solid line in the figures is the numerical solution of the equation
(5.1) and the dotted line correspond to the asymptotic profile selected from
(eq:ft) that best fits the solution. We can see from the Figure 4.2.2 and the
Figures 5.4.1- 5.4.3 that the Gaussian initial value evolves very quickly to
the family of steady solution profiles, then it does not stay at any steady
solution, instead, it wanders in this family of steady solutions (see the first
plot of the evolution of a in Figure 5.4.4 ). It is so strange that we have not
ever seen the similar phenomenon before.
Here are some excuses why we failed to rigorously solve this problem:

e Analytically, both the original PDE (5.1) and its slow time asymptotic
PDE (5.11) are nonlinear and nonlocal, and are not real hyperbolic
equations. Normally, when talking about the stability of a steady so-
lution, we need some nice properties such as the dissipation or some
enough number of conserved quantities to guarantee the solutions of the
PDE tends to the steady solution in some sense, of which the PDEs
(5.1)(5.11) lack.

e Numerically, we can not reliably solve the asymptotic PDE (5.11) be-
cause of the coefficients in (5.11) depends on f;, ¢ = 0,1,2. When we
solve numerically (5.11), after some time, the solution f(7,7) behaves
like (5.8) or (5.9), which means

f~nt for |n| large

which incurs an O(4) error when we replace fo = [*° &2 f(£)d€ with

the evaluation of fo = f_LL E2f(€)d€ in the simulation. This error will
take over the true solution, so we are not able to check the stability
numerically.

e We can not solve the mCH reliably for long times because of the weak
blowup. If we solve directly the original equation (5.1), then the solu-
tion will be getting larger and larger as the time increases due to the
weak blowup.

e If we use a moving frame in the simulation, then we concentrate on the
very narrow region where the bump is supported, which is good. But
a moving frame means that we are not capturing the correct upstream
boundary conditions. It seems that it would need the adaptive grid
method used by Budd [16] which we could not get working.
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e The reason that the standard characteristic method does not work is
probably that the characteristic curves depend on the solutions, which
means that, as the solutions of (5.1) tend to (5.8)(5.9), the character-
istic curves themselves change!

From the numerical simulations, we make the following conjectures:

e The one parameter family of the steady solutions is exponentially sta-
ble, every initial value not in but close to this set will tend to it very
quickly and then wanders along this set.

e If the initial value m(z,0) is zero for all large x > 0, then the solution
will tend to the limit steady solution (5.9).

e If m(z,0) is zero for all large z > 0 and there is a small perturbation
h(xg,t) at some large xo with h(zo,t) — 0 as t — oo, then the solution
will track this perturbation and tends to the limit steady solution (5.9)
as t — oo.
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shape parameter a = 1.37
time t = 4.00

scaled m

Figure 5.4.1: Fit of the solution to the true profiles: the equation is solved by
the box scheme with a moving frame. Starting off from the Gaussian initial
value, the solution is soon almost indistinguishable from the true profile.
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Figure 5.4.2: Fit of the solution to the true profiles
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Figure 5.4.3: Fit of the solution to the true profiles: the solution is getting
concentrated on a narrower region as t increases, and the graph starts to
wiggle as can be seen from the plot of the scaled m.
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Figure 5.4.4: The evolution of the parameters: the first plot is on the shape
parameter a; the second is on the spatial scaling factor and the last one on
the error of the fit. The spatial scaling factor increases linearly after ¢ > 10,
as we expect, and the error decreases steadily after ¢t > 10.
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5.5 Remarks on the Camassa-Holm Equation

For the H' metric case, ie the Camassa-Holm equation, G(z) = %e"m', if we
let m(t,z) = ¢(t)f(p(t)(x—ct)) and plug this ansatz into the Camassa-Holm
equation, then similarly as we did in section 5.2, we can obtain ¢(t) = €' from
the balance of ¢ in the resulted equation. In fact, if we suppose m(t,z) =
o(t) f(o(t)(x — ct)), we know that G'(0) does not exist in this case, but we
still have

uy) = [ G

(y — )
_ ( /§ I é ) 646 .

= Gofo+ —= [G(nfy — i)+ G_(nfy = £1)]

( )cb(t)
G(0) ¢ , 1

m(x)dz

_|_

where f; as before, and G/, = lim G'(£) = ZFE, fiF= &rode, fi =
€540 2 £>n
€' f(€)d¢ and we denote G”(0) = G’.(0) = G”(0) = 1 although G"(0)

&<n
does not exist actually. Similarly,

G"(0 1
w) =Gy + 6 g7+ S - 1+ 0. 6o
On the other hand,
me=¢ - (fHnfy) =6 cfy,  my=¢"f, (5.52)

Plugging all these terms into (5.1), and noticing that G’. = —G"_, we have

& 1)y — Gl + 6ol
+of,GLn(fe = f) + (= Dl +20fGLfs = f) - (553
PR OVl — 20fi + £+ 2/ G"O)(fon — f1) =0,

In order to balance in ¢ in this equation, we may have three choices: ¢ ~
¢% ¢ ~1or ¢ ~ ¢. We can discuss them separately as we did for the H?
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metric case and obtain that only ¢’ ~ ¢ is of interest to us. So we take
¢(t) = e' and suppose

m = e f(e'(x — ct)), (5.54)

then, similarly to the previous derivation, we have the asymptotic steady
equation

(f)y+ W+ 2W,f = 0, (5.55)

where

W)= (¢, (nfy — 1)+ G fi = £)) = gl — o) — (= )

(5.56)

Unlike in the H? metric case, this equation is really nonlinear in f because

W depends on f in a sort of complicated way. We are not so lucky any more

as with the equation (5.6) and can not find the solution explicitly at the
moment. Hopefully, we will work on this equation in the future.

5.6 Conclusions

In this chapter, we have studied the asymptotic behaviour of the mCH (5.1)
on the whole real line R' by the asymptotic expansion and the so-called
asymptotic matching method. After a short introduction, we have used the
asymptotic expansion in Section 5.2 to derive the ODE (5.6), which the
asymptotic steady solutions should satisfy, and the slow-time evolutionary
PDE (5.11). The ODE (5.6) admits a family of solutions (5.8),(5.9). When
linearising the slow-time PDE (5.11) around the steady solutions (5.8)(5.9),
we have found that the characteristics do not intersect with the z-axis, which
means we have to assign some upstream boundary conditions for the lin-
earised equations. So we have approximated the equation (5.1) in another
(coarser) scale to get (5.15). Matching the solution of (5.15) to the upstream
boundary condition of (5.15), we have shown that, if mg(z) = o(z™3) as
x — 400, then the upstream boundary condition f(£,7) — 0 as 7 — +o0.
However, we have not yet rigorously proved that the asymptotic steady solu-
tions are stable despite all the efforts we have made here. In Section 5.4, we
have tried to find numerically the best fit profiles of the solutions of (5.1),
which shows that the true profiles seem wandering within the family of steady
solutions. We have listed some reasons why we have not yet completely solved
this problem. After that, we have tried to apply the same method to the CH
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equation in Section 5.5, which suggests that a more involved calculation will
be needed.
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Chapter 6

Four Particle Systems

In this chapter, we will study the mCH in a very specific form. That is, we
will consider the Hamiltonian ODE system

4

G= hY Glg—q)p

= (61)

pi= —hp; Y _ G'(a—q;)p;
j=1

where h = m/2, G(x) is the Green function corresponding to the H? metric
on S' =0, 27].

6.1 Motivation

Why do we study the four particle system? The answer is that we know that
the KdV equation and the CH equation are completely integrable but the
general mCH equation with & > 1 is very likely not, at the same time we
have two conserved quantities: f m and f mu for the general mCH equation
and an extra [ |m|% for the limiting mCH, so it is natural to ask if there
is another conserved quantity? The possible approaches to the question
include (i) constructing a conserved quantity explicitly and/or (ii) studying
the Lyapunov exponents of the corresponding four particle system.

For the particle systems, the conserved quantity [ |m|%dx becomes zero
(because the particle systems correspond to the evolution of the sum of some
9 momentum). If the four particle system has only one positive Lyapunov
exponent, then it is expected that the systems have some other integral than
[ m and [mu in general. We will use the Lyapunov exponents method
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to show that this ODE system is likely to have another conserved quantity
than the obvious conserved quantities corresponding to f m and f mu. At the
same time, a positive Lyapunov exponent means the four particle system is
not integrable and hence the mCH equation is very unlikely to be integrable.

6.2 Lyapunov Exponents

Lyapunov exponents (or characteristic numbers) were first introduced by
Lyapunov [73] in 1892 to study the stability of nonstationary solutions of
ODEs and many papers and books (see, for example Nemyskii et al. [91], E.
Ott [93] and the reference therein) are devoted to it.

Let X be a differentiable manifold with a Riemannian metric, then an
ODE & = f(t,z) on X defines a (flow) mapping F(¢,-) : X +— X for any
t > 0. The Lyapunov exponents are introduced to describe the long-time
dependence of the solution on the initial perturbation. More precisely, if
V e T,, M for some xy € M, dF(t,x) stands for the differential of F' w.r.t.
x, then the Lyapunov is defined by

1
AMzo, V) = tlirglo 7 log ||dF(t, o) (V)] (6.2)

6.3 How to Compute Them?

Specifically to an ODE in R",

dz

i f(t, ), z(0) =z € R", (6.3)

its linearised equation reads

WO _ Ay, v < B (6.4

whose fundamental solution matrix Y (¢) satisfies

dy (¢)

5 = A)Y (), Y(0) =Y, e R"™" is orthogonal. (6.5)

If {p;} is an orthonormal basis of R", then

1
Ai = limsup = log(||lY ()ps|l|) i=1,2,--- ,n, (6.6)

t—o0 t
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are well-defined. When the sum )" | ); is minimised, the orthonormal basis
{p;} is called normal and the \; are the so-called Lyapunov exponents.
It is clear from above that the concept of Lyapunov exponents is a sort of
generalisation of the (real part of ) the eigenvalues for the constant coefficient
matrix A(t) = A in the asymptotic stability analysis of y = A(t)y, so one can
expect it will play a very important role in the study of asymptotic behaviour
of ODEs. That is why so many existing literatures are devoted to it.

Then how to compute them?

It is easy to get that for any normal basis we have

Z A; > lim sup ;/ trace(A(s))ds = limsup n log |detY (¢)]. (6.7)
0

X t—oo t—oo
=1

If this inequality becomes an equality for some normal basis, then the lin-
ear system is called regular. One can find that the Lyapunov exponents
are invariant if we change Y'(¢) to another matrix X (¢t) = T'(¢)Y(¢) with
T(t), T~(t) are uniformly bounded. Perron and Diliberto (see [30]) show
that for bounded continuous A(t), there is an orthogonal Q(¢) such that
X(t) = QT (t)Y (t) satisfies

dX (¢ ~

PO _ dnx ), (©5)
dt

where fl(t) is an upper triangular matrix. The reason we transform the

coefficient matrix A(t) to an upper triangular matrix A(t) becomes clear

when we look at the following theorem|73]:

Theorem 6.1 If A(t) € R™"(t) is an upper triangular matriz with all en-
tries continuous and bounded, then the equation (6.1) is regular if and only
if the following limits exist

1 t
i = tlim — | Au(s)ds, i=1,2,--- n, (6.9)
— 00 0
and in this case, N\ = p;, 1 =1,2,--- n.

The key point in computing Lyapunov exponents is the continuous QR de-
composition of Y (),

Y(t) = Q)R(1), (6.10)
where Q(t) is orthogonal and R(t) is upper triangular with positive diagonal
entries R;;, 1 = 1,2, n. From the orthogonality of Q(t), we have

1 1
Ai = lim —log [V (t)pi]| = lim ~log|[R()pill- (6.11)
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So by Theorem 6.1,
" .
i = thm 7 log |R;i(t)], 1>1i>n. (6.12)
From this, G. Benettini et al. [11] proposed the now very popular discrete

QR decomposition method in computing the Lyapunov exponents (L. Dieci
et al. [31] proved the convergence of this algorithm):

Discrete QR method: The point here is to QR decompose Y (¢) indirectly

at tog <t; <---<t; <---.More precisely, let
}/E]EQOI*L
and for j =0,1,---, one solves

Zj=AZj, Zj(t) = Qj, tj St <t
and then QR factorise Z;(t;41)
Zi(tis1) = Qjr1Rj41,
with R;;; having positive diagonal entries. Since )y = I and
Y =AY, Y(0)=1I,

so if we denote Yj = Y(t;),, then we have Y = AY, Y(t;) =Y; and

}/}‘1'1 = Zj(tj-i-l)Q‘?Yy - Q)+1R‘]+1Q‘;TY] — ...

1
= QiR Qo= Qjq H Ry.

k=j+1
The Lyapunov exponents can thus be obtained by
1 1J

A= lim = log [|(Ry)i - (R)al| = lim > logl|(Ri)ill- (6.13)

J 7 k=1

6.4 Four Particle Systems

In order to study the Lyapunov exponents of (6.1) by the method of Dieci et
al. [31], we need to linearise the equation (6.1). The linearised equations are
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dY
— =JY, 6.14
iy (6.14)
where J is the matrix
j=T|4 Bl (6.15)
2lc D
and
_ YN G —g)p; —G'(a—a)p2  —G(q—gs)ps  —G'(q1 — qa)pa
i#1
G —a2)p1 D Glez—aq)p; —G'(a2—a)ps  —G'(a2 — qa)ps
A= 72 =-D" (6.16)
G'(q1 — g3)p1 G'(g2—aq3)p2 Y G(a3—aq)p; —G'(q3—qa)pa
#3
G'(q1 — qa)p1 G'(g2 — qa)p2 G'(qs —aqa)ps Y G'(qa — q;)p;
74 |
GO)  Gla—q) Gla—a) Gla—aq)
B— | Gla—a) GO Gle—ag) Gla—qu) (6.17)
Gl —q3) Glz—q3)  GO)  Glgz—qa)
Gl —aqs) Glez—as) Glas—as)  G(0)
i -1y G (g1~ q;)p; p1p2G” (q1 — ¢2) p1p3G”(q1 — g3) p1paG" (q1 — q4)
i#1
P1p2G" (a1 — q2) —p2 Y G (a2 — 4j)p; p2p3G” (g2 — g3) p2paG" (g2 — qa)
C = J#2

p1p3G” (1 — q3)

P1paG” (1 — qa)

p2p3G”’ (g2 — q3)

p2paG” (q2 — qa)

—p3»_ G (g3 — q;)p;
#3
p3paG’ (g3 — q4)

p3paG’' (g3 — q4)

—pay_ G (g1 —q;)p;

4 |
’ (6.18)
We can form the matrix J as follows: first construct the Hessian matrix

H" of the Hamiltonian functional

4
1
H=5 > pipiGlai — qp),

(6.19)
ij=1
and then get J by
g=1 9 I |xu" (6.20)
-1 O

We try different initial momentum values at four equi-spaced points (ie,
with gx(0) = % for k = 0,1,2,3). The numerical results are shown in the
following figures. The bottom plot is a zoom-in of the top one in each figure.
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T=1500 in all the simulations. There do exist some cases for which the
Lyapunov exponents are convergent to zeros, but some other figures indicate
that the situations seem different. The Lyapunov exponent is notorious at its
convergence rate when computed, however, from these figures, the following
assertion is quite certain: at most one of the Lyapunov exponents is positive
as the time t — oo !

The simulation suggests that although the four particle systems are not
integrable, there should exist another conserved quantity, but we have not
yet found any good candidate.

6.5 Conclusions

We have considered a four particle system corresponding to the limiting mCH
on S with m = (1 — 82 + 92)u. We have used the method from [31] to
compute the Lyapunov exponents of the system of four particles initially
equi-distributed on the circle S. The numerical result suggests that the four
particle system is very likely non-integrable and at the same time it seems
to have another conserved quantity other than f m and f mu. A possible
candidate for the third integral is [w(u® +u2 + u2,) (because we know that
J u(u® + u2) is the third integral of the CH equation), and actually I once
believed I found a “proof” of that, but the numerical check disconfirmed that
and then I found that the “proof” was wrong!
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Lyapunov exponents
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Figure 6.4.1: Lyapunov exponents for p = [1,5,10,4]: one has a positive
limit, six exponents go to zero as t — oo.
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Figure 6.4.2: Lyapunov exponents for p = [1,5,1,10]: one has a positive
limit, six exponents go to zero
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Figure 6.4.3: Lyapunov exponents for p = [2,10,0,5): p3(0) = 0 implies

ps(t) = 0 giving another conserved quantity. All exponents go to 0.
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Figure 6.4.4: Lyapunov exponents for p = [1,2,3,4]": lower means

H
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more likely to have quasiperiodic motion (ie, A = 0).
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Chapter 7

Higher Dimensional Case

7.1 Introduction

Up to now, all we have studied is about the one dimensional generalised Eu-
ler equations. But as we mentioned in section 1.5 of Chapter 1, the higher
dimensional generalised Euler equations can find many applications in Com-
putational Anatomy [51, 53]. So we turn to the two dimensional case.

In this chapter we will study the so-called two dimensional Camassa-Holm
equation, i.e., the Euler equation for G = Diff(R?) with H'(R"™) metric

%m—l—u~Vm+VuT -m + m(divu) = 0. (7.1)
It was derived in [52] as a higher dimensional generalization of the 1d Camassa-
Holm equation, where the momentum density m(z,t) = (I — A)u(zx,t) is a
function from R? x R +— R? Holm and Marsden [51] mentioned its well-
posedness in H*(R?) can be established by extending the arguments in [34],
which are mainly the geometric approach, and will be given in another publi-
cation (but I have not yet found any). Here we will prove the local existence
of classical solutions by an analysis approach.

7.2 Local Well-posedness

We will use some regularization method to establish the well-posedness.
First, we will give some properties of the mollifiers. Given any radial function

pll]) € C(R?), p >0, / p=1,

RZ
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CHAPTER 7. HIGHER DIMENSIONAL CASE 7.2. LOCAL WELL-POSEDNESS

and define the mollification

(Jov)(z) =72 /R2 p(x — y)v(y)dy, e > 0.

3
Lemma 7.1 ([74]) The mollifier J. defined above has the properties:
(i) Vue LP(R?), 1 <p < oo, Jeuis a C™ function.
(ii) For all v € C°(R?), we have J.v — v uniformly on any compact set
in R? and
‘k7:€rU|Loo S |’U‘Loo.
(iii) D*Jv = J.D%, V|a| <m, ve H™(R?).
(iv) For allu € LP(R?), v € LI(R?), § + ¢ =1, we have
/ (Jeu)vdx = / (J-v)udz.
R2

R2

(v) For allv € H*(R?), J.v converges to v in H® and the rate of the con-
vergence in the H*~1 norm is linear in ¢,

lim ||J.v — v||s = 0,
e—0

1Tz = o]l < Celfo]]s.

(vi) For allv e H™(R?), k€ ZT U{0}, and € > 0, we have

Cmk
| Te0l o < 0] s

C
T ol < ol

Now we approximate the 2d CH equation (7.1) by the following smoothed
equations

%W +J(Jeu® - VIm®) + T(VIw') - Jom) + J(Jem®(divTeu®)) = 0,

m° = ([ — A)uf, (7.3)

with m*®(0) = mg(x) given.
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Fm®) = —J.(Ju - VIm®) - L(VIu)" - Jm?) — J(Jm® (div.uf))

Fl(me) —|— Fg(l’ne) —|— Fg(me).

(7.4)
Then for any m € Z* U {0}, we have

|| £y (m7) — Fy (m3)] |

= ||JT(Jeu] - VImS) — J.(Jeus - VImS) ||

< ||Je(Jeui - VI(mi — m3))|[im + [|T(Te(ui — u3) - VIm3)||
= G1—|—G2,

and

G < |Jauf|p=|[ D™ T (m] — m3)|[o + || D™ Tu|[o] VI (m] — m3) 1~
< Jou§| oo Jm§ — ms ||, + S| D™ Tous o] [my — mylfg

< Slluillollmi — m3|, + Sug]]m|[m; — mallo

C 1>
< (HT;Hm)Hmi — 5| m.

Similarly, we have
c, . .
Gy < ?Hml — m3|| . (7.5)

So we have o
|[F1(m]) — Fy(m5)]],, < gllmi—méllm, (7.6)

where C' depends on ||lmi||,, and ||[mj||.
Analogously, we have

3 3 C 3 3 ;
[1Fi(mi) — Fy(m)|lm < llmi —mg[lm, 7= 2,3. (7.7)

So, if we define an open subset O of H™(R?) by O = {m € H™(R?) :
|lm||,, < M } for some fix M > 0, then from the Picard Theorem, there
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exists a 7' = T. > 0 depending only on M and ¢ such that the smoothed
equations (7.2) admit a unique solution in C*((—T,T);O), ie a unique solu-
tion in CY((=T,T); H™(R?)).

We take the derivative D, |a| < m, m > 2 of the equation (7.2) and
then inner product with D®m?®, use the fact

1
(Ju® - VD T.m®, D*J.m®)g = —§<diV$uEDa$me, D*J.m®),, (7.8)

we have (omitting the superscript € and Jz)

1d
~—||Dml[7, = — (D*(uVm) + D*(Vu" - m) + D*(mdivu), D°m)

2dt
(7.9)
We estimate the right side terms one by one.

(D*(uVm), Dm), = (VmD%u+ uVD*m + other terms @, D*m),,

where () is some intermediate terms between VmD*u and uVD*m. We can

estimate
(VmD™u, D*m), < |D™u|||lm||Z, (7.10)

and from (7.8) we have
|(uV D*m, Dm),| < |divu|z||m]|?,. (7.11)

Similarly we can estimate (@, D®m). The point here is that we need to
cancel the terms involving the m + 1-th order derivative of m. If there is no
such higher order terms, then the estimate is straightforward. That is the
estimate for the first term in (7.9). We can obtain the similar estimates for
the other two terms in (7.9). Summing the resulting inequalities, we have

m|]2, < C(m) ) (D*uVm+ D*Vu-m+
lad<m (7.12)

VuD*m + D*mdivu + mdivD*u, D*m),,

d m
Ellmllfn < C(m)(IVulpe|[m[7, + [D™ | oo [[m| [, + [m] oo | [a] [y | 0] |1n).
(7.13)

So Sobolev embedding theorems give us

d
7/ mllm < Cljmll7, (7.14)
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and integrating yields

(- 1) < ol

- 7.15
= Ctlmo]l,n (7.15)

S S
Cllmol[m *

which means that for 0 < t < T™ =
bound independent of €.

For any ¢ > 0, the equation (7.2) has a unique solution on [0,7;), and
by the Continuation of an Autonomous ODE on a Banach Space ([74], page
103) we can extend the existence time interval to [0,7.) such that 7. = oo
or

||m*(-, )], has an upper

lim |[m° (-, 2)||;m = oo.

t—T:

On the other hand, from the inequality (7.15), we find that for 0 < ¢ <
T*, ||m*(-,t)||m» has an upper bound independent of . So we have

[0,7%) c ([0, T). (7.16)

e>0

Proposition 7.2 If {m®(z,t)} is a bounded set in H™(R?) for allt € [0,T]
and some m > 2, then there exist a constant C = C(||mg||n,T) and a
constant 0 < & < 1 such that for all ,&' > 0, we have

sup ||m® — m®||y < C'max(e, ')~ (7.17)
0<t<T

Proof From the equation (7.2) we have

1d

5 ool =7} = (F(n) - F(m?), m® —m),
3 (7.18)
= ) (F(m°) — F;(m"), m* — m"),
=1

Let us take the second term as an example, and the other two terms are
proved analogously.

!

(Fy(m®)—Fy(m®), m*—m")y = —(VJ.u')"-Jm —(VTou® )" Jom , m*—m® )
= —((VIw)" J(m® —m®) + (VIu)" - (T — To)m® +

(VI(0¢ —u)T - Jom? + (V(T. — T)u)T - Zom®, me —m?'),
= TV +T, +T5+ Ty
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T = (V)T - J(m® — ), mf —m®),

< Cllm® — m ||| Ve[| < Cffm® —m?[[3][m?]]..

Similarly,
! / ’
|T5] < Clm® — m® [[o|m” — m® ||| jm~ [o.

From Lemma 7.1, we have
T3] < Cmax(e, )| [m* — m[[o]jm[[o]jm* |1,
For some 0 < § < 1, we have
Tyl < Cllm® —m[[o||m®||o]|[V(T: — To)u ||~
< Ollm® — m|Jo||m®[|o||V (T — Ter)u || ivs
< COllm® —me[[o||m®|Jo|[(T: — Ter)m® || 145
< Cmax(e, ) 7fme — m?[[o||[m[[o|[m[],

here we have used the following inequality which can be easily proved:

|| Tev — v||s—s < C°||v||ps, for all v € H¥(R?).

So if ||m®(z, )|, < M for some constant M > 0 and for all 0 < ¢ < T, then
the above inequalities yield

d / /
EHm6 —m° ||y < C(max(e,&’) + max(e, )70 + |j/m® — m® ||¢), (7.19)
and Gronwall inequality tells us
sup ||m® — m® |y < C'max(e,&')!~? (7.20)
0<t<T

because m® have the same initial value.
We have just proved that the existence of an m such that

sup ||m® — ml||y < Ce'™°. (7.21)
0<t<T

Moreover, from the Interpolation of Sobolev Spaces:

lolls < Cullolls™**|jo][7*,  for0< s <s,
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we have for 0 <7 <m

sup |/m® —m||, < C(||m0||,T)a(1_5)(1_r/m) (7.22)
0<t<T

Hence we have the strong convergence in C([0, T]; H"(R?)). f0 <2 <r < m,
this implies strong convergence in C'([0,7]; C*(R?)). In the equation (7.2),
the last three terms of (7.2) converge in C(0,7T;C(R?)), so does the first
term of it, ie, m¢, which means that,if my € H™(R?) with m > 2, then the
equation (7.1) has a unique classical solution for 0 < ¢ < T.
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Chapter 8
Future Work

BigZ s Es, B ETmRE.
—— BB, (BIEY | ANTET29045%,

The way ahead is long; I see no ending, yet high and low, I'll search
with my will unbending.

—Qu Yuan, Li Sao, ~290 BC.

8.1 Stability of the Asymptotic Solutions

Our numerical simulation shows that the solution of the equation
my + umy + 2um = 0, (8.1)

where (1 —02)*u = m, k =2, with the Gaussian initial values, tends to the
asymptotic solution

—2alarctan(a(n—1))+5%]

e
f(a7 77) - C(a) ((77 - 1>2 4 a_g)g ’ (82>
with some constant C'(a), and
. 4(n — 1)_46% if n—1<0,
lim f(a,n) = f= (8.3)

a——+00

0, if n—1>0.
But we have not yet found the rigorous explanation of this phenomena. In

Chapter 5, we tried to use the characteristics method to understand how this
weak blowup forms, but have not solved this completely.
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There are lots of literature devoted to the stability of steady solutions of
some evolutionary equations. For example, the blowup rate and profile for
the nonlinear heat equation

u = Au+uP in RY

with some restrictions on p, has been determined by Giga and Kohn [43]
and Fermanian-Kammerer et al. [38]. However, the existence of Lyapunov
functions plays a fundamental role in their stability study of the blowup
profile. Another approach is the so-called Evans function method introduced
by J. Evans [36], whose application in stability of travelling wave solutions
of the dissipative systems is summarised by T. Kapitula [60].

The Evans function method also finds some successful applications to
Hamiltonian PDEs. R. Pego and M. Weinstein [94] used the Evans function
to discuss the instability of solitary waves. There are many other approaches
as well to the stability problem for the Hamiltonian PDEs. For example,
Grillakis et al. [48] established some sharp conditions for the stability and
instability of solitary waves of some Hamiltonian PDEs. A. Constantin and
W. Strauss [26], J. Lenells [69] exploited the first three conserved quantities to
establish the stability of peakons for Camassa-Holm equations on the whole
R! and periodic case respectively. Another important contribution to the
stability of the blowup profile is made by Y. Martel and F. Merle [80]- [83],
where they introduced some new tools to study the stability of the blowup
profile of the generalised KdV equation

U+ (Uge +uP), =0, (t,x) eRT xR

But all the approaches above cannot directly apply to our case. The
equation (8.1) is indeed a Hamiltonian PDE, but the functions in (8.2) and
(8.3) do not correspond to the travelling wave solutions of (8.1), ie, ¢ f(t(x —
ct)) is not a solution of (8.1), it is only an asymptotic solution! If we consider
the asymptotic slow time PDE (5.11):

fr+(Ef)e +Ufe +2Ucf =0, (8.4)

here U = @(ngo —2¢f1+ f2). Then these f’s are steady solutions of (8.4),
but now the PDE (8.4) is no longer a Hamiltonian PDE, and the fact that
the coefficients in (8.4) depend on the integrals of f makes things even more
difficult.
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8.2 Positivity of Solutions

For the periodic Camassa-Holm equation, it is well-known that the positivity
of the initial momentum implies the global well-posedness and the positivity
of the momentum for any time ¢ > 0. The proof depends on the complete
integrability [25] [65]. Our numerical simulation supports that the equation
(8.1) has this property as well, which is consistent with the geometric ob-
servation that the generalised Euler equation preserves the co-adjoint orbits,
whereas we do not know whether it is an integrable system or not. This
means that the preservation of the positivity of momentum may not relate
to the complete integrability.

8.3 Higher Dimensional Case

In Chapter 7 we discussed the local well-posedness of the Camassa-Holm
equation, but we do not know anything about the global well-posedness and
other properties. For the torus T? case, we conjecture that if all components
of the initial momentum have no simultaneous zero point (ie, the momentum
vector is never zero), then the solution should exist globally. But we have no
idea how to prove this.

Another question is to study the dynamics of the higher-dimensional gen-
eralised Euler equations and how they depend on the choice of the metric.
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Appendix A

Properties of the Green’s
Function

Lemma A.1 Let
ZOO 1
G(l') =1+2 2 m COS(TLZIZ') resS= [0, 277'],

then 2G(z) € L>(S).

Proof We know from Abel-Dirichlet criterion [107] that
(or see http://en.wikibooks.org/wiki / Real_Analysis/Series)

> rrhins

n=1

converges for any x € S, and uniformly converges in any [a, 3] C (0,27) if
0 < a < (< 2n. That means the Fourier series

OO 3

n .
2 ; m Sln(nflf)

converges to 903G :

Z sin(nx). (A1)
— 1+ n2 +nt
On the other hand, we know
Z smflnx) = g(l - %) for 0<az <2m, (A.2)

n=1
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and if we denote g(x) for this function, then

= /1 n? ,
2 \o T e

n=1

l9(x) — 0;G ()| = (A.3)

which converges uniformly to a bounded function on S. So we have
O2G € L™(9).

Now we are going to discuss some properties of the Green’s function of
the operator A} acting on H°°(R!), that is,

MNG(z) = (I - )?G(z) =5 on R (A4)

The Green’s function G(x) can be expressed (up to a multiplicative constant)
via Fourier transform

1
G(z) = 26)d
(@) /R 1+2|€|2+|€|4exp(m£) : (A.5)

1
- /R T afge 1 Jep e

Clearly, G(z) is uniformly continuous on R! and G € C?™(R!) for any
0<e<l.

Lemma A.2 Let G(z) be the Green’s function as above, then
|02G|| oo m1y < 0. (A.6)

Proof The idea is similar to that in the proof of Lemma A.1.

1
G(z) = /}R1 T 2P T Ef cos(z€)dE, (A.7)

Abel-Dirichlet criterion for the improper integral tells us that

£ .
ST R R RL

converges on R! and uniformly converges on any bounded interval away from
x = 0, which means

63
PG(x) = — /R e (A8)
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Now let us introduce a bounded function

e’, x <0
g(x) = (A.9)
—e . x>0
then it is easy to find the Fourier transform of g is 2il+§w, which means
g(z) = / 21 3 5 expixr§dé
w146 (A.10)
£

= _2/Rl e sin z€d€.
On the other hand,

P6(x) — 5o()

- . inz&d Al
A1+ T+202+ ¢ sinzd|  (A.11)

is clearly convergent to a C'* function on R! and so is bounded on any bounded
interval. Moreover, the Riemann-Lebesgue Lemma tells us that
1

OG(w) - 59()

lim

|z|—o00

=0, (A.12)

SO
|8§G‘Loo(R1) < 00.

Lemma A.3 The Green’s function of A = (1 — 9%)? on R! is
Glz) = i(me—lm' + el (A.13)
so0 it is positive on R!.
Proof We use the method of undetermined coefficients to solve the equation
(1—0*)G(z) = 9.

First, find the eigenvalues of this operator, A = +1 (double eigenvalues), so
the solutions have the form of h(z) = ae® + bre® + ce™™ + dre ™. Then we
impose the requirements

MO0 =h(O02);  W(0,)=0=H(0_);
W00 = H(0); B(0-) = =} = —h"(0,)
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to find that the solution is G(z) = Te~*I(1 + |z]).
The arguments here apply to the Green’s function of the general initial
operator and we have

Lemma A.4 Let G(z) be the Green’s function of the operator A2F = (1—02)*
with k > 1, then G(x) > 0 and

10?*71G e < o0 (A.14)

Proof The idea is same as before and we can find the Green function in
this case is

1, -
G(x):ﬁe 1 4 x| 4 -+ |z FY).
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Appendix B

Multi-symplectic Formulation

In this appendix, we will establish a multi-symplectic formulation for the
mCH equation via the multi-symplectic geometry. [45] provides the details
of the foundation of multi-symplectic geometry.

B.1 Multi-symplectic Geometry

We recall some aspects of the so-called multi-symplectic geometry. Let X be
an orientable n + 1 dimensional manifold (which in our case is S x R!) and
let mxy be a fiber bundle over X, which we call the covariant configuration
bundle. The space of sections of wxy will be denoted by C*°(7xy) (which in
our case is the space of smooth functions on S x R'.)

Definition B.1 The first jet bundle J*(Y) of Y is the affine bundle over
Y whose fiber over y € Y, consists of those linear mappings v : T, X — T,Y
satisfying

Trxy oy = identity on T, X. (B.1)

The map v corresponds to T,¢ for a local section ¢ because we can easily
find that

mxy(p(x)) =2 Ve € X = Trxy oTpp(x)(v) =v Yo e T, X. (B.2)

If X has local coordinates ¥, v = 1,2,--- ,n, adapted coordinates on Y
arey4, A=1,2,---, N, along the fiber Y,. Then Coordinates (2", y*) induce
coordinates y2 on the fibers of J1(Y). The map x +— T,¢ defines a section of
JYY) regarded as a bundle over X, and we denote this section by j!(¢) and
call it the first jet of ¢ or the first prolongation of ¢. In coordinates, j!(¢) is
given by

2 (2, M (0), 0,07 (2"),
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where 9, = ;2. A section of the bundle J'(Y) — X which is the first jet
of a section of mxy is said to be holonomic. We can define the higher order
jet bundles by induction: J?(Y) = JYJY(Y)), J*Y) = JL(J* 1Y) for any
integer k > 2. Introduce the k-th jet prolongation j*(¢) = j1(*71(¢)) of a
section ¢ : X — Y. In coordinates, j(¢) is given by

2 (27, (@), 0™ (1), 0, 0y 07 (2)).

A section p of J*(Y) — X is said to be k-holonomic if p = j*(my ju(y) © p).
If, for example, X = S x R, Y = X x R!, ¢ € C®(mxy) means that
¢ = ¢(x,t) is a smooth function, and j'(¢) means a map

(x,t) — (x,t, ¢(x,t), oo, t), Oz, 1)), (B.3)

and j2(¢) means a map

(ZI}', t) = (,’L’, tv ¢($, t)v ¢m(x7 t)v ¢t(x7 t)7 ¢$w(x7 t)v (b;m(flf, t)7 ¢t:ﬂ(x7 t)v ¢tt(x7 t))
(B4)
We use j*(¢) for these maps and their values j*(¢)(z,t) if no confusions
occur.
Define the set

C* = {gb X - Y} Vo € X, there is a smooth open manifold U C X with

smooth closed boundary, such that mxy o ¢|y : U — X is an embedding} .

For each ¢ € C® set ¢px = mxyop and Ux = ¢x(U) so that ¢px : U — Uy
is a diffeomorphism. Let C be the closure of C* in some Hilbert norm. Denote

Cr = {/* (oo ox') ¢ € C}.
The tangent space to the manifold C at a point ¢ € C is

{V eC®(X,TY)| locally myry oV = ¢ and Vx = Trxy oV o ¢y
is a vector field on Ux},
which means that it consists of vector fields V' such that the diagram in the

Figure B.1.1 commutes.
We introduce

G ={ny : Y — Y| ny covers a diffeomorphism nx : X — X,

Ny is a mxy bundle automorphism} .
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Ty, TY T’/TXY
Y L TY | | TX
% Vx
0
(px)~!
U(cX) [ Uy

TXY

Ny

Figure B.1.2: Various spaces and mappings
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We can summarise the various sets and mappings in the Figure B.1.2.
We need introduce the vertical sub-bundle VY of Y: it is defined as a
sub-bundle whose fiber over y € Y, = 7y () is

VY ={vel)Y: Trxy- -v=0} (B.5)
For ~ € J;(Y), we have the splitting
T,Y = image of v @ VY. (B.6)

We will have some intuitive ideas about these concepts through the fol-
lowing example:

Example B.2 If X = R Y = X x R! = R?, then a smooth section f of
Y +— X means a smooth function f : R! — R!. In other words, we have a
smooth mapping

fireX=R'w— (2, f(z) €Y =R?

whose composition with wxy is fx = mxy o f =identity on R!. If denote I" the
graph of f: ' = {(z,y) : y = f(z), x € R'}, and that V = (14, 13) € T,R?
for some p = (z, f(z)) € T, then the first prolongation v = j'(f) of f is a
mapping

7(f): (@, V1) € LR & (, f(2), Vi, f'(2)V1) € T,R?,

or in other words,

, o . .. 0
7-Vi= (W, f@)V) = Vige + f(@Vig, € TR
So 5
VO=V -7V = (1 —f’(:)s)Vl)a—y € T,R?

is a vector in the vertical sub-bundle of Y.

If we consider a mapping ¢ € C instead of the section f above, then
locally, we have

¢: @ (¢x(2), f(2)) €R?

with a diffeomorphism ¢x and a smooth function f, which means we have
a smooth section f(¢%' (7)) of Y + Uy. In other words, ¢ o (¢x)~! : z —
(z, fody' () is a smooth section of Y — Uy, and we have the similar results
for this section ¢ o (¢x)~ L.
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Figure B.1.3: The vertical part V¥ of a vector V'

Without loss of generality, from now on, we take an open bounded domain
U C X and consider Ux = ¢x(U) only.

Definition B.3 The action functional S : C — R s given by

S(6) = / L (body). deC (B.7)

for some Lagrangian density L : J*(Y) — A""Y(X), and ¢ € C is called an
extremum of S if

d
dA
for all smooth paths X\ — 13 in G, where iy covers a diffeomorphism ny and
0 .
Ny = idy.

S(y o) =0
A=0

For any ¢* € C such that ¢° = ¢, and %h:o =V, thereisny : Y — Y
such that ¢* = 73 o ¢. We can see that 73 o (¢ o ¢3') o (nx) ! is a section of
Y — X, and it maps Uy = ny o ¢x(U) to ¢*(U).

We are going to introduce the prolongations of automorphisms 7y of Y
and of elements V' € TyC.

Definition B.4 The first prolongation j'(ny) : JY(Y) — JYY) of an
automorphism ny of Y — X is defined by (as shown in Figure B.1.J ):

i (nv)(v) = Ty oy o Ty
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Ny Tny
Y V] TY] TY
XY XY g 3t () (7)
Nx T'nx
X [X] TX] TX

Figure B.1.4: The prolongation of ny

For a vector V. € TyC, let n} be the flow of a vector field v on Y with
vo@¢ = V. Then the first prolongation j'(V) of V is a vector field on
JYY) defined by

_ d /A
~ I /\:0] (ny)-

We can define the k-th prolongations of an automorphism 7y and
a vector V € T,C for all k > 1 by induction.

it(V)

Definition B.5 The variational derivative of f : J*(Y) — R is the
function on J*(Y) defined by

)
(«%)
QE:> <
I
(1~

DD D (55 ). (B.5)

A
par Ot

— 0 0, 0
where D“(f) = oL + w—ﬁyﬁ‘ +-+ 6%41{_% yﬁ‘l...uw-

Definition B.6 The first dual jet bundle J'(Y)* is the vector bundle over
Y whose fiber at y € Y, is the set of affine maps from J(Y), to A"TH(X),,
the bundle of n + 1-forms on X. A smooth section of J'(Y)* is therefore an
affine bundle map of J*(Y) to A"T(X) covering mxy.

Fiber coordinates on J!'(Y)* are (p,p%), which correspond to the affine
map given in coordinates by
vt (p 4 vitph)d M, (B.9)

v

where A"z = dat Ada?--- Ada™ A da®.
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Analogous to the canonical one- and two-forms on a cotangent bundle,
there exist canonical (n + 1)- and (n + 2)-forms on the jet bundle J!'(Y)*. In
coordinates, with d"z, = 9, 4 d"*'x standing for the interior product of %

and d"*'z, these forms are given by
0 = phdy* Ad "z, +pd" Tz, Q= —dy* Adpy Ad"z, +dpAdiie. (B.10)

Similarly, we can define the k-th dual jet bundle J*(Y)* and the canon-
ical one- and two-forms on it.
A Lagrangian density £ : J¥(Y) — A""1(X) is a fiber preserving map:

L(5*(9)) = L(j*(¢))dz' Adx?- - Adz™ A da®. (B.11)
For k-th order Lagrangian field theory, the fundamental geometric structure
is the Cartan form 6, which is defined as the pullback of the canonical
n + 1-form § on J*(Y)* by (FL)*:

0, = (FL)"0, (B.12)
where the fiber derivative FL : J*(Y) — J*¥(Y)*, expressed intrinsically as
the first order vertical Taylor approximation to £, is defined by

d

FL(y) -~ = L(y) + = L(y+e(y =), (B.13)

where ,v' € JH(Y).

Now denote w = d"*'z, w, = a% Hw.

Theorem B.7 Given a smooth Lagrangian density L : J*(Y) — A"1(X),
there exist a unique W € A"F2(J?(Y)) given by

a unique map DprL € C®(Cor, T*C @ A"TH(X)) given by
: v [ 0L,
Deulle)-V = (o0 03) (siviar’ ne)), (B

and a unique n+ 1 form 0, € A"TH(J?**71(Y)) given by

k

_ Hip2ephs 3, A
0, = E Dy Ay ey N\ W,
s=0

= pw+phdy? Aw, +pj1“2dyf1 ANwy, +-- -+ pil“?"“’“dyfl,,,“kil A wy,
(B.15)

125



APPENDIX B. MULTI-SYMPLECTIC FORMULATION B.1. MULTLSYMPLECTIC GEOMETRY

such that for any V € TyC and any open subset Ux of X with Ux (10X = @,
we have

08, V= [ Dur(e)-v+ / 2160 g [ (V) 6], (B.16)

UX 8UX

where iy or V 4 denotes the interior product with V , and

oL , oL oL A
p = L_ayAyu1+D (aA ) Y — DDy (aA )yu1+"'
Bl

M1M2 uwzm
8L
1Dy Dy )y
Hl Kk
oL oL \ 4
ETRGL ) ;?1#2#3 1142
oL oL
+(_1)k_1Du' D, <7) yd = Ao
3 k ayﬁl"'ﬂk H1p2 ayﬁ‘l'“uk K1 P
oL oL oL
woo_
g P (Y (2 )+
Oy, Wi )" Oy
oL
+<_1)k_1DM2 .. D (a i )
ML2 Kk
oL oL oL
Mgz
" = =—-D <7)+D D <7)+
ayﬁlm " \o ﬁ‘wws e ayﬁ‘lmusm
oL
+(-1)*D,,---D <7)
( ) H3 HE ay;:xl o
oL
Hip2 P
Py = 541
8%‘1#2--'%

Moreover, the 0, agrees with the n+ 1 form introduced by (B.12), and ), =
dfy, is the multi-symplectic form on J*=X(Y). Furthermore,

DprL(¢) -V =% oo o V[P (V) 4 QL] in Ux

and the variational principle (B.14) gives, on the interior of the domain, the
Euler-Lagrange equation

OL(j*(p o d3h)) 0 <8L(j’“(¢0¢)}1)))+,”+
DyA O Ay

B.17
c (—1)F " OL(j*(é0dx') | _ 0 o
Ot - - - Ot 8y,’j‘1...auk |
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Proof J. Marsden et al [76] and S. Kouranbaeva et al [66] have proved the
result for £k = 1 and k = 2 respectively, and their ideas work for the general
k > 1 case although the calculation is quite involved. Here we omit the
details but only mention the main ideas as follows:

For any ¢* € C such that ¢° = ¢, and ¢; Ixzo =V, there is gy : Y — Y
such that ¢* = 73 o ¢. We can see that 13 o (¢ 0 ¢5') o (73) " is a section
of Y — X, and it maps Uy = nX o ¢x(U) to $*(U) and 7xy o ¢* 0 ¢3! =

A _ diy
s Vx = i lh=o-

So we have
d
a5,V = | /Uf( (@ 0 (63)™))
= Ao (ph) )+
/ | L6 e 0™ s
A\ * -k —
|| oo o)
L2 J4+1I
Then use the Cartan’s formula to evaluate the second part
o i A\ * -k ° -1
no= [ mreGtee @)
— [ £kl oo (0x))
Ux
= / Ly (Lw) / d wy (Lw) + e d(Lw)
Ux
— /é)UXLzVXw:/aUXLV“wH.
The first part
B d B o (M)
r= [ 5| e@ e @)
oL . _ v oL
_ / {W@woqs;))(v )+ g U0 BN
oL
8yf)1. “k( (¢ ¢X ))( )Ml U w,
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here we have used that %¢A‘,\:0 =V, ¢x =mxy o’ = mxy o (N} o) =

nx © ¢x, 50 (¢x) 7' = Q&l o (nkx)~! and so

d d A -1 d A1
—_ — Té - —
D, 0 Azocb °(¢x)" +Td- - (o%)

= Vooy +T(po¢x)(—Vx)

¢t o (¢x) !

= Voo —T(poody )Vx =V

Then use integration by parts to directly check that (B.18) gives the interior
integral and boundary integral parts in the Theorem.

We can summarise the analogy between the classical mechanics and field
theory in the following table:

Analogy between classical mechanics and field theory

Classical Mechanics k-th Field Theory
Configuration Space Q the fiber bundle Y +— X
Phase Space TQ k-th jet bundle J*(Y)
1-form / (n + 1)-form 0, = (FL)*0 0, = (FL)*0 for a covariant

foran L:TQ — R L:JHY) — AMH(X).

2-form /(n + 2)-form | symplecity: w;, = df; | multi-symplecity: Qp = df,

We call the critical points of the action functional S the solutions of the
Euler-Lagrange equation, and introduce the notations:

Definition B.8
P={pecC|i* Hpop" ) mwQr =0 for all vector fields W on J**(Y)}

(B.19)
denotes the solution space of the Euler-Lagrange equation.
For any ¢ € P, let
F={V eTyC| j*po o' ) £ 1p)[W 4QL] =0
{ X ) L) (B.20)

for all vector fields W on J*1(Y)}
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be the set of the solutions of the first variation equations of the Euler-Lagrange
equations, where £y stands for the Lie derivative along V.

Then we have the following result whose proof is similar to that in [66].

Theorem B.9 (Multi-symplectic form formula) If ¢ € P, then for
all V and W in F, we have

/8 NG ) AW A ] =0 (B.21)

B.2 Formulation for mCH

We adopt the Lagrangian approach to mCH which leads naturally to the
multi-symplectic formulation. For the modified Camassa-Holm equation with
H? metric:

m; + 2uym +um, =0 fory €S, m=Aju. (B.22)

This equation is the generalised Euler equation for the reduced Lagrangian:
1
l(u) = 3 /(u2 + )+, )dy. (B.23)

On the other hand, we can express it in the Lagrangian variable n(t, x) which
is the solution of

%)
o(tw) = ultn(t,o)), (B.24)

n(0,z) = =x.

Now let X = SxR,Y = X xR = S xR xR with coordinates (2!, 2°) = (x, 1)
for X and (z',2°y) = (z,t,y) for Y. A smooth section ¢ of Y — X is a
mapping (z,t) — (z,t,n(t, x)), where n(t, z) is the solution of (B.24). The
material or Lagrangian velocity %n(t, x) is an element of Ty oY = T(14,)Y,
where y = n(t, z).

With (B.24) and w, = ne /1, Uyy = W the Lagrangian repre-
sentation for the action may be expressed as

1

S(¢) = 5/5 - (e + 0/ + NNt — M) /2 )dxdt. (B.25)
x [0,
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The third jet bundle J3(Y") is a 17 dimensional manifold and three-holonomic
sections of J3(Y) — X have local coordinates

j3(¢) = (t7 xz, na nta 77:(:> ntta nt:ca 77:(:t> 77:(::(:’ nttta nttxa ntxxa nt:cta nxtta nxtxa nxxta 77:(::(::(:)’

(B.26)
where for smooth section, 1. = Mut, Miwe = Nate = Nzat, - - - - Lhe Lagrangian
density along the third jet of a section ¢ can be given by

: 1 ; ! ftex — fte!|xx 2
L(*(0) =5 (nxnf + Z’]ﬁ 1 L nsm zz) ) dz A dt. (B.27)

Because the Lagrangian density depends only on 7, 9., Mz, News Nize, SO the
Cartan form 0, = (FL)*6 can be found by direct calculation or from Theorem
B.7 (from now on we change the notion 7 to y):

HL = TldSL’ A dt + T2 + T3 + T4 (B28)
where
oL oL oL oL
oL oL D oL D oL oL
8ym Yix 8ym Yz T 8ym Y T 8ym Yix 8ym Yiza-
T, = p'dy A dt — p°dy A dz,
Ty = p°tdy, A dt + p'idy, A dt,
T4 = p()lldyt:c A dt7
and

oL oL oL
0 = t:—_Dx a +Dxx<—)7
b b Dy < Ytz ) Wiwa

oL oL
pr=p"= D ( )

0\ O
Pl = e — azi’
oL
p(]ll — ptww — 8ytxx’

pIO — pOO — pOOO — p110 — p010 — p001 — p100 — plll — p101 = 0.
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We can think p°, p' as the temporal and spatial conjugate momentum of
the field component 7, and p°', p!! as the temporal and spatial conjugate
momentum of the field component y,...

The corresponding 3-form €2y = df is

Qp =dT) Adz Adt +dpt Ady Adt —dp® Ady A de + dp®™ A dy, A dt+

dp't A dy, A dt +dp™' A dy, A dt
(B.29)

and if we introduce a transform

FL 2 (Y, Yus Yts Yaas Yat, Yeas Yot Yazas =) = (Us Yas Yt Yoz, 0 2°, 7, M, pO)

from the space of the vertical sections of J°(Y) — X into the phase space
M = R? modeled over X = R? then we have the following

Proposition B.10 For any wxy vertical vectors V,W in F defined in the
formula (B.20), we have

%wl(TIFL - 35(V), TFL - °(W)) + %wO(TIE‘L -3%(V), TFL - j>(W)) = 0.
(B.30)

Moreover, the mCH equation (B.22) is equivalent to the Hamiltonian system
of equations on the multi-symplectic structure

B\Z, + ByZ = VH, (B.31)

with the Hamiltonian defined by
H=L=p"Yo =0y — 0" Yo = D" Yo — 2" Vtaas (B.32)
where W', B; are defined as follows: w'(u,v) = vT Byu for any u,v € R?, i =

0,1 and

o O O o O

S O DO OO oo o o o
S O OO OO oo o oo
S O OO O oo o oo
S O OO O oo o oo
S O OO oo o o -
S O OO OO oo o o o
S O OO OO oo o o o
S O OO OO oo o oo

o O O
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o O O O

Bi=| -1

S O O o o o o

o O O o o o

O OO OO o o O
O O DO DO OO o o =
O O DO DO OO o o O
SO O OO O o = O O

o O O O
o |
—_
o O
|
—_

SO O OO O o o = O
SO O OO O = O o O

Proof The idea is the same as that in the [66]. The only difference consists
of the calculations: for any mwxy vertical vectors V, W in F defined in the
formula (B.20), we have

PO APV A = (Vi — Wy vt -y ar
4 (V.pouw/ytz _ Wpouvym I VpHWy“"” B Wpuvyf”) 5y
_ (Vpowy _ Wpovy) dr.

(B.33)
Then the fact that the multi-symplectic formula in Theorem (B.9) holds for
arbitrary OU, and Stokes theorem imply

J 4 9 o _

where w® and B; are defined in the Proposition.
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