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ABSTRACT

The design and implementation of a neural network based universal window
filter (NNWF) is described. Experiments are reported which demonstrate that
such a network filter can learn to perform filtering operations from input-target
image pairs. Difficulties with training such a filter for more complex tasks are
then described. Standard methods of improving the learning performance of
neural networks are reviewed. Speculation on development of intelligent
systems is presented with particular reference to the purpose and use of logical
sequential thought and rules. The importance of an educational environment is
outlined and a series of four heuristics for improving the training of neural
networks is suggested. Initial experiments with these heuristics are described.
The analogy to instructional design theory for humans is proposed and a formal
basis for the design of an educational environment for the neural network based
window filter is developed. Finally, a series of experiments are reported which
test the validity of the use of the educational environment and demonstrate the
effectiveness of the methods developed for implementing such an environment
for the NNWF.
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PREFACE

My father is a psychiatrist, my eldest sister a psychologist, with other brothers
and sisters working in medicine and psychiatric nursing it is perhaps natural that
I should have an interest in how people think. My undergraduate degree was in
Physics and I have worked in various aspects of computing during the last
fifteen years. Thus it was with something of a feeling of completing a circle that
I discussed the idea of working on neural networks with my supervisor Prof.
Bob Hodgson. To combine my interest in the human brain and biological
systems with computer science and attempts to make computers more intelligent
had great appeal.

The particular avenue for exploring this interaction was that of image
processing or computer vision. This I think is a particularly appropriate area for
attempting to make use of biological analogies for two reasons; Firstly, animals
do it very easily whereas computers find it very difficult. Secondly, computer
vision has been dominated by the hard algorithmic approach and by very
limited success. What was expected to be easy was found to be very difficult.

"Just determine which is the chair and which is the table, it should be quite
straight forward, then ...

If someone could define what is meant by an edge then I might be able to find
them, having found them I might be able to find the objects, having found
them I might be able to identify them, having ... but so far we cannot
adequately define an edge”

So by combining the area of Image Processing, an area in which my supervisors
had considerable research experience, with the new and exciting field of Neural
Networks we could embark on some interesting work which was based on fimn
foundations.
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