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Abstract 

Multimedia data processing is an active research field contributing to many frontiers 

of science and technology. It involves the processing of audio, image, video, text, 

and other forms of data. In this thesis, four novel approaches are proposed to address 

two key issues in multimedia data processing: (i) how to reduce the annotation costs 

of sound event classification/tagging, and (ii) how to improve the quality of video 

captions. 

To address the issue of how to reduce the annotation costs of sound event 

classification/tagging, we propose a Gabor dictionary-based active learning (DBAL) 

approach for semi-automatic sound event classification. In DBAL, sound features 

are extracted from audio recordings through a Gabor dictionary. Based on the 

extracted features, sound events in the recordings will be manual or automatic tagged 

through active learning. Then a classifier is trained by these recordings with their 

true or predicted labels. Thus, DBAL can be evaluated by the accuracy of the 

classifier. 

Further, a learnt dictionary-based active learning (LDAL) approach is proposed to 

tackle the same issue. In LDAL, a K-SVD learnt dictionary replaces the Gabor 

dictionary for feature extraction. The same active learning mechanism and classifier 

are used for tagging and evaluation. Compared with other existing approaches, our 

approaches (i.e., DBAL and LDAL) achieve higher classification accuracies but 

require much fewer annotation costs. 

To tackle the issue of how to improve the quality of video captions, we propose an 

attention-based dual learning (ADL) approach for video captioning. Two modules 

(i.e., a caption generation module and a video reconstruction module) are contained 

in ADL, which are fine-tuned via dual learning. Thus, ADL can enhance the quality 

of the generated captions by minimizing the differences between raw and 

reconstructed/reproduced videos. 

Further, we propose a bidirectional relational recurrent neural network (Bidirectional 

RRNN) to tackle the same issue. By fully utilizing the local and global context 

information as well as visual information in videos, Bidirectional RRNN can capture 

all events in a video, reason the relationships between events, and generate a set of 



II 

informative sentences to describe video contents. Experimental results on benchmark 

datasets demonstrate that our approaches (i.e., ADL and Bidirectional RRNN) are 

superior to the state-of-the-art approaches. 

In conclusion, this thesis proposes four effective approaches for processing 

multimedia data. Experimental results show that our approaches outperform the 

state-of-the-art approaches. 
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Chapter 1 Introduction 

This chapter provides an overview of this thesis. The motivations of this thesis are 

presented in Section 1.1. Then the scope of this thesis is presented in Section 1.2. 

1.1 Motivations 

Multimedia data processing is an active research field contributing to many frontiers 

of science and technology. It involves the processing of audio, image, video, text, 

and other forms of data. Recently, massive multimedia data, especially audio data 

and video data, is continuously being created and collected in different areas [1,2]. 

This attracts more and more researchers to develop various approaches to deal with 

the growing multimedia data. These sophisticated and robust approaches will 

provide great unprecedented opportunities to overcome the challenges and issues in 

multimedia data processing [1]. Therefore, digital audio processing and digital video 

processing have become two important research subfields of multimedia data 

processing. There is a great need to develop novel approaches to deal with different 

tasks in these two research fields.  

In this chapter, a brief introduction to digital audio processing and digital video 

processing is presented in Sections 1.1.1 and 1.1.2, respectively. 

1.1.1 Digital audio processing 

Digital audio processing focuses on processing digital audio recordings using various 

computing methodologies [3]. Specifically, in the real world, digital audio recordings 

can be widely derived and collected from speech, music, environmental sounds, and 

even artificial synthetic data. According to specific digital audio processing tasks, 

the collected digital audio recordings will be processed/manipulated in a variety of 

ways, including editing (e.g., trim, split, and merge), enhancing (e.g., amplify and 

denoise), analyzing (e.g., visualize and classify), and creating effects (e.g., pitch shift 

and add reverb) [4].  

Since a digital audio recording is usually composed of data such as speech, music, 

and sounds, digital audio processing can be roughly divided into three categories: 

speech processing, music processing, and sound processing.  
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 Speech processing. Speech recognition and speech synthesis are two main tasks 

in speech processing [5]. Speech recognition aims to develop methodologies that 

can recognize and translate spoken language into text, while speech synthesis is 

to convert natural language text into speech. Recent research on these two tasks 

has made remarkable progress. Various speech recognizers and synthesizers are 

widely used in many real-world applications, such as banking services and 

telephone services. 

 Music processing. Music processing aims to analyze, manipulate, and synthesize 

music data for specific tasks [6]. Recent research on music processing involves 

extracting meaningful features from music data, and then integrating/combining 

these features with other information sources (e.g., lyrics, sheet music, and 

contextual metadata obtained by collaborative tagging or expert annotators) for 

different music processing tasks, such as music information retrieval and music 

recommendation. 

 Sound processing. Sound event classification and sound event detection are two 

main tasks in sound processing. Sound event classification aims to recognize a 

set of active sound events in audio recordings. In addition to classification, 

sound event detection also requires detecting the temporal onset and offset of 

each sound event in the audio recordings [7]. Recent research on these two tasks 

has been widely applied to real-world applications, such as surveillance systems. 

In recent years, with the development of machine learning techniques, especially the 

development of deep learning techniques, in-depth research has been conducted on 

speech processing tasks and music processing tasks. For example, the most advanced 

speech recognition model is a deep learning model based on self-attention [8], which 

is trained in an end-to-end manner. It removes all intermediate steps and independent 

subtasks of traditional speech recognition models (e.g., hidden Markov models), and 

can achieve high recognition accuracy. The word error rates (WER) on the test set 

can be reduced to about 10% [8].  

Compared with speech processing, music processing is a relatively young but rapidly 

growing research field. Recently, a variety of research related to music processing, 

including music information retrieval [9], music computing [10], audio-effects 

processing [11], and applications in audio engineering [12], have achieved 

remarkable results.  

Contrary to music processing, although sound processing is a research field with a 
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long tradition, there are still many challenges that need to be addressed. For example, 

since the sound event classification task can be treated as a supervised classification 

task, sound event classifiers usually require a large number of sound segments with 

their true labels for training [7]. However, in the real world, since the annotation (i.e., 

manual tagging sound events) cost is much expensive and time-consuming, the 

number of labeled sound segments is limited. Thus, there is a great need to develop 

novel sound event classifiers that can achieve comparable or higher classification 

accuracy but requires fewer labeled sound segments for classifier training. Therefore, 

the first issue to be addressed in this thesis is how to reduce the annotation cost in 

environmental sound event classification/tagging.  

To address this issue, this thesis proposes two semi-automatic sound event 

classification/tagging approaches, which achieve comparable or higher classification 

accuracy but require fewer annotation costs. The details of these two approaches are 

presented in Chapters 2 and 3, respectively. 

1.1.2 Digital video processing 

Digital video processing is another important research subfield of multimedia data 

processing. Since video data can be considered as a series of time-varying images, 

digital video processing tasks encompasses many tasks derived from the essential 

principles of digital image processing (e.g., computer graphics tasks), as well as 

some tasks that exploit the temporal nature of video data (e.g., computer vision tasks) 

[13]. 

As shown in Figure 1.1, based on a variety of computing methodologies, digital 

video processing tasks can be divided into two categories: computer graphics tasks, 

and computer vision tasks. Most computer graphics tasks focus on still image 

information in videos and can be processed using digital image processing 

approaches, such as image compression approaches and image enhancement 

approaches. Computer vision tasks include video segmentation task, video tracking 

task, video captioning task, and many others. In these tasks, image information, 

temporal or motion information, and even audio information in videos will be 

captured and processed, which cannot be handled by digital image processing 

approaches. 

Among all computer vision tasks, video captioning is an emerging task that aims to 

generate sentences/captions to describe video content [14-19]. Real-world 
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applications based on video captioning approaches (e.g., assistant services and robots) 

have been widely used in human life, and provide many conveniences for human life. 

For example, visually impaired people can know what is happening around them 

through video captioning based glasses. However, the video captions generated by 

the existing video captioning approaches are still not comparable to human-

generated descriptions. Thus, there is a great need to develop novel video captioning 

approaches that can generate high-quality video captions to describe video content. 

Therefore, the second issue to be addressed in this thesis is how to improve the quality 

of video captions. 

 

Figure 1.1. Categories of digital video processing tasks. 

To address this issue, this thesis proposes a video captioning approach in Chapter 4, 

which can generate a single-sentence caption to describe the main content of a video. 

Then, to further generate captions for the video containing multiple video events, a 

dense video captioning approach is proposed in Chapter 5, which can detect/capture 

all video events and generate dense video captions (i.e., a set of sentences). 

1.1.3 Summary 

In summary, multimedia data processing is a booming research field, which covers 

a vast of subfields and applications such as digital audio processing and digital video 

processing. This thesis tackles two key issues in multimedia data processing: (i) how 

Digital video processing 

Computer graphics 
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Video/Image compression 

Video/Image enhancement 

…… 
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Video tracking 
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to reduce the annotation costs of sound event classification/tagging, and (ii) how to 

improve the quality of video captions. To address these two issues, four novel 

approaches are proposed. 

1.2 Scope of this thesis 

This thesis is organized as follows: 

Chapter 2: developing a novel Gabor dictionary-based active learning (DBAL) 

approach for environmental sound event classification. In DBAL, a Gabor dictionary 

is used to extract features from audio recordings. Based on the extracted features, the 

way of tagging sound events in the recordings (i.e., manual or automatic tagging) is 

selected through active learning. Then a sound event classifier is trained by these 

recordings with their manual or predicted labels. Thus, the performance of DBAL 

can be evaluated by the accuracy of the classifier. Compared with other sound event 

classification approaches, DBAL achieves comparable classification accuracy but 

requires fewer annotation costs. 

Chapter 3: developing a novel learnt dictionary-based active learning (LDAL) 

approach for environmental sound event tagging. In LDAL, a K-SVD learnt 

dictionary replaces the Gabor dictionary for feature extraction. The same active 

learning mechanism and classifier used by the DBAL approach are utilized to assign 

labels to the sound events in audio recordings and to evaluate the classification 

accuracy of the proposed LDAL approaches. Compared with the DBAL approach, 

LDAL achieves higher tagging accuracy in the case of the same annotation costs. 

Chapter 4: developing a novel attention-based dual learning (ADL) approach for 

video captioning. Two modules (i.e., a caption generation module and a video 

reconstruction module) are contained in ADL to leverage the information in raw 

videos and the generated captions. Then a multi-head attention mechanism is used to 

help the two modules attend to the most effective information in videos and captions, 

and a dual learning mechanism is used to fine-tune the performance of the two 

modules. Thus, ADL can improve the quality of the generated captions by 

minimizing the differences between raw and reconstructed/reproduced videos. 

Chapter 5: developing a novel bidirectional relational recurrent neural network 

(Bidirectional RRNN) for dense video captioning. In Bidirectional RRNN, a 

bidirectional RRNN encoder, which has a relational memory core for collecting and 
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relational reasoning of temporal context information, is proposed to obtain the local 

and global context information of a target event. Thus, the proposed approach can 

capture all events in videos, reason the relationships between these events, and then 

generate a set of informative sentences to describe video contents. 

In summary, this thesis proposes four novel approaches to correspondingly address 

the two key issues in multimedia data processing, which are tackled in Section 1.1, 

i.e., (i) how to reduce the annotation costs of sound event classification/tagging, and 

(ii) how to improve the quality of video captions. The approaches proposed in 

Chapters 2 and 3 have already been published in journal papers [20,21], respectively. 

The approaches proposed in Chapters 4 and 5 have been submitted to a conference 

[22] and a journal [23] in the form of papers, respectively. Note that references 

related to each chapter are listed at the end of each chapter. 
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Chapter 2 A Gabor dictionary-based active 

learning approach 

This chapter proposes a new Gabor dictionary-based active learning (DBAL) 

approach for sound event classification, which significantly reduces the required 

number of labeled samples in the process of sound event classifier training. In DBAL, 

since dictionary learning is more suitable for sound feature extraction/representation, 

a Gabor dictionary is used to extract features from audio recordings. Then an active 

learning mechanism, which is achieved through clustering, is used to select the way 

of sound event labeling (i.e., assign true labels or predicted labels to sound segments). 

Our sound event classifier will be trained using sound segments with their true and/or 

predicted labels. We test DBAL and other reference approaches on a public urban 

sound dataset with 8732 sound segments. The classification accuracy is used to 

measure the performance of these approaches. Experimental results show that our 

approach has higher classification accuracy but requires much fewer annotation costs 

than other approaches. 

This chapter is organized as follows. Section 2.1 introduces the background of sound 

event classification and the motivation of this research, and then reviews the most 

relevant works of this research. Section 2.2 presents the proposed sound event 

classification approach in detail. Section 2.3 presents the experiments and discusses 

the experimental results. At the end of this chapter, the conclusion of this chapter is 

presented in Section 2.4. 

2.1 Introduction 

Sound event classification is a process that involves classifying input audio signals 

based on their salient features/characteristics, which plays an essential role in 

identifying, analyzing, and utilizing the environmental sound information under a 

background sound. Over the past few years, sound event classification [19,24,25,30] 

has gained much interest in the field of audio signal processing [9,12,15,28,31,34,36] 

and has been widely applied to noise detection [1], monitoring [6,13] and other real-

world applications. 

In practice, there are a limited number of labeled training samples whereas unlabeled 

training samples are easily available. The shortage of labeled samples is one of the 

https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR9
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR12
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR15
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR28
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR31
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR34
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR36
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR1
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR6
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR13
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main challenges and hindrances in the training process that affects sound event 

classifiers, which in turn limits the classification accuracy in real situations [4,5,17]. 

Through literature review, it was easy to find that even the largest environmental 

sound dataset ESC-US [18] only contained a limited number of labeled sound 

samples (2000 recordings) and a large number of unlabeled sound samples (250,000 

recordings). This situation can be attributed to the expensive labeling process (i.e., 

assigning a predefined label to a sound sample), which is particularly pronounced in 

large datasets [18]. Therefore, it is necessary to develop novel techniques that make 

full use of both labeled samples and unlabeled samples in the process of sound event 

classifier training. 

Semi-supervised learning is one of the effective approaches for such scenarios [35], 

which uses a small number of labeled samples and a large number of unlabeled 

samples in the classifier training process. Zhang et al. proposed a semi-supervised 

framework for sound event classification [32]. It first took the confidence of a 

classifier in five levels for classification. Then they added re-sampled originally 

labeled samples and unlabeled samples, which had a high confidence level to the 

training datasets. An iterative process was used to enhance classification accuracy. 

However, the labeled samples were preselected in semi-supervised learning. In some 

cases, these labeled samples cannot reflect the true situation of the whole dataset. 

Active learning is a special case of semi-supervised learning. It aims at achieving 

higher accuracy with fewer training labels by (actively) choosing samples from 

which it learns when the annotation cost is expensive. Since active learning can select 

the most informative and representative samples to be labeled by the learner, it 

reduces annotation costs [20]. Thus, active learning can achieve the maximum gain 

in learning by using a small number of labeling queries [7]. 

An active learning approach called Medoid-based Active Learning (MAL) was 

proposed for urban sound event classification in [25]. The MAL approach extracted 

features from sound samples using Mel-frequency Cepstral Coefficients (MFCCs). 

Active learning in MAL was used to label the input sound samples. However, since 

MFCCs perform better on structured sounds such as speech and music rather than on 

noise-like sound recognition such as environmental sounds [2], better feature 

extraction methods should be used or developed for sound event classification. 

Furthermore, a combination of active learning and self-training sound event 

classification approach was proposed in [10]. Initially, all sound samples were 

https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR4
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR5
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR17
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR18
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR18
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR35
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR32
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR20
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR7
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR25
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR2
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR10
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unlabeled. Then they calculated the classifier confidence scores of these unlabeled 

sound samples. The classifier confidence score is a probability to measures the 

classifier’s output certainty level, which indicates the classifier’s confidence about 

the predicted labels. The samples which had lower confidence scores were labeled 

by the learner, while the high-score samples were labeled by using a self-training 

approach automatically. Finally, all sound samples with their labels were used to train 

a sound event classifier. 

In recent years, multiple dictionary learning methods have been developed such as 

Wavelets [27], Cosine packets [26], Gabor dictionaries [14,23], and Chirplets [8]. 

Based on adaptive approximation techniques such as Matching Pursuit (MP) [2] and 

Orthogonal Matching Pursuits (OMP) [2], a new representation of the sound input 

samples in the form of the linear combination of basic atoms from a dictionary can 

be obtained [2,21]. Several dictionary learning methods such as Fourier [8], Haar [7], 

and Gabor have been evaluated with the MP method for environmental sound event 

classification in [2]. Based on their experimental results, the Gabor dictionary 

achieves better classification results than other dictionaries. Wang et al. also 

proposed a Gabor-based environmental sound event classification in [29]. In their 

approach, input samples were firstly represented using the atoms in a Gabor 

dictionary. Then, Principal Component Analysis (PCA) and Linear Discriminate 

Analysis (LDA) were used to set up a scale-frequency map to generate features. The 

represented features were used to train a classifier for sound event classification. 

In this chapter, a new Dictionary-Based Active Learning (DBAL) approach is 

proposed for sound event classification. The proposed approach combines dictionary 

learning [29] for feature extraction and active learning [25] for labeling, which 

significantly reduces the required number of labeled samples for the processing of 

sound-classifier training. The proposed approach consists of three phases, named 

feature extraction, active learning-based labeling, and classification, respectively. In 

the process of feature extraction, all training samples (i.e., sound segments) are 

represented using the atoms in a Gabor dictionary. After that, the k-medoids 

clustering method is used to cluster the represented training samples. The medoids 

will be labeled with their true labels, while other members in the same clusters will 

be labeled with predicted labels. This is an active learning process. Finally, the 

represented training samples with their (either true or predicted) labels are used to 

train a sound event classifier. The classification accuracy of this classifier is used to 

measure the performance of the proposed approach. Figure 2.1 illustrates the 

procedure of the proposed approach. 

https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR27
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR26
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR14
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR23
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR8
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR2
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR2
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR2
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR21
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR8
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR7
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR2
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR29
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR29
https://link.springer.com/article/10.1007/s11042-018-6380-z#ref-CR25
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The proposed DBAL approach is compared with other approaches on a public urban 

sound dataset with 8732 sound segments in 10 sound categories. The experimental 

results show that when the proposed approach has the same or better accuracy than 

other reference approaches, it requires a much less annotation cost. 

 

Figure 2.1. Flowchart of the proposed DBAL semi-automatic sound event 

classification approach. 

2.2 The proposed approach 

As shown in Figure 2.1, three phases (i.e., feature extraction phase, clustering-based 

actively labeling phase, and sound event classification phase) are contained in the 

proposed approach. In the following sections, we will present our proposed sound 

event classification approach in detail. 

2.2.1 Feature extraction 

In recent years, many different feature extraction methods (e.g., MFCCs, band 

energy ratio, zero crossing rates, and dictionary representation) have been developed 

to represent environmental sound events. Due to the following reasons, this chapter 

constructs a Gabor dictionary to represent the whole sound samples: (i) Gabor 

dictionary performs better on sound event classification by extracting time-

frequency domain features while other feature extraction methods such as MFCCs 

only extract features in the frequency domain [2]. (ii) MFCCs perform better on 
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structured sounds such as speech and music instead of on noise-like sound 

recognition such as environmental sounds [2]. 

In this chapter, the proposed approach firstly selects several atoms in a Gabor 

dictionary to approximate an input sound sample using the MP algorithm. Each atom 

in the dictionary is in the form of the given Gabor function, which consists of a scale, 

position, frequency, and phase information. 

Gabor dictionary selection. Gabor functions are sine-modulated Gaussian 

functions that are scaled and translated to provide joint time-frequency positions. 

The mathematical definition of a discrete Gabor time-frequency atom is expressed 

as: 

𝐺𝑠,𝑢,𝑓,𝜃(𝑡) =
𝐾𝑠,𝑢,𝑓,𝜃

√𝑠
𝑒−𝜋(𝑡−𝑢)2 𝑠2⁄ 𝑐𝑜𝑠[2𝜋𝑓(𝑡 − 𝑢) + 𝜃],   (2.1) 

where s represents the scale corresponded to the width of the Gabor function in time; 

u denotes the central temporal position of the Gabor function; f refers to the 

frequency; θ refers to the phase; t denotes the indices of the sampling points of an 

input sound segment; Ks,u,f,θ is a normalization factor such that || Gs,u,f,θ ||
2 = 1. 

According to the experimental results in [2] and [29], the following parameters are 

selected: s = {2p | p = 1, 2, …, 8}; u = {0, 64, 128, 192}; f = {150, 450, 840, 1370, 

2150, 3400, 5800}Hz; θ = 0; the atom length is truncated to T = 256 so that t = 1, 2,…, 

T. Thus, a Gabor dictionary is constructed based on these parameters, i.e., 224 atoms 

(8 levels of scale × 4 central positions × 7 frequencies) are in the Gabor dictionary. 

Matching pursuit algorithm. When the Gabor dictionary was established, a training 

sample can be represented with Gabor atoms by using the MP algorithm. The first 

MP algorithm is proposed in [14]. It decomposes the input sound signal by using the 

atoms in an overcomplete dictionary and provided a sparse linear expansion of the 

input signal. 

An MP algorithm consists of two phases: the selection and decomposition phases. In 

the selection phase, the MP algorithm selects every atom from the current dictionary 

to check the close similarity between this atom and the input sound signal by 

computing the inner products between them. 

Assume that dictionary D is a collection of atoms given by: 
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𝐷 = {𝜙𝛾 ∶ 𝛾 ∈ 𝛤},        (2.4) 

where Γ denotes the parameter set and ϕγ denotes an atom. Then the approximate 

decomposition of the input signal s can be represented as: 

𝑠 = ∑ 𝛼𝛾𝑖
𝜙𝛾𝑖

+ 𝑅(𝑛)𝑛
𝑖=1 ,      (2.5) 

where R(n) denotes the residual signal; αγi denotes the coefficient of ϕγi; n denotes the 

number of atoms used to represent s. Initially, R(0) = s, and the MP algorithm 

calculates all inner products of s with the atoms in D. We select the atom with the 

largest magnitude inner product ϕγ0 as the first element. Mathematically, this can be 

represented as: 

|〈𝑠, 𝜙𝛾0
〉| ≥ |〈𝑠, 𝜙𝛾〉|,  

where <·> denotes the inner product operation and |·| denotes the absolute operation. 

Then the atom ϕγ0 is subtracted from s to get residual R(0). In this way, the 

approximation of s at the ith step can be calculated by:  

𝑠(𝑖) = 𝑠(𝑖−1) + 𝛼𝑖𝜙𝛾𝑖
,      (2.6) 

where 𝛼𝑖 = 〈𝑅(𝑖−1), 𝜙𝛾𝑖
〉 and 𝑅(𝑖) = 𝑠 − 𝑠(𝑖). After n steps, the stop criterion of the 

MP algorithm is reached. Since the best atom (i.e., the atom has the largest absolute 

inner products with the input signal) is chosen every time in the selection phase, the 

reconstruction error is minimal when the selected atom used to represent the input 

signal. 

2.2.2 Clustering and labeling 

In the processing of labeling, the k-medoids clustering is used on the training samples 

with their Gabor atom representations. The medoids of clusters get their true labels 

while others are assigned with their predicted labels by using the proposed approach 

below. Repeat this process if the annotation cost is larger than the number of cluster 

k. 
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Dissimilarity distance. There are two dissimilarity measurements used in clustering 

analysis. One is feature projection, which reflects similarity relation between two 

objects; the other is distance calculation, which reflects the difference between two 

objects such as Kullback-Leibler (KL) divergence. In general, the KL divergence 

between two discrete probability distributions is defined as follows: 

𝐷𝐾𝐿(𝑓||𝑔) = ∑ 𝑓(𝑥)𝑙𝑜𝑔(𝑓(𝑥) 𝑔(𝑥)⁄ )𝑥∈𝐷 ,    (2.7) 

where f and g are two probability functions in a discrete domain D with a finite 

number of values. In this chapter, the KL divergence is used to measure dissimilarity 

between two sound samples. Because the KL divergence is an asymmetric operation 

so that DKL(f || g) is different from DKL(g || f). However, the dissimilarity between two 

sound samples is always the same. Thus, the dissimilarity between two sound 

samples in this chapter is defined as: 

𝐷̃𝐾𝐿(𝑓||𝑔) = 𝐷̃𝐾𝐿(𝑔||𝑓) =
𝐷𝐾𝐿(𝑓||𝑔)+𝐷𝐾𝐿(𝑔||𝑓)

2
.     (2.8) 

Algorithm 2.1 k-medoids clustering algorithm 

Input: number of clusters k, training object set 𝛼 = {𝛼𝑖}𝑖=1,...,𝑚 ∈ ℝ𝑡 

Output: k cluster set 𝐶 = {𝐶1, . . . , 𝐶𝑘} 

(1) randomly select k objects as initial medoids 𝑂 = {𝑜1, . . . , 𝑜𝑘}; 

(2) calculate the Euclidian distance between every pair of objects; 

(3) assign other objects to the nearest medoid in O; 

(4) for each medoid 𝑜∗ and the objects associated with 𝑜∗: 

accumulate the dissimilarity distances between 𝑜∗  and the objects 

associated with 𝑜∗; 

find a new medoid 𝑜∗̃ , the accumulated distance between the new 

medoid 𝑜∗̃ and other objects in the cluster are minimal; 

update the current medoid 𝑜∗ by replacing with the new medoid 𝑜∗̃; 

(5) repeat step (3) and (4) alternately until there is no change in O; 

(6) return k cluster set 𝐶 = {𝐶1, . . . , 𝐶𝑘}; 

(7) end 

K-medoids clustering. Clustering is a task of grouping a set of data objects into 

clusters so that the data objects in the same cluster are more similar to each other but 

much different from the data objects in the other clusters [16]. The k-medoids 

clustering is a centroid-based clustering process, which finds the k medoids 
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iteratively and assigns other data objects to the nearest medoid, where a medoid is a 

data object in the dataset. Because it is based on the most centrally placed data 

objects in a cluster, it is less sensitive to outliers than the k-means clustering [16]. 

The process of the k-medoids clustering algorithm is shown in Algorithm 2.1. 

The proposed approach uses the furthest-first traversal method to select initial 

medoids, which can effectively avoid local redundancy problems. A traversed set 

starts with a randomly selected sound segment. The distances between every pair of 

all sound segments are calculated by the chosen dissimilarity measurement (i.e., the 

KL divergence in this case). Then, it is updated iteratively to minimize the total 

distance of all sound segments to the nearest medoids until no medoid can be 

swapped to reduce the total distance. The sound segment located at the centroid of 

each cluster is the medoid of each cluster. 

DBAL aims to achieve the same or higher accuracy than the other approaches while 

use less labeled training samples. Thus, different from general k-medoids clustering, 

the proposed approach attempts to reduce the average size of clusters using a larger 

number of clusters so that the training samples in a cluster are more similar to each 

other. In this chapter, in order to compare with reference approaches, the number of 

clusters k in the proposed approach is set to k = m/4 (the same setting is used in MAL 

[25]), where m is the number of unlabeled training samples. 

Algorithm 2.2 DBAL algorithm 

Input: m sound segment samples, Gabor dictionary D, the annotation cost sum 

Output: sample label set 𝐿 = {𝑙1, . . . , 𝑙𝑚} 

(1) extract features from m sound segment samples; 

(2) represent features using the atoms in Gabor dictionary D; 

(3) determinate the initial number of clusters k=m/4; 

(4) do k-medoids clustering on the represented samples; 

(5) assign true or predicted labels to samples according to the relationship 

between sum and k; 

(6) return L; 

(7) end 

Label assignment and recursive process. The processing of labeling can be 

described as followed. Initially, all sound segments are unlabeled. Then the k-

medoids clustering is used to cluster these samples based on their new 

representations. After the k-medoids clustering, the medoid of each cluster will be 
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labeled with its true label, while other members in the same cluster will get the same 

labels as their medoid’s label as their predicted label. Since the annotation cost (i.e., 

the number of true labels) is predefined, thus, (i) if there are more than k true labels 

can be labeled (i.e., the annotation cost is larger than k), the process of the k-medoids 

clustering will be made recursively; (ii) if there are less than k true labels can be 

labeled (i.e., the annotation cost is less than k), all clusters will be sorted in 

descending order of size so that the clusters with more members will be labeled first, 

which can allow more unlabeled samples will get their predicted labels. The whole 

process is shown in Algorithm 2.2. 

The goal of the proposed approach is to label all training samples with the least 

annotation cost rather than assign more true labels by using a larger annotation cost 

to get a higher labeling accuracy. Thus, the largest cluster is labeled first in each k-

medoids clustering, which means a large number of predicted labels will be assigned 

at each time to reduce the annotation cost. 

2.3 Experiments 

The training samples with a true label or predicted labels are used for training a 

supervised multi-class SVM. The classification accuracy of DBAL is used to 

evaluate the performance of the proposed approach. 

2.3.1 Dataset 

To validate the proposed approach, all experiments are tested on the UrbanSound8K 

dataset [22], which is a public urban sound dataset that includes 8732 labeled sound 

segments (<=4s) of urban sounds from 10 classes: air_conditioner, car_horn, 

children_playing, dog_bark, drilling, enginge_idling, gun_shot, jackhammer, siren, 

and street_music. The whole dataset is pre-sorted into ten folds for cross-validates 

the automatic classification results (Table 2.1). 

2.3.2 Experiment setup 

In the experiments, each sound segment in the UrbanSound8K dataset makes up an 

instance for training or testing. The proposed approach uses a frame window of 256 

points with a 50% overlap to divide training samples. Using the MP algorithm, every 

training sample will be represented using Gabor atoms. The following summary 

statistics of Gabor atoms are used as segment-wise features: maximum, minimum, 
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medium, mean, standard deviation, skewness, and kurtosis. 

Table 2.1. Sound event classification in the UrbanSound8K dataset. 

Taxonomy Number of sound segments Total duration(s) 

air_conditioner 1000 3994.9287 

car_horn 429 1053.9532 

children_playing 1000 3961.8745 

dog_bark 1000 3148.7495 

Drilling 1000 3548.2440 

enginge_idling 1000 3935.9925 

gun_shot 374 616.7964 

Jackhammer 1000 3610.9747 

Siren 929 3632.7015 

street_music 1000 4000 

Total 8732 31,504.2155 

In each round of evaluation, 90% of sound segments in the dataset are used for 

training, while 10% of sound segments are used for testing. The labels provided by 

the dataset are used as ground truth. In a training set, all true labels are hidden initially. 

In the processing of using the proposed approach, the annotation cost sum can assign 

up to sum true labels for labeling. 

A supervised segment-level multiclass SVM is used as a classification model. The 

classifier is trained by the input sound segments (i.e., training samples) with their 

produced (i.e., either true or predicted) labels. Since the proposed approach does not 

aim to the optimize classification model or the SVM method, the parameters of this 

classification model come from the default setting of SVM in Python Scikit-learn 

(http://scikit-learn.org/stable/index.html). Other classification methods such as 

random forest classifiers and decision tree classifiers are also used in the experiments 

with the default setting in Python Scikit-learn. The classification accuracies of 

standard random forest classifiers and standard decision tree classifiers are similar to 

the results of SVM [22,37-40]. Thus, the SVM results are used here. All the 

experiments are repeated five times and the averaged results are reported. 

2.3.3 Reference approaches 

Semi-Supervised Learning (SSL) for sound event classification is used as the first 

reference approach, which selects samples for semi-supervised learning by using 
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random sampling [25]. The number of selected samples is the annotation cost. The 

random sampling is used for simulating the performance of passive learning [11]. 

The second reference approach is certainty-based active learning (CRTAL) [20], 

which has been used for speech recognition [3]. In the processing of active learning, 

half of the annotation cost is used for sample selection, which selects samples 

randomly. The other half of the annotation cost is used for uncertainty selection. The 

batch size is five. In each iteration, the least confident five samples to the current 

system are assigned with labels. Then the system is updated by adding new labels to 

the training sets. 

MAL [25] is used as the last reference approach. Similar to the proposed approach, 

it uses active learning for labeling input samples and trains a sound event classifier 

according to these input samples with their obtained labels. The features used in the 

active learning are summary statistics of MFCCs, which include minimum, 

maximum, median, mean, variance, skewness, kurtosis, and the median and variance 

of the first and second derivatives. 

2.3.4 Experimental results 

Figure 2.2 shows the performance of DBAL compared with other reference 

approaches. With the annotation cost increase, the classification accuracy of the 

sound event classifier raises nonlinearly. All sound segments in the training dataset 

will get their true labels or predicted labels. The accuracy of the obtained sound event 

classifier can achieve 67% when we assume that all predicted labels assigned to the 

sound segments are consistent with their true labels. 

According to Figure 2.2, when the annotation cost is the same, the obtained classifier 

in the DBAL approach achieves higher classification accuracy than any other 

reference approaches. Compared with DBAL, other reference approaches need 1.5–

4 times of annotation cost to achieve the same accuracy. In other words, the proposed 

approach outperformed other reference approaches to achieve the same accuracy by 

using the least annotation cost. 

When DBAL assigns 1700 true labels for labeling, every sound segment in the 

training dataset can get either a true label or predicted labels. However, other 

reference approaches need more than 2000 true labels for labeling to achieve 

approximate classification accuracy. 
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Figure 2.2. The classification accuracy of DBAL and other reference approaches. 

2.4 Summary 

This chapter develops a new Gabor dictionary based active learning (DBAL) 

approach for sound event classification. Initially, the proposed approach selects 5 

atoms from a pre-constructed Gabor dictionary to approximate input sound segments 

(i.e., training samples) using the MP algorithm. Then these training samples will be 

clustered using the k-medoids clustering approach repeatedly. During the clustering, 

the medoids of clusters will be labeled with their true labels while other sound 

segments in the clusters will be labeled with their predicted labels. Finally, these 

input sound segments with their true labels or predicted labels are used to train a 

multi-class sound event classifier. 

The proposed DBAL approach is tested on the UrbanSound8k dataset, which 

includes 10 categories of real-life urban sound segments. The accuracy of the sound 

event classifier is used to evaluate the performance of the DBAL approach. 

According to the experimental results, DBAL achieved a classification rate of 67% 

in the unknown environments, without any preprocessing or prior knowledge of the 

noise, while the annotation cost is 1700. The extensive experimental comparisons 

show that the DBAL approach outperformed other reference approaches in terms of 

classification accuracy but uses less annotation cost in the task of sound event 

classification. In the future, we will attempt to use other classifiers like [33] or deep 

learning in the processing of classification to improve the accuracy of the classifier. 
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Chapter 3 A learnt dictionary-based active 

learning approach 

Sound event tagging is a process that adds texts or labels to sound segments based 

on their salient features and/or annotations. In the real world, since the annotation 

cost is much expensive, tagged sound segments are limited, while untagged sound 

segments can be obtained easily and inexpensively. Thus, semi-automatic tagging 

becomes very important, which can assign labels to massive untagged sound 

segments according to a small number of manually annotated sound segments. 

Active learning is an effective technique to solve this problem, in which selected 

sound segments are manually tagged while other sound segments are automatically 

tagged. In this chapter, a learnt dictionary based active learning (LDAL) approach is 

proposed for environmental sound event tagging, which can significantly reduce the 

annotation cost in the process of semi-automatic tagging. The proposed approach is 

based on a learnt dictionary, as dictionary learning is more adaptable to sound feature 

extraction. Moreover, tagging accuracy and annotation cost are used to measure the 

performance of the proposed approach. Experimental results demonstrate that the 

proposed approach has higher tagging accuracy but requires much fewer annotation 

costs than other existing approaches. 

This chapter is organized as follows. Section 3.1 introduces the background of sound 

event tagging and the motivation of this research. Section 3.2 reviews the most 

relevant works of this research. Section 3.3 presents the proposed sound event 

tagging approach in detail. Section 3.4 presents the experiments and discusses the 

experimental results. At the end of this chapter, the conclusion of the proposed 

approach is presented in Section 3.5. 

3.1 Introduction 

Tagging is a process that adds texts or labels to samples based on their salient features 

and/or annotations. Over the past few years, tagging is a fundamental challenge in 

the field of audio processing [18,19,20, 25, 35, 40] and image processing [30, 36, 39, 

42]. Tagging approaches have been widely applied to the Internet of Things (IoT) 

[2], especially for object classification [28, 41], object detection [13, 29], monitoring 

[8, 16] and other real-world applications. 
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Environmental sounds refer to all non-verbal and non-communicatory sounds, 

including sounds produced by nature (such as weather and animals) and sounds 

created by human activities (such as traffic and indoor activities) [6, 9]. These sounds 

carry useful information and have their unique characteristics. In order to distinguish 

different environmental sound events and study them separately, sound event tagging 

is introduced. Recently, there are three types of tagging approaches: manual tagging 

approaches, automatic tagging approaches, and semi-automatic tagging approaches. 

Manual tagging (i.e., manually assign a predefined label to an untagged sound 

segment according to the result of annotation) provides an accurate and 

comprehensive audit of acoustic data. However, the annotation cost is much 

expensive, and the process of annotation is time-consuming, especially when the 

number of samples in a dataset is large. Different from manual tagging, automatic 

tagging can assign predefined labels to untagged sound segments automatically. 

However, the accuracy of automatic tagging is unsatisfactory in some cases, 

especially in acoustically complex environments. 

Additionally, there are a limited number of tagged sound segments, whereas 

untagged sound segments are abundant in the real world. For example, the largest 

environmental sound dataset ESC-US [24] only contains a limited number of tagged 

sound segments (2000 recordings) and a large number of untagged sound segments 

(250,000 recordings). Facing the shortage of tagged sound segments, semi-automatic 

tagging approaches rise, which combines the advantages of both manual tagging and 

automatic tagging. 

Semi-automatic tagging is a type of hybrid approach, which combines the advantages 

of both manual tagging and automatic tagging. Specifically, semi-supervised 

learning [24] is an effective technique for semi-automatic tagging. By using semi-

supervised learning, untagged sound segments can be assigned labels according to 

the characteristics or distribution of tagged sound segments in the same dataset. 

However, these tagged sound segments which are used for semi-supervised learning 

based tagging approaches are preselected. Thus, in some cases, these preselected 

sound segments may not fully reflect the real distribution or characteristics of the 

whole dataset. 

In order to address the above issue, active learning [3], as a special case of semi-

supervised learning, is introduced to semi-automatic tagging approaches. Active 

learning can select untagged sound segments to be tagged from which it learns. The 
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sound segments, which are selected through active learning, will be more 

informative or more characteristic than the other sound segments in the same dataset. 

Thus, the selected untagged sound segments will be manually tagged. Then other 

untagged sound segments will be automatically tagged based on the similarities 

between the selected sound segments and themselves. In other words, if an 

informative sound segment is manually tagged first, other untagged sound segments 

that are much similar to this sound segment can be automatically tagged with the 

same label. Therefore, the annotation cost of sound event tagging approaches can be 

significantly reduced. This means active learning can achieve the maximum gain in 

the learning process with a small number of annotating requests [10, 31]. 

In recent years, dictionary learning has been widely used for environmental sound 

feature representation since sound features extracted based on dictionary learning 

have been proven to be able to perform the characteristics of environment sounds [5]. 

Multiple dictionary learning-based feature representation methods have been 

proposed, and the dictionaries in these methods can be divided into two categories: 

(i) predefined dictionary, in which the atoms (i.e., feature vectors used to represent a 

signal) are preselected based on prior knowledge, such as Wavelets dictionary [21] 

and Gabor dictionary [17, 33], and (ii) learnt dictionary, which learns basis atoms 

from the signal itself. For environmental sound event tagging approaches, however, 

predefined dictionaries may not match the real structures of some environmental 

sounds, such as machinery sounds [10]. Thus, learnt dictionaries are introduced to 

learn better feature representations from environmental sounds. Efficient methods 

are designed to train learnt dictionaries, such as Maximum Likelihood (ML) [27], 

Method of Optimal Directions (MOD) [15], and K-SVD [7]. 

In this chapter, a learnt dictionary based active learning (LDAL) approach is 

proposed for environmental sound event tagging, which can significantly reduce the 

annotation cost in the process of semi-automatic tagging. The proposed approach 

combines dictionary learning for feature representation and active learning for semi-

automatic tagging. Specifically, since learnt dictionary representations are suitable 

for describing the characteristics of environmental sounds, a single learnt dictionary 

is trained to extract features from untagged sound segments. Meanwhile, by using a 

k-medoids clustering method [1], the proposed approach will actively select the most 

informative sound segments to be annotated first (i.e., assigned with their true labels). 

Then other untagged sound segments can be automatically tagged (i.e., assigned with 

their predicted labels) according to the similarities between these selected sound 

segments and themselves. After that, a classifier, which is used to test the 
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performance of the proposed approach, will be trained using these tagged sound 

segments with their either true or predicted labels. In addition, sound event tagging 

accuracy and annotation cost are used to measure the experimental results of the 

proposed approaches. 

The proposed approach is compared with several reference approaches on two public 

environmental sound datasets, named Environmental Sound Classification (ESC) 

dataset [24] and Urbansound8K dataset [14], respectively. Experimental results 

demonstrate that the proposed approach has the same or a higher tagging accuracy 

than other reference approaches but requires a much less annotation cost. 

3.2 Related work 

In recent years, many different approaches have been developed for sound event 

tagging. This section reviews the existing approaches for feature extraction and 

sound event classification, which are the two most relevant topics to our research. 

Feature extraction is a dimensionality reduction process, through which the original 

features of data can be represented with more manageable representations. Sound 

event classification is a process of recognizing the set of active sound events in an 

audio segment based on the extracted acoustic features [43]. In this chapter, we focus 

on developing semi-supervised approaches to achieve sound event classification. 

Previously, Huynh et al. [44] developed a Semi-Supervised Tree Support Vector 

Machine (SST-SVM) for cough recognition/classification, which required limited 

data for training. The developed SST-SVM was built based on Fisher Linear 

Discriminant (FLD) and could be retrained by using unlabeled test data with a 

confidence metric. However, this approach cannot perform well under noisy 

conditions. 

To solve this problem, Terence et al. [34] proposed a robust adaptive semi-supervised 

Tree-SVM classifier for sound event classification. They extracted Mel-frequency 

Cepstral Coefficients (MFCCs) features from sound segments and adapted the 

extracted features using the proposed custom filter (i.e., a discriminative filter) 

constructed at each classification node of a tree. Compared with SST-SVM, this 

approach trained with limited data could achieve a higher discriminative capability 

(i.e., a higher classification accuracy), even under noisy conditions. 
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Further, Han et al. [11] developed an effective semi-supervised active learning 

approach for sound classification, which combined active learning and self-training 

to minimize the required annotation cost for sound classifier training. In their 

approach, a classifier confidence score was proposed to determine the 

informativeness of sound segments. If the confidence score of a sound segment was 

equal to or lower than the pre-defined threshold, the sound segment would be 

selected for human annotation; otherwise, it would be automatically labeled. 

However, the accuracy of this approach would be reduced under real-life noise 

conditions. 

To solve this problem, Ye et al. [37] developed an aggregation approach, which 

combined both local and global acoustic features, for sound classification. A Mixture 

of Experts model (MoE) was utilized to formulate the relationships between local 

and global features and aggregated the heterogeneous acoustic information of sound 

segments for classification. However, their approach cannot extract features from 

variable-length sound segments. 

Later, Jayalakshmi et al. [12] developed a feature extraction approach that could 

extract global statistical features from multi-variate varying length acoustic data. 

Then a discriminative model-based classifier was developed to detect acoustic events 

from audio segments. Their approach highly reduced the dimensionality of original 

acoustic features. 

Recently, Zhao et al. [40] proposed an active learning-based approach for urban 

sound event classification. They extracted MFCC features from untagged sound 

segments and then developed an active learning approach using k-medoid clustering 

techniques. Thus, all sound segments could be manually and/or automatically labeled 

with the developed approach. However, since MFCCs perform better on structured 

sounds (such as speech and music) rather than on noise-like sounds (environmental 

sounds) [5], better feature extraction methods should be utilized or developed for 

environmental sound event classification. 

In this chapter, a learnt dictionary-based active learning approach is developed for 

environmental sound event tagging, which combines dictionary learning for feature 

extraction and active learning for semi-automatic tagging. Figure 3.1 illustrates the 

procedure of the proposed approach. The performance of the proposed approach will 

be evaluated by the annotation cost and classification accuracy. 
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Figure 3.1. Flowchart of the proposed LDAL semi-automatic sound event tagging 

approach. 

3.3 The proposed approach 

As shown in Figure 3.1, the proposed learnt dictionary-based active learning 

approach consists of three phases: feature extraction, actively labeling, and sound 

event classification.  

 In the feature extraction phase, a K-SVD based dictionary is utilized to extract 

features from unlabeled sound segments.  

 In the actively labeling phase, a k-medoid clustering is used for sound segment 

selection based on the extracted features. According to the clustering results, the 

medoid of each cluster (i.e., a sound segment) is considered as the most 

informative data point in its cluster. Thus, the medoid of each cluster will be 

annotated and be assigned with its true label, while other members in its cluster 

will be assigned the same label as their predicted labels. If more sound segments 

are required to be annotated, the k-medoid clustering process will be repeated. 

Thus, each sound segment can receive its true label and/or predicted labels 

according to the results of actively labeling.  

 In the sound event classification phase, all sound segments with their true labels 

or predicted labels will be used to train a sound event classifier. The performance 

of the proposed approach is evaluated by classification accuracy. In addition, 
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sound event tagging accuracy and annotation cost are used to measure the 

performance of the proposed approach.  

In the following sections, the details of each phase will be described respectively. 

3.3.1 Feature extraction 

In recent years, many different feature extraction approaches (e.g., MFCCs, band 

energy ratio, zero crossing rates, and dictionary representation) were developed to 

extract features from environmental sounds. Compared to other feature extraction 

approaches, dictionary learning-based feature extraction approaches have the 

following advantages [5]:  

• Dictionary learning-based approaches can extract time-frequency features 

rather than frequency features from sound segments. 

• Dictionary learning-based approaches can perform better on noise-like sounds 

(e.g., environmental sounds) while other feature extraction approaches such as 

MFCCs perform better on structured sounds (e.g., speech and music).  

Since the proposed approach utilizes a K-SVD learnt dictionary for feature extraction, 

the process of feature extraction can be divided into two sub-steps: (i) train a K-SVD 

learnt dictionary using untagged sound segments, (ii) represent untagged sound 

segments using the learnt dictionary. 

3.3.1.1 Dictionary learning and sparse approximation 

Let 𝑋 = {𝑥𝑖}𝑖=1,...,𝑚 is a training set, where xi is an input sound segment; 𝐷 ∈ ℝ𝛾×𝑡 

represents a dictionary; 𝛼 ∈ ℝ𝑡 represents the sparse coefficient matrix of the input. 

The approximation of the input sound segments with N atoms can be formulated as: 

𝑚𝑖𝑛
𝐷,𝛼

{‖𝑋 − 𝐷𝛼‖𝐹
2} , 𝑠. 𝑡. ‖𝑥𝑖‖0 ≤ 𝑁,     (3.1) 

The dictionary matrix D, which is selected from a set of known transforms in a 

manual dictionary, will be trained by training samples in a learnt dictionary. 

Mathematically, a learnt dictionary can be generated by optimizing the following 

minimization problems [43]: 
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𝑚𝑖𝑛
𝐷,{𝛼𝑖}𝑖=1,...,𝑚

∑ ‖𝑥𝑖 − 𝐷𝛼𝑖‖𝐹
2 + 𝜇‖𝛼𝑖‖

𝑚
𝑖=1 ,     (3.2) 

where each {xi}i = 1,…, m represents an input sound segment (i.e., training samples), 

and μ is a penalty parameter that can balance the sparsity of the decomposition and 

the reconstruction error. The optimization problem in Equation (3.2) is usually not 

about the joint convexity of variables D and α. 

To find a solution to the optimization problem in Equation (3.2), both sparse code α 

and dictionary D variable should be optimized. Either D or α needs to be fixed so 

that the objective function relative to the other variable can be changed to a convex 

function [23]. Therefore, the optimization problem will be solved in two steps: 

• Sparse coding: Fixing the dictionary D, then the coefficients α of X will be 

calculated by minimizing Equation (3.2) solved through a pursuit algorithm. 

• Dictionary update: To reduce the approximation error caused by applying K-

SVD computation on the relevant samples, new dictionary 𝐷′  will be 

calculated by using the obtained sparse coding matrix α. 

These two steps work alternately and iteratively. The purpose of dictionary learning 

is to utilize as few atoms as possible to represent the input data in a given dictionary 

so that the information contained in the data can be obtained easily. The sparse 

coding step aims to find the sparsest representation with the least reconstruction error 

to represent the input sound segments. The dictionary update step is used to find 

basis vectors that can represent the input sound segments [23]. 

In the proposed approach, a standard K-SVD based dictionary is used rather than a 

variant of the standard K-SVD based dictionary for environmental sound feature 

extraction. 

3.3.1.2 Matching pursuit algorithm 

In the sparse coding step, the “best matching” projections of the training samples 

will be found by a pursuit algorithm. Efficient adaptive approximation techniques 

are developed such as Basis Pursuit (BP) [32], Matching Pursuit (MP) [4,17] and 

Orthogonal Matching Pursuits (OMP) [26], which represent data in the form of the 

linear combination of basis vectors (i.e., atoms) from a dictionary. The OMP 

algorithm is introduced into the proposed approach, which decomposes the input 
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sound segments by using the atoms in an overcomplete dictionary and provided a 

sparse linear expansion of the input.  

An OMP algorithm consists of two phases: selection and decomposition phases. In 

the selection phase, the OMP algorithm selects every atom from the current 

dictionary to check the close similarity between this atom and the input sound 

segments by computing the inner products between them. 

Assume that dictionary D is a collection of atoms given by: 

𝐷 = {𝜙𝛾 ∶ 𝛾 ∈ 𝛤},       (3.3) 

where Γ denotes the parameter set and ϕγ denotes an atom. Then the approximate 

decomposition of the input signal s can be represented as: 

𝑠 = ∑ 𝛼𝑖𝜙𝛾𝑖
+ 𝑅(𝑛)𝑛

𝑖=1 ,      (3.4) 

where R(n) denotes the residual signal; αi denotes the coefficient of ϕγi; n denotes the 

number of atoms used to represent s. Initially, the OMP algorithm calculates all inner 

products of s with the atoms in D. Comparing the similarity between an input sound 

segment and each atom by using their inner product, the atom with the largest 

absolute inner product ϕγ0 is selected as the first element. Mathematically, this can be 

represented as:  

|〈𝑠, 𝜙𝛾0
〉| ≥ |〈𝑠, 𝜙𝛾〉|, ∀𝛾 ∈ 𝛤, 

where <·> denotes the inner product operation and |·| denotes the absolute operation. 

Then the atom ϕγ0 is subtracted from s to get residual R(0). In this way, the 

approximation of s at the ith step can be calculated by:  

𝑠(𝑖) = 𝑠(𝑖−1) + 𝛼𝑖𝜙𝛾𝑖
,      (3.5) 

where 𝛼𝑖 = 〈𝑅(𝑖−1), 𝜙𝛾𝑖
〉 and 𝑅(𝑖) = 𝑠 − 𝑠(𝑖). After n steps, the stop criterion of the 

OMP algorithm is reached. 

Different from the MP algorithm, the residual R(i) in the OMP algorithm is always 
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orthogonal to the span of the atoms already selected. This leads to better results of 

representation than the MP algorithm. Since the best atom is selected each time 

during the selection phase, the reconstruction error of the input signal will be 

minimal. 

3.3.2 Actively labeling 

In semi-automatic tagging approaches, untagged sound segments are assigned labels 

according to the characteristics or distribution of the tagged sound segments in the 

same dataset. However, these tagged sound segments are preselected and manually 

tagged. In some cases, these preselected sound segments may not fully reflect the 

real distribution or characteristics of the whole dataset. 

Active learning can select untagged sound segments from which it learns. The sound 

segments, which are selected to be manually tagged through active learning, will be 

more informative or more characteristic than the other untagged sound segments in 

the dataset. Thus, the selected untagged sound segments will be manually tagged so 

that other untagged sound segments will be automatically tagged based on the 

similarities between untagged sound segments and tagged sound segments. In other 

words, if an informative sound segment is manually tagged, other untagged sound 

segments that are similar to this tagged sound segment can be automatically tagged 

with the same label. It means active learning can achieve the maximum gain in the 

learning process with a small number of annotation requests [10,31]. 

Our proposed approach utilizes active learning for actively labeling, the process of 

actively labeling consists of two phases: selection phase and labeling phase. 

Specifically, a k-medoids clustering algorithm is used for sample selection, then true 

labels or predicted labels will be actively assigned to these untagged sound segments 

according to the results of k-medoids clustering. 

3.3.2.1 K-medoids clustering algorithm 

Clustering is a processing that grouping a set of data objects into several subsets (i.e., 

clusters). Data objects in the same cluster will be more similar to each other, but 

much different from the data objects in other clusters [22]. The k-medoids clustering 

algorithm is a centroid-based clustering process that iteratively finds k data objects 

as medoids and assigns other data objects to the nearest medoid of them. Since the 

clustering centroids of the k-medoids clustering algorithm are on k data objects, the 
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algorithm is less sensitive to outliers than k-means clustering algorithms [22]. The 

process of the k-medoids clustering algorithm is described in Algorithm 3.1. 

The proposed approach utilizes the farthest-first traversal algorithm for initial 

medoid selection. This can effectively avoid local redundancy problems. A traversed 

set begins with a randomly selected sound segment. Euclidian distance is used as a 

dissimilarity measurement to calculate the distances between every pair of sound 

segment. Medoid update steps, i.e., steps (3) and (4), calculate alternately and 

iteratively to minimize the accumulated distance between each medoid and the other 

member in its cluster until no medoid will be swapped to reduce the accumulated 

distance. The sound segment located at the centroid of a cluster is the medoid of the 

cluster. 

Algorithm 3.1 k-medoids clustering algorithm 

Input: number of clusters k, training object set 𝛼 = {𝛼𝑖}𝑖=1,...,𝑚 ∈ ℝ𝑡 

Output: k cluster set 𝐶 = {𝐶1, . . . , 𝐶𝑘} 

(1) randomly select k objects as initial medoids 𝑂 = {𝑜1, . . . , 𝑜𝑘}; 

(2) calculate the Euclidian distance between every pair of objects; 

(3) assign other objects to the nearest medoid in O; 

(4) for each medoid 𝑜∗ and the objects associated with 𝑜∗: 

accumulate the dissimilarity distances between 𝑜∗  and the objects 

associated with 𝑜∗; 

find a new medoid 𝑜∗̃ , the accumulated distance between the new 

medoid 𝑜∗̃ and other objects in the cluster are minimal; 

update the current medoid 𝑜∗ by replacing with the new medoid 𝑜∗̃; 

(5) repeat step (3) and (4) alternately until there is no change in O; 

(6) return k cluster set 𝐶 = {𝐶1, . . . , 𝐶𝑘}; 

(7) end 

3.3.2.2 Actively labeling 

The process of actively labeling is described as follows. Initially, all sound segments 

are untagged. After the process of k-medoids clustering, the medoid of each cluster 

can be considered as the most informative sample in its cluster. Due to the fact that 

the annotation cost is expensive, the number of k and annotation cost have the 

following relationships:  
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• If the annotation cost is less than k (i.e., there are less than k samples can be 

annotated), all clusters will be sorted in descending order of size so that the 

medoid of a larger cluster will be annotated first.  

• If the annotation cost is the same as k (i.e., there are k samples can be annotated), 

all medoids will be annotated in order.  

• If the annotation cost is larger than k (i.e., there are more than k samples can be 

annotated), all medoids can be annotated, and then the k-medoids clustering will 

be processed repeatedly until the annotation cost is exhausted.  

Meanwhile, while a medoid is tagged with its true label, other members in the same 

cluster will be assigned with labels, which are the same as the medoid’s, as their 

predicted labels. The process of actively labeling is shown in Algorithm 3.2. 

Algorithm 3.2 actively labeling algorithm 

Input: 

annotation cost sum, number of cluster k, the represented training set 

𝛼 = {𝛼𝑖}𝑖=1,...,𝑚 ∈ ℝ𝑡 

Output: label set 𝐿 = {𝑙1, . . . , 𝑙𝑚} 

(1) do k-medoids clustering on the represented samples: 

if sum <= k: 

sort clusters in descending order; 

annotate the medoids of the largest k clusters; 

assign predicted labels to other samples; 

else 

annotate all medoids of k clusters; 

assign predicted labels to other samples; 

sum = sum – k; 

repeat step (1); 

end 

(2) return L 

(3) end 

The purpose of the proposed approach is to tag environmental sound segments with 

the least annotation cost rather than to achieve a higher tagging accuracy by 

annotating more sound segments (i.e., assigning more true labels). Thus, larger 

clusters in k clusters will be tagged first. When the medoid of the largest cluster is 

tagged, the largest number of predicted labels can be assigned to the other untagged 
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sound segments. In other words, this true label can be spread farthest. According to 

the relationships between the number of k and the annotation cost, a sound segment 

can have a true label, at least one predicted label, or do not have any predicted labels. 

3.3.3 Sound event classification 

With the proposed approach, a classifier, which is used to distinguish different 

environmental sound events, is trained using all training sound segments with their 

either true or predicted labels. The accuracy of the trained classifier is used to 

evaluate the performance of our proposed approach. 

The main idea of the proposed approach is to assign labels to untagged sound 

segments according to a small number of manually annotated sound segments. 

Through active learning, the proposed approach significantly reduces the annotation 

cost in the process of tagging. In other words, the proposed approach aims to reduce 

the annotation cost rather than to improve the classification accuracy. Thus, a 

standard classifier is trained to evaluate the tagging results. 

Algorithm 3.3 LDAL for sound event tagging 

Input: 

annotation cost sum, number of cluster k,  

training set 𝑥 = {𝑥𝑖}𝑖=1,...,𝑚, text set 𝑥′ = {𝑥𝑗
′}

𝑗=1,...,𝑚
 

Output: predicted labels for the test set 𝐿′ 

(1) 
set the dictionary matrix 𝐷(0) ∈ ℝ𝛾×𝑡 with l2 normalized columns; 

(2) repeat until convergence (stop rule): 

sparse coding; 

update dictionary; 

(3) use dictionary D to calculate the sparse coefficient matrix α to represent 

training set x; 

(4) do k-medoids clustering on the represented samples α; 

(5) assign labels based on the relationships between k and sum; 

(6) repeat step (4) and (5) until the annotation cost is exhausted; 

(7) get label set L of the training samples; 

(8) train a classifier using the training samples x with their labels in L; 

(9) end 

Algorithm 3.3 shows the whole process of the proposed approach. Specifically, steps 

(1)-(3) are used to learn a dictionary and represent sound segments using the learnt 
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dictionary, steps (4)-(6) are used to tag sound segments based on active learning, 

steps (7) and (8) are used to train a classifier for sound event tagging using the input 

sound segments and their either true or predicted labels. 

3.4 Experiments 

To measure the performance of the proposed approach, two environmental sound 

datasets are used, named Urbansound8K [26] and ESC [24], respectively. 

3.4.1 Datasets and experiment setup 

The UrbanSound8K dataset [26] is a public urban sound dataset that includes 8732 

tagged sound segments (<=4s) of urban sounds from 10 classes (i.e., air_conditioner, 

car_horn, children_playing, dog_bark, drilling, enginge_idling, gun_shot, 

jackhammer, siren, and street_music). All sound segments are pre-sorted into ten 

folds for cross-validates the automatic classification results. 

The ESC dataset [24] is a collection of short environmental sound segments that 

includes 50 classes. In this chapter, a subset ESC-10 with 10 classes (i.e., dog bark, 

rooster, rain, sea waves, crackling fire, crying baby, sneezing, clock tick, helicopter, 

and chainsaw) is used for all experiments. All sound segments are presorted into ten 

folds for cross-validates the automatic classification results. 

In our experiments, each environmental sound segment in the dataset makes up an 

instance for training or testing. Each sound segment is divided by a frame window 

of 512 points with a 50% overlap. Using the K-SVD algorithm, a learnt dictionary is 

trained using the training set. The number of atoms selected from each learnt 

dictionary is tested repeatedly, 40 atoms are selected for feature representation in the 

UrbanSound8K dataset, and 10 atoms are selected for feature representation in the 

ESC-10 dataset. The following summary statistics of the represented samples are 

used as segment-wise features: maximum, minimum, medium, mean, and standard 

deviation. 

In each round of evaluation, 90% of sound segments in the given dataset are used for 

training, while 10% of sound segments are used for testing. The final results are 

reported as the average of these ten results. All the experiments are written in Python 

2.7 and processed on an HP Elite Desk 800 workstation with Intel i7–4790 CPU and 

16GB RAM. The labels provided by the given dataset are used as ground truth. In a 



39 

training set, all true labels are hidden initially. In addition, the annotation cost sum is 

the number of true labels assigned to the dataset. 

A supervised multi-class Support Vector Machine (SVM) classifier is used as the 

sound event classifier. The classifier is trained by the environmental sound segments 

in the training set with their either true or predicted labels. Since the proposed 

approach does not aim to optimize the classification model or SVM, the parameters 

of this classifier come from the default setting of the SVM classifier in Python Scikit-

learn (http://scikit-learn.org/stable/index.html). We also test other classification 

models such as random forest classifiers and decision tree classifiers in our 

experiments with their default setting in Python Scikit-learn. Since the classifiers 

utilize in reference approaches are SVM, the classification results of SVM classifier 

are presented as the experimental results. All experiments are repeated ten times and 

the averaged results are reported. 

3.4.2 Reference approaches 

To evaluate the performance of the proposed approach, four semi-supervised 

learning or active learning-based approaches and our proposed approach are tested 

on the given two datasets respectively. 

Semi-supervised learning (SSL) for sound event tagging is used as the first reference 

approach. Random sampling, which can be used to simulate the performance of 

semi-supervised learning, is used to select samples to be manually tagged. The 

annotation cost is the number of preselected samples [40]. 

Certainty based active learning (CRTAL) [38], as the second reference approach, is 

an active learning approach for speech recognition. In CRTAL, the annotation cost 

will be divided into two parts, one is for sample selection (i.e., randomly choosing 

samples to be manually tagged), and the other is for uncertainty selection (i.e., 

checking the samples with high uncertainty). The batch size is set as five. In each 

iteration, five samples, which have the least confidence in the current framework, 

will be tagged. Then the framework will be updated by adding new labels to the 

training sets. 

The third reference approach is a medoid based active learning approach (MAL) [40]. 

All samples are represented with summary statistics of MFCCs, including minimum, 

maximum, median, mean, variance, skewness, kurtosis, median, and the variance of 
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the first and second derivatives. In MAL, active learning is utilized for sample 

selection. 

The last reference approach is the DBAL approach proposed in Chapter 2. 

3.4.3 Experimental results 

Figure 3.2 shows the performance of the proposed sound event tagging approach (i.e., 

learnt dictionary-based active learning approach (LDAL)) compared with the 

reference approaches on the UrbanSound8K dataset. With the increasing annotation 

cost, the lines which are used to present classification accuracy raise nonlinearly. 

Assuming that the predicted labels assigned to the samples are consistent with the 

true labels of these samples, the accuracy of the proposed classifier, which is trained 

using training samples with their either true or predicted labels, can achieve 67.5%. 

Figure 3.2 also demonstrates that dictionary learning-based feature representation 

can improve the performance of the final results. Since SSL is a semi-supervised 

approach, which randomly selects recordings to be manually labeled, it achieves the 

lowest classification accuracy. CRTAL and MAL are two active learning-based 

approaches, the classification accuracies of these two approaches show a similar 

increasing trend as the annotation cost increases. Compared with MAL, DBAL 

achieves higher classification accuracy since it utilizes a Gabor dictionary for feature 

extraction. Our LDAL approach achieves the highest classification accuracy since 

the leant dictionary extracts more effective features from sound recordings than the 

Gabor dictionary. As shown in the experimental results, when the annotation cost is 

3000, other reference approaches (i.e., SSL, CRTAL, and MAL) can achieve an 

acceptable classification accuracy, while our approach achieves similar accuracy 

using only half of the annotation cost. When the annotation cost is 8000 (i.e., every 

sound segment in the training set is assigned with its true label), the accuracy of the 

proposed approach is higher than that of the reference approaches (i.e., SSL, CRTAL, 

and MAL), in which the features of the training set are not extracted by using 

dictionary learning. 

Figure 3.3 shows the classification accuracy in the ESC dataset by using the proposed 

approach and reference approaches when annotation cost is set to 100 (about one-

third of the total training samples). As the number of annotation cost increases, 

classification accuracy will increase gradually. Thus, we set annotation cost is 100, 

an appropriate annotation cost, to verify the accuracy of each category when the 
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annotation cost is fixed. Compared with other reference approaches, our proposed 

approach achieved the highest classification accuracy in classifying sounds ‘dog 

bark’, ‘crying baby’, and ‘clock tick’. In addition to the several reference approaches 

mentioned above, two supervised learning-based classification approaches, in which 

the classifiers are trained by using all training samples with their true labels, are 

proposed for comparison (the classification results are provided by the ESC dataset 

in [24]). The last column ‘average’ is the average classification accuracy of all 

categories. 

 

Figure 3.2. Classification accuracy on the UrbanSound8K dataset. 

 

 

Figure 3.3. Classification accuracy on the ESC-10 dataset. 

3.5 Summary 

In this chapter, a learnt dictionary-based active learning approach is proposed for 

environmental sound event tagging, which can significantly reduce the annotation 

cost in the process of semi-automatic tagging. Specifically, a learnt dictionary is 
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utilized to extract features from environmental sound segments. To save annotation 

cost, active learning is employed for sample selection, in which environmental sound 

segments will be manually tagged to get true labels or automatically tagged to get 

predicted labels selectively. Moreover, a multi-class classifier, which is trained using 

sound segments with their either true or predicted labels, is trained to measure the 

proposed approach. The sound event tagging accuracy and annotation cost are used 

to measure the performance of the proposed approach. Experimental results 

demonstrate that the proposed approach has higher tagging accuracy but requires 

much less annotation cost than other existing approaches. 

The proposed approach and reference approaches are tested on the UrbanSound8K 

dataset and the ESC dataset. Both annotation cost and classification accuracy are 

used for evaluation. Experimental results demonstrate that the proposed approach 

received a classification rate of 67.5% in unknown environments, without any 

preprocessing or prior knowledge. According to the experimental comparisons, the 

proposed approach can achieve a higher tagging accuracy but requires less 

annotation cost than reference approaches. 
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Chapter 4 An attention-based dual learning 

approach 

Video captioning aims to generate sentences/captions to describe video content. It is 

a key task in the field of digital video processing. However, most existing video 

captioning approaches only utilized the visual information of the video to generate 

captions. Recently, a new encoder-decoder-reconstructor architecture was developed 

for video captioning, which used the information in both raw videos and generated 

captions to generate video captions through dual learning. Based on this architecture, 

this chapter proposes a novel attention based dual learning approach (ADL) for video 

captioning. Specifically, ADL consists of two modules, a caption generation module 

and a video reconstruction module. The caption generation module builds a 

translatable mapping between raw video frames and generated video captions, i.e., 

using the visual features extracted from videos by an Inception-V4 network to 

produce video captions. The video reconstruction module reproduces the raw video 

frames using the generated video captions, i.e., using the hidden states of the decoder 

in the caption generation module to reproduce/synthesize the raw visual features. A 

multi-head attention mechanism is used to help the two modules attend to the most 

effective information in videos and captions, and a dual learning mechanism is used 

to fine-tune the two modules. Therefore, the proposed approach can minimize the 

semantic gap between videos and generated captions by minimizing the differences 

between the reproduced videos and the raw videos, thereby improving the quality of 

the generated video captions. Experimental results demonstrated that the proposed 

video captioning approach is superior to the state-of-the-art approaches on 

benchmark datasets. 

This chapter is organized as follows. Section 4.1 introduces the background of video 

captioning and the motivation of this research. Section 4.2 reviews the most relevant 

works of this research. Section 4.3 presents the proposed approach in detail. Section 

4.4 presents the experiments and discusses the experimental results. At the end of 

this chapter, the conclusion of the proposed approach is presented in Section 4.5. 

4.1 Introduction 

Video captioning aims to generate sentences/captions that can describe video content 

[1-3]. It has received increasing attention in the fields of video understanding [4], 
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natural language processing [5,6], and computer vision [6-8]. In the real world, video 

captioning based applications, such as video captioning based transcriptions and 

blind navigation, are widely used in surveillance systems, healthcare, and smart cities, 

and demonstrate their enormous scientific and commercial potential in these 

applications [4].  

Compared to other captioning tasks (e.g., image captioning [9-11]), video captioning 

is more challenging. This is because a video contains more complicated information 

(e.g., actions, objects, and scenes) than a still image [19]. The existing video 

captioning approaches are mainly based on two types of models: (i) template-based 

language models and (ii) sequence learning-based models. 

Early efforts on video captioning mainly focused on template-based language models. 

The template-based language models [11-14] predefined a series of language 

templates and mapped video features to words using object detection methods. Then 

the detected words would be placed on a predefined template to form a video caption 

that followed specific grammatical rules to describe the video content. Thus, each 

part of the generated sentence could be aligned with the video content based on the 

predefined templates. However, since the captions were composed of the detected 

words, template-based language models only described the detected video contents, 

i.e., part of the video contents. Furthermore, since the syntactical structure of a 

caption was predefined by the templates, the generated caption was kind of ‘robotic’, 

i.e., not quite like a natural language sentence [19].  

Recently, various deep learning techniques have obtained significant success in the 

fields of image processing and speech processing [15-18]. These techniques have 

also been introduced to the video captioning task. The video captioning models based 

on these deep learning techniques are named sequence learning based models, also 

known as the encoder-decoder models [19]. 

A sequence learning-based model usually includes two stages: encoding stage and 

decoding stage. In the encoding stage, convolutional neural networks (CNNs) are 

often used as an encoder to convert a video into a compact vector to extract video 

features from videos. After that, the extracted video features are fed into a recurrent 

neural network (RNN) based decoder for generating video captions. Compared with 

the video captions generated by the template-based language models, the video 

captions generated by the sequence-based learning models have more flexible 

syntactical structures. 
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Furthermore, since the encoder-decoder models allow the training process to work 

in an end-to-end manner, they have become the mainstream of current video 

captioning models. However, the encoder-decoder models have a limitation in 

generating video captions. Specifically, in the training process of an encoder-decoder 

model, the previous ground-truth word is often used as the input of the decoder at 

each time step. But, in the test process, the input of the decoder is replaced by the 

previously generated word that is generated by the decoder [20]. This exposure bias 

may lead to error accumulation during the test process. In other words, during the 

test process, once a “bad” word is generated by the model, this error will be 

propagated and accumulated as the length of the sequence increases. 

To overcome the aforementioned problem, a reconstruction network (RecNet) was 

proposed in [1] with a new encoder-decoder-reconstructor architecture. The 

proposed network generated video captions through the dual learning on two flows 

(a video-to-sentence flow and a sentence-to-video flow). Specifically, the video-to-

sentence flow encoded video semantic features to produce video captions, and the 

sentence-to-video flow reconstructed the video features using the output of the 

video-to-sentence flow. A soft attention mechanism was used in both flows to capture 

key information from video features and generated captions. However, this simple 

temporal attention mechanism cannot capture the internal relationships between 

various key information [40]. 

To overcome the above problem, this chapter proposes a novel attention-based dual 

learning approach (ADL) for video captioning. Based on the similar architecture in 

[1], a multi-head attention mechanism replaces the soft attention mechanism to 

capture key information from raw videos and generated video captions. Specifically, 

two modules (i.e., a caption generation module and a video reconstruction module) 

are contained in the proposed approach. The caption generation module is developed 

to generate video captions using the visual features extracted from videos through an 

Inception-V4 network. The video reconstruction module reproduces/synthesizes the 

raw video feature sequences (i.e., the raw video frames) using the hidden states of 

the decoder in the caption generation module. The multi-head attention mechanism 

is used in the two modules to help them focus on the most effective information in 

raw videos and video captions, and a dual learning mechanism is used to fine-tune 

the two modules. Therefore, the proposed approach can minimize the semantic gap 

between raw videos and generated captions by minimizing the differences between 

the reproduced and the raw videos, thereby enhancing the quality of the generated 

video captions. Experimental results demonstrated that our approach is superior to 
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the state-of-the-art approaches for video captioning on benchmark datasets. 

4.2 Related work 

Video captioning has received extensive attention in the fields of video 

understanding, natural language processing, and computer vision in recent years. The 

existing video captioning approaches can be classified into two categories: template-

based language models and sequence learning-based models. In this section, Sections 

4.2.1 and 4.2.2 briefly introduce the two types of video captioning models, and then 

Section 4.2.3 reviews the applications of dual learning. 

4.2.1 Template-based language models 

Early work [11-14] for video captioning mainly relied on template-based language 

models, which predefined a set of language templates for caption generation. 

Specifically, a sentence was separated into several phases (e.g., subject, verb, and 

object) based on the predefined templates with specific grammar rules [19]. By using 

object detection methods, each word was aligned with a part of video information, 

and then all detected words were placed in different phases of a template to generate 

a video caption. To detect objects in a video, Kojima et al. [12] developed a human 

activity description method based on concept hierarchies of actions. However, the 

generation of their approach was limited to narrow domains and small vocabularies 

of actions. To describe arbitrary activities in videos, Guadarrama et al. [8] developed 

an approach named zero-shot recognition to recognize activities in a video and 

described the recognized activities using semantic hierarchies. 

Different from the above works, Rohrbach et al. [13] developed a video captioning 

approach that introduced a conditional random field (CRF) to simulate the 

connections/relationships between objects and activities in a video. Thus, in their 

approach, both visual features and semantic features were used for generating video 

captions. Further, Xu et al. [14] developed a video captioning framework that 

contained a joint embedding module, a deep video module, and a semantic language 

module, to generate video captions from videos.  

However, since the template-based language models were incapable of textualizing 

everything in videos, i.e., mapping all video information to words, the sentences 

generated by these models only described part of video contents. In addition, since 
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the templates predefined the syntactic structures of video captions, the generated 

sentences were based on simple and uniform syntactic structures, which were kind 

of robotic in some cases. Thus, the sequence learning-based model has been 

developed for video captioning. 

4.2.2 Sequence learning-based models 

Recent achievements in deep learning techniques have significantly enhanced the 

performance of video captioning approaches. Compared to template-based language 

models, sequence learning based models can generate video captions with more 

flexible syntactical structures. This is because the model can learn the probability 

distributions of video contents and natural language sentences in a common space. 

A typical architecture of the sequence learning-based video captioning model is to 

combine CNNs with RNNs, where CNNs are utilized to extract compact 

representational vectors from the input videos, and RNNs are utilized to construct a 

language model that operates on the extracted vectors for video caption generation. 

Venugopalan et al. [21] computed video representation vectors by averaging the 

features of each video frame extracted by CNNs, and then these vectors were fed 

into a Long Short Term Memory network (LSTM) for caption generation.  

To capture the temporal dynamics of video sequences, Venugopalan et al. [22] 

developed the well-known Sequence to Sequence Video to Text (S2VT) approach, 

which utilized the optical flow to extract temporal information, and used LSTMs on 

both the encoder and the decoder. Zhang and Tian [23] proposed a two-stream neural 

network to exploit both spatial and temporal information for video captioning.  

Furthermore, attention mechanisms were introduced to the video captioning models, 

which have been proven as an effective way to enhance the performance of video 

captioning models with the encoder-decoder structure. Yao et al. [24] proposed a 

temporal attention mechanism to exploit the global temporal structure of videos. The 

proposed attention mechanism could assign weights to video frame features, and the 

weighted frame features were used to generate video captions. Yan et al. [3] proposed 

a spatial-temporal attention mechanism (STAT) for video captioning, which captured 

information from the spatial-temporal structures in a video and selected the 

significant regions from the most relevant video segments to generate captions. 

However, this approach only considered visual information for caption generation. 
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Recently, since a video contains multiple modalities, such as visual modality, audio 

modality, and textual modality, multimodal learning was also introduced to video 

captioning models to improve the quality of the generated captions. Wang et al. [2] 

proposed a Multimodal Memory Model (M3) for video captioning based on textual 

and visual modalities to solve the visual-textual alignment problem. They developed 

a visual and textual shared memory that modeled long-term visual-textual 

dependency and guided visual attention for video caption generation by interacting 

videos and captions. 

4.2.3 Dual learning approaches 

Dual learning has been effectively applied for many machine learning applications, 

such as machine translation [25-28], image-to-image transformation [29-31], 

sentiment analysis [32], image segmentation [33], etc. The main idea of dual learning 

is very intuitive: leveraging the duality between two related tasks as a feedback signal 

to boost the performances of both tasks [34,35].  

Usually, a dual learning framework contains two agents (a primal model and a dual 

model) to utilize such duality. The primal model maps an object x from one domain 

to another, while the dual model map it back. The mapping functions between these 

two domains are trained simultaneously so that one function is close to the inverse 

of the other. For example, when using dual learning in machine translation, if we 

translate a sentence from Chinese to English and then translate the obtained English 

sentence back to Chinese, the same sentence or a very similar one can be obtained.  

He et al. [25] first proposed dual learning and applied it to machine translation. They 

updated two dual translators in a reinforcement learning manner and utilized the 

reconstructed distortion as the feedback signal. After that, Wang et al. [26] and Xia 

et al. [36] considered the joint distribution constraint in dual learning. They have 

proved that the joint distribution of samples over two domains is invariant when 

computing from either domain. Xia et al. [37] proposed a model-level dual learning 

approach, which shared components between the primary model and the dual model. 

In addition, Zhao et al. [20] proposed a cross-domain image captioning approach 

using dual learning to overcome the problem of lack of image-text pairs in the 

training set. Wang et al. [34] proposed a multi-agent dual learning framework, which 

consisted of multiple primal and dual models, for machine translation and image 

translation. 
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In this chapter, our proposed approach utilizes attention based dual learning for video 

captioning. Unlike the existing encoder-decoder model which only contains a video-

to-caption forward flow, we also build a caption-to-video backward flow. In other 

words, by fully considering the bidirectional training between videos and captions, 

our proposed approach is able to further enhance the accuracy of video captioning. 

4.3 The proposed approach 

This chapter proposes a novel attention based dual learning approach for video 

captioning. As illustrated in Figure 4.1, ADL includes two modules: a caption 

generation module and a video reconstruction module. The caption generation 

module constructs the forward flow from videos to captions by learning a translatable 

mapping between video frames and captions. The backward flow from captions to 

videos is formed by the video reconstruction module, which is able to synthesize raw 

video feature sequences based on the hidden state sequences of the decoder. A multi-

head attention mechanism is used in the two modules, helping them focus on the 

most effective information for video captioning. The two modules are fine-tuned via 

dual learning, and the whole approach is trained in an end-to-end fashion. 

 

Figure 4.1. Illustration of the proposed attention-based dual learning approach for 

video captioning. 

In this section, a brief introduction of RNN and LSTM is provided in Section 4.3.1, 

and the two modules are presented in Sections 4.3.2 and 4.3.3, respectively. The loss 
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function of the proposed approach is presented in Section 4.3.4 for training. 

4.3.1 Long short-term memory recurrent neural network 

The recurrent neural network is a class of deep neural networks extended from the 

feedforward neural network by adding feedback connections. RNNs have shown 

extraordinary capability in dealing with sequence learning. It is because it contains 

a specially designed recurrent operation that models sequence information by 

maintaining the historical sequential information inside hidden units. 

Specifically, given a sequence of input vectors {𝑥1, 𝑥2, . . . , 𝑥𝑛}, a standard RNN can 

calculate the output sequence {𝑦1, 𝑦2, . . . , 𝑦𝑇} according to the following equations: 

ℎ𝑡 = 𝜙(𝑊ℎ𝑥𝑡 + 𝑈ℎℎ𝑡−1 + 𝑏ℎ),     (4.1) 

𝑦𝑡 = 𝜙(𝑈ℎℎ𝑡 + 𝑏𝑦),        (4.2) 

where 𝜙(∙) denotes an activation function; ℎ𝑡 denotes the hidden state at time step 

𝑡  ( 𝑡 = 1, . . . , 𝑇 ); matrices 𝑊∗  and 𝑈∗  denote the weights to be learned; 𝑏∗ 

denotes a bias term. Thus, the input 𝑥𝑡 and the previous hidden layer’s state ℎ𝑡−1 

can be utilized to obtain the current hidden layer state ℎ𝑡 and current hypothesis 𝑦𝑡. 

The historical information of a sequence is transmitted throughout the whole 

sequence and affects the output at each time step. 

However, standard RNNs have difficulties in dealing with long-term temporal 

information in some cases due to the gradient exploding or vanishing problem. Thus, 

a variant of the standard RNN, LSTM network was proposed.  

Compared with the standard RNN, LSTM is equipped with an additional memory 

cell to selectively remember the previous inputs. The scale of historical information 

that a network can forget or remember is controlled by the memory cell, thereby 

overcoming the gradient exploding or vanishing problem. Thus, LSTM is more 

efficient than the standard RNN when dealing with tasks that require very deep 

structures. 

In LSTM, the memory cell 𝑐𝑡  and the hidden state ℎ𝑡  can be calculated by the 

following equations: 
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𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓),       (4.3) 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖),       (4.4) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜),      (4.5) 

𝑐𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐),      (4.6) 

𝓈𝑡 = 𝑓𝑡𝓈𝑡−1 + 𝑖𝑡𝑐𝑡,         (4.7) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝓈𝑡),         (4.8) 

where 𝜎(∙)  is an activation function (usually a sigmoid function); 𝑖𝑡 , 𝑓𝑡  and 𝑜𝑡 

are the three different gates in the memory cell.  

 

Figure 4.2. Long short-term memory recurrent neural network. 

As shown in Figure 4.2, in LSTM, the input gate 𝑖𝑡 and the forget gate 𝑓𝑡 control 

whether to remember the current input 𝑥𝑡 or forget the previous memory 𝑐𝑡−1, and 

the output gate 𝑜𝑡 determines which parts of the history information in the memory 

cell 𝑐𝑡 can be transported to the hidden state ℎ𝑡. Thus, the collaboration of these 

three gates allows LSTM to perform or model long-term sequence information.  

4.3.2 Caption generation module 

The purpose of video captioning is to produce a descriptive sentence 𝑆 =

{𝑠1, 𝑠2, . . . , 𝑠𝑛} , which is able to depict the content of a video 𝒱 . Conventional 

encoder-decoder structures usually establish models for the caption generation 

probability word by word:  
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𝑃(𝑆|𝑉) = ∏ 𝑃(𝑠𝑡|𝑠<𝑡, 𝒱; 𝜃)𝑛
𝑡=1 ,     (4.9) 

where 𝑛 denotes the length of the sentence 𝑆; 𝑠<𝑡 denotes the partial caption that 

has been generated, i.e., {𝑠1, 𝑠2, . . . , 𝑠𝑡−1}; 𝜃 denotes the parameters in an encoder-

decoder model. 

In the encoding stage: To generate reliable video captions, some visual features, 

which contain the high-level semantic information of a video, need to be captured 

(i.e., the process of feature extraction). Previous approaches usually leverage CNNs 

(e.g., AlexNet [21], VGG19 [38], and GoogleNet [28]) for feature extraction since 

these networks can convert each video frame into a fixed-length video representation 

that contains high-level semantic information.  

Considering that we need a deeper network to extract video representation, in this 

chapter, the Inception-V4 [39] is introduced as an encoder to extract features from 

raw videos. Thus, a given video 𝒱 can be encoded into a sequence {𝓋1, 𝓋2, … , 𝓋𝑚} 

as video representation, where 𝑚 denotes the total frame number of a video. 

In the decoding stage: The decoder generates captions word by word according to 

the video representation. Usually, LSTM, which is capable of modeling long-term 

temporal dependencies, is utilized as a decoder to convert the video representation 

into video captions. Moreover, to further exploit the most salient regions in videos, 

attention mechanisms are often introduced into the decoder, which is used to select 

the key video frames for captioning.  

In this chapter, LSTM is utilized as a decoder to convert video representations into 

video captions, and a multi-head dot product attention (MHDPA) [40] is employed 

to help the decoder to exploit the most salient regions in videos. 

During the process of video captioning, the word prediction at the time step 𝑡 is 

performed by LSTM: 

𝑃(𝑠𝑡|𝑠<𝑡, 𝒱, 𝜃) ∝ 𝑒𝑥𝑝(𝜑(𝑠𝑡−1, ℎ𝑡, 𝑒𝑡; 𝜃)),     (4.10) 

where 𝜑(∙) denotes an activation function of LSTM; ℎ𝑡 denotes the LSTM hidden 

state calculated at the time step 𝑡 ; 𝑒𝑡  denotes the context vector calculated by 

MHDPA at the time step 𝑡. 
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Moreover, since we utilize MHDPA to assign attention weight 𝛼𝑗
𝑡  to the video 

representation of each frame {𝓋1, 𝓋2, … , 𝓋𝑚}  at the time step 𝑡 , the tth context 

vector can be calculated as follows:  

𝑒𝑡 = ∑ 𝛼𝑗
𝑡𝑣𝑗

𝑚
𝑗=1 ,       (4.11) 

where m denotes the frame number of a video.  

As demonstrated in [24], the attention mechanisms encourage the decoder to choose 

a subset of key video frames to produce the most appropriate word at each time step. 

In other words, all currently generated words are summarized (or memorized) in the 

t−1th hidden state ℎ𝑡−1. Then the correlations between the jth feature in the video 

sequence and all currently produced words can be reflected by the attention weight 

𝛼𝑗
𝑡 at the time step 𝑡.  

MHDPA is a self-attention mechanism proposed in [40]. Specifically, it utilizes 

matrices 𝑄, 𝐾, and 𝑉 to respectively store all queries, keys, and values. All these 

queries, keys, and values can be built by using a linear projection: 

𝑄 = 𝑀𝑊𝑞,        (4.12) 

𝐾 = 𝑀𝑊𝑘,        (4.13) 

𝑉 = 𝑀𝑊𝑣,        (4.14) 

where 𝑊∗  denotes weight matrices; 𝑀  denotes a randomly initialized matrix of 

memories.  

The attention is obtained by calculating a set of queries simultaneously. In other 

words, the dot products of a query (i.e., dot-product attention) can be computed by 

all keys 𝐾, the dimensionality of the key vectors 𝑑𝑘, and a 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 function [40]. 

Mathematically, 

𝐴(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉,      (4.15) 

where the 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 function is utilized to get the weights on the values. The dot-
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product attention can be presented as:  

𝐴𝜃(𝑀) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑀𝑊𝑞(𝑀𝑊𝑘)𝑇

√𝑑𝑘
)𝑀𝑊𝑣,    (4.16) 

where θ = (Wq,Wk,Wv). The output of  𝐴𝜃(𝑀)  is a matrix that has the same 

dimensionality as 𝑀 , represented as 𝑀′ . 𝑀′  is an update of 𝑀 , in which each 

element 𝑚𝑒
′  in 𝑀′ consists of the information from the matrix of memories 𝑀. 

Therefore, every memory is updated based on the information from other memories 

at each step of the attention, and the information can be shuttled via the 

parameters 𝑊𝑞, 𝑊𝑘 and 𝑊𝑣 from memory to memory. 

In this chapter, the proposed caption generation module is jointly trained by 

minimizing the negative log-likelihood to generate accurate natural language 

sentences for the given videos. Mathematically,  

min
𝜃

∑ {−𝑙𝑜𝑔𝑃(𝑆𝑡|𝒱𝑡; 𝜃)}𝑁
𝑡=1 .       (4.17) 

4.3.3 Video reconstruction module 

As shown in Figure 4.1, the proposed video reconstruction module is used to 

reproduce videos. In other words, it is to generate vectors that can represent the 

content of video frames according to the hidden state sequence of the decoder. 

However, it is difficult to directly reproduce video frames using the hidden states in 

the caption generation module due to the high dimension and diversity of raw video 

frames. Thus, in this section, the proposed video reconstruction module takes the 

hidden states sequence of the decoder 𝐻 = {ℎ1, ℎ2, … , ℎ𝑛} as input to reproduce the 

video representations created by the encoder. 

The benefits of building such a module is two-fold: (i) with such a video 

reconstruction process, more useful information can be extracted from raw video 

sequences by the decoder; (ii) the proposed video reconstruction module is able to 

be trained in an end-to-end fashion. Thus, the relationships between the raw videos 

and the generated video captions are able to be further enhanced, so that to improve 

the accuracy of video captioning. 

The proposed video reconstruction module is composed of LSTM and MHDPA. 
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Thus, for each frame, the video representation can be reproduced by the key hidden 

states of the decoder which is chosen by MHDPA: 

𝜇𝑡 = ∑ 𝛽𝑗
𝑡ℎ𝑗

𝑛
𝑗=1 ,        (4.18) 

where 𝛽𝑗
𝑡 denotes the attention weight calculated by MHDPA for the jth hidden state 

at time step 𝑡. Thus, the correlations between the jth hidden state in the generated 

captions and all currently reconstructed video representations {𝑧1, 𝑧2, … , 𝑧𝑡−1} can 

be measured by 𝛽𝑗
𝑡 . This helps the proposed video reconstruction module to 

selectively process the hidden states according to the attention weight 𝛽𝑗
𝑡  and 

dynamically generate contextual information 𝜇𝑡 at each time step. Moreover, both 

the generated context 𝜇𝑡 and the hidden state ℎ𝑡 are used as input. Therefore, the 

proposed video reconstruction module is able to further employ the word 

composition and the temporal dynamics of the whole video caption to close the 

relationships between the raw videos and the generated video captions.  

4.3.4 Loss function 

In this chapter, since the video representation is produced frame by frame, we define 

the reconstruction loss function as: 

𝐿𝑟𝑒𝑐
𝑙 =

1

𝑚
∑ 𝜓(𝑧𝑗 , 𝓋𝑗)

𝑚
𝑗=1 ,       (4.19) 

where 𝑧𝑗 denotes the hidden states of the proposed video reconstruction module; 

𝓋𝑗  denotes the video representation; 𝜓(∙) denotes the Euclidean distance measure 

function. 

As shown in Equation (4.20), the proposed ADL approach is trained by minimizing 

the whole loss function. The whole loss function contains two phases: one is a video-

to-sentence phase that is calculated by the forward likelihood; the other is a sentence-

to-video phase that is calculated by the backward loss function. Thus, the loss 

function of the proposed approach can be defined as: 
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𝐿(𝜃, 𝜃𝑟𝑒𝑐) = ∑ (−𝑙𝑜𝑔𝑃(𝑆𝑗|𝒱𝑗; 𝜃) + 𝜆𝐿𝑟𝑒𝑐(𝒱
𝑗, 𝑍𝑗 ; 𝜃𝑟𝑒𝑐))

𝑁
𝑗=1 ,  (4.20) 

where the generation loss −𝑙𝑜𝑔𝑃(𝑆𝑖|𝒱𝑖; 𝜃) can be calculated by Equation (4.17); 

the reconstruction loss 𝐿𝑟𝑒𝑐(𝒱
𝑖, 𝑍𝑖; 𝜃𝑟𝑒𝑐) can be calculated by Equation (4.19); the 

hyper-parameter 𝜆  is introduced to find a compromise/balance between the 

proposed caption generation module and the proposed video reconstruction module. 

The larger the difference between the generated results and the ground truth, the 

greater the gradient of the loss function, and the faster the convergence rate. 

As shown in Algorithm 4.1, the training of the proposed ADL approach can be 

separated into two phases: 

 In the first phase, we train the proposed caption generation module based on 

the forward likelihood, which terminates the training process according to 

the early stopping strategy. 

 In the second phase, we utilized the whole loss function to jointly train the 

video reconstruction module and finetune the caption generation module. 

Both the hidden state sequence and the video frame feature sequence are used 

to calculate the video reconstruction loss function. 

Algorithm 4.1: ADL training algorithm 

Input: training pairs <video, ground-truth caption> 

1 randomly initialize parameters; 

2 extract features from videos using the Inception-V4 network; 

3 for each epoch do 

4    generate captions using the proposed caption generation module; 

5    reconstruct videos using the proposed video reconstruction module; 

6    calculate the loss function; 

7 end 

4.4 Experiments 

We evaluate the proposed attention based dual learning (ADL) video captioning 

approach on two benchmark datasets: Microsoft Research video to text (MSR-VTT) 

[38] dataset and Microsoft Research Video Description Corpus (MSVD) [41]. To 
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demonstrate the effectiveness of ADL, we utilize the popular evaluation metrics 

including METEOR [42], BLEU-4 [43], ROUGE-L [44], and CIDEr [45] with the 

codes released on the Microsoft COCO evaluation server [46].  

4.4.1 Datasets and experimental setting 

The details of the two benchmark datasets are shown below: 

MSVD: MSVD [41] consists of 1970 YouTube video clips, each of which describes 

one single activity, and its length is between 10 and 25 seconds. Each video clip was 

annotated with approximately 40 English captions. Similar to [1], 1200 video clips 

are used as the training set, 100 video clips are used as the validation set, and 670 

video clips are used as the test set in this chapter. 

MSR-VTT: MSR-VTT [38] is one of the largest datasets for video captioning so far. 

In this chapter, the initial version of MSR-VTT (i.e., MSR-VTT-10K) is utilized for 

experiments. MSR-VTT-10K consists of 10K video clips from 20 categories. 

Approximately 20 sentences are used to annotate a video clip. In summary, MSR-

VTT-10K consists of a total of 29,316 unique words and 200K clip-sentence pairs. 

In this chapter, similar to [1], 6513 video clips are used as the training set, 497 video 

clips are used as the validation set, and 2990 video clips are used as the test set. 

For the sentences in datasets, we removed punctuations, separated the sentences with 

blank spaces, and then transformed all words into lowercase. We truncated the 

sentences longer than 30. For each word, the word embedding size is set as 468. 

For the proposed caption generation module, all frames in a video clip are fed into 

Inception-V4 pre-trained on the ILSVRC2012-CLS classification dataset [47]. In this 

way, frame features are reshaped to the standard size 299 × 299, so that the semantic 

feature of each video frame can be extracted from the last pooling layer with 1536 

dimensions. 

Inspired by [24], for each video clip, 28 equally-spaced features are selected. When 

the number of features is less than 28, zero vectors are used for filling. Moreover, we 

set the input dimension of the decoder to 468, which is equal to the dimension of the 

word embedding. In addition, there are 512 units contained in the hidden layer. 

In the video reconstruction module, the hidden state of the decoder is taken as the 
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input, the dimension of which is set to 512. To simplify the calculation of the 

reconstruction loss function, we set the size of the hidden layer to the same size as 

the video presentation, i.e., 1536 dimensions.  

Wang et al. [1] have verified that for a dual learning-based approach, the hyper-

parameter λ can balance the contributions of the two modules (i.e., the caption 

generation module and the video reconstruction module). Thus, the selection of the 

hyperparameter λ is crucial. Although they have shown that adding the 

reconstruction loss is able to enhance the performance of video captioning, a too-

large λ may cause an obvious decrease in the performance of video caption 

generation. Therefore, in this chapter, we set λ to 0.1 based on experiences. 

We utilized AdaDelta [48] to optimize the training process. Furthermore, the training 

process will be stopped, when the CIDEr value on the validation set stopped growing 

for the next 20 consecutive epochs. Then in the test process, we used a beam search 

with size 5 to generate the final video captions. 

Hardware and Software Environment: The experiments in this chapter are 

executed on a deep learning workstation with Intel Core i9 CPU, four GTX 1080 Ti 

GPUs, and 128GB RAM. We implement the proposed approach by Python. 

4.4.2 Experimental results 

We tested the ADL approach on two benchmark datasets for video captioning. Tables 

4.1 and 4.2 show the quantitative experimental results on these two datasets. 

On the MSVD dataset, we compared the proposed ADL approach with several 

classical encoder-decoder approaches and the state-of-the-art approaches, including 

MP-LSTM [1], GRU-RCN [49], HRNE [50], LSTM-E [47], h-RNN [51], aLSTMs 

[52], LSTM-LS [53], and RecNet [1], for video captioning. The experimental results 

are shown in Table 4.1. Compared with the classical encoder-decoder approaches, 

such as MP-LSTM [1], ADL is able to obtain better evaluation results since it 

contains an additional video reconstruction module to improve the captioning 

accuracy.  

Furthermore, although the training time/convergence rate of the proposed ADL 

approach is similar to RecNet [1], the performance of ADL is better than RecNet [1], 

which also contained a video reconstruction module, for video captioning. This is 
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because the attention mechanism in the proposed approach can capture important 

information from videos to generate accurate video captions. 

Table 4.1. Experimental results of different video captioning approaches in terms of 

METEOR, BLEU-4, ROUGE-L, and CIDEr scores on MSVD (%). 

Approaches METEOR BLEU-4 ROUGE-L CIDEr 

MP-LSTM (AlexNet) [1] 29.1 33.3 - - 

GRU-RCN [49] 31.6 43.3 - 68.0 

HRNE [50] 33.1 43.8 - - 

LSTM-E [47] 31.0 45.3 - - 

h-RNN [51] 32.6 49.9 - 65.8 

aLSTMs [52] 33.3 50.8 - 74.8 

LSTM-LS (VGG19) [53] 31.2 46.5 - - 

RecNetlocal (S2VT) [1] 32.7 43.7 68.6 69.8 

RecNetlocal (SA-LSTM) [1] 34.1 52.3 69.8 80.3 

ADL 35.7 54.1 70.4 81.6 

 

Table 4.2. Experimental results of different video captioning approaches in terms of 

METEOR, BLEU-4, ROUGE-L, and CIDEr scores on MSR-VTT (%). 

Approaches METEOR BLEU-4 ROUGE-L CIDEr 

MP-LSTM (AlexNet) [1] 23.4 32.3 - - 

MP-LSTM (GoogleNet) [1] 24.6 34.6 - - 

MP-LSMT (VGG19) [1] 24.7 34.8 - - 

SA-LSTM (AlexNet) [1] 23.8 34.8 - - 

SA-LSTM (GoogleNet) [1] 25.2 35.2 - - 

SA-LSTM (VGG19) [1] 25.4 35.6 - - 

SA-LSTM (Inception-V4) [1] 25.5 36.3 58.3 39.9 

RecNetglobal (SA-LSTM) [1] 26.2 38.3 59.1 41.7 

RecNetlocal (SA-LSTM) [1] 26.6 39.1 59.3 42.7 

ADL 26.6 40.2 60.2 44.0 

On the MSR-VTT dataset, we compared the proposed ADL approach with several 

classical encoder-decoder approaches and the state-of-the-art approaches, including 

MP-LSTM [1], SA-LSTM [1], and RecNet [1], for video captioning. Table 4.2 

illustrated the quantitative experimental results of these approaches on the MSR-

VTT dataset. When using the same encoder (such as AlexNet), the performance of 

SA-LSTM is better than MP-LSTM. This is because MP-LSTM utilized mean-

pooling for frame feature aggregation/fusion, while SA-LSTM was based on an 
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attention mechanism for feature fusion. 

Furthermore, compared to other SA-LSTMs that utilized AlexNet, GoogleNet, or 

VGG19 as the encoder, SA-LSTM that utilized Inception-V4 as the encoder 

produced the best captioning results. This is because Inception-V4 is deeper than 

other networks, and is good at extracting advanced semantic features from videos. 

Therefore, our ADL approach with Inception-V4 is superior to other reference 

approaches. 

Compared with the result of other reference approaches, our proposed approach 

leverages the strength of dual learning in video caption generation to improve all 

evaluation scores. Therefore, our approach can generate accurate captions from 

videos. Figure 4.3 shows qualitative examples of video captions generated by our 

approach. We compared the generated captions with the ground truths (GT).  

   
GT: A man is playing an electric guitar. 

Ours: A man is playing a guitar. 

   
GT: A woman is frying food. 

Ours: A person is cooking. 

   
GT: A woman is dancing while singing. 

Ours: A woman is dancing. 

Figure 4.3. Qualitative examples of video captions generated by our approach. We 

compared the generated captions with the ground truths (GT). 

4.5 Summary 

Video captioning aims to produce natural language sentences from videos, which has 
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been widely used to solve real-world problems, such as explaining a movie plot to 

the blind. 

In this chapter, we proposed a novel attention based dual learning approach (ADL) 

for video captioning. The proposed video captioning approach consists of two 

modules: a caption generation module that can generate video captions from raw 

video frames and a video reconstruction module that can reproduce the raw video 

frames based on the generated video captions. A multi-head attention mechanism is 

used in the two modules to capture the most effective information from raw videos 

and generated captions, and a dual learning mechanism is used to fine-tune the two 

modules. Therefore, the proposed approach is able to minimize the semantic gap 

between raw videos and generated captions by decreasing the differences between 

the reproduced and raw video features.  

We test the proposed approach on two benchmark datasets. Experimental results 

demonstrate the superiority of our proposed approach over the state-of-the-art 

approaches for video captioning. Our research also verifies the effectiveness of 

multi-head attention based dual learning for generating high-quality video captions. 

The proposed approach also can be improved. For example, we simply use the multi-

head attention than developing a new attention mechanism for capturing information 

from videos and captions. For future work, we intend to develop more appropriate 

attention mechanisms and better video captioning approaches for video caption 

generation. We will also explore the use of other information such as audio and 

semantic information for video caption generation. In addition, we intend to apply 

video captioning to a wider application field for solving real-world problems. 
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Chapter 5 A bidirectional relational recurrent 

neural network 

Dense video captioning is an emerging task in the field of digital video processing, 

which aims to locate and describe all events in a video to generate a set of informative 

sentences describing the video content. However, previous approaches generated 

dense video captions mainly based on the visual information in a video, which could 

not locate and describe long-lasting and/or overlapping events. This chapter proposes 

a novel Bidirectional relational recurrent neural network (Bidirectional RRNN) for 

dense video captioning with an encoder-decoder structure, which fully utilizes the 

local and global context information and visual information in the video. Specifically, 

a 3D convolutional neural network is used to extract visual information from the 

video. Then a bidirectional RRNN encoder is developed to obtain the local and 

global context information of a target event, which has a relational memory core for 

collecting and relational reasoning of temporal context information. Therefore, the 

proposed approach can capture all events in the video, reason the relationships 

between these events, and then generate a set of informative sentences to describe 

the video content. Experimental results demonstrate that the proposed approach 

outperforms the state-of-the-art approaches on the ActivityNet Captions dataset. 

This chapter is organized as follows. Section 5.1 introduces the background of dense 

video captioning and the motivation of this research. Section 5.2 reviews the most 

relevant works of this research. Section 5.3 presents the proposed approach in detail. 

Section 5.4 presents the experiments and discusses the experimental results. At the 

end of this chapter, the conclusion of this research is presented in Section 5.5. 

5.1 Introduction 

Dense video captioning is an emerging task in the field of digital video processing, 

which aims to locate and describe all events in a video to generate a set of informative 

sentences describing the video content [1]. It bridges computer vision and natural 

languages, and has a wide range of applications, such as describing videos (e.g., 

movies) to the blind, and improving the index and search quality of online videos. 

Previous research on video captioning focused on producing a descriptive sentence 

for a short video (e.g., a 10-second video in the MSVD dataset [2]). However, most 
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real-world videos are long videos, which contain multiple events entangled along the 

timeline, and last for much longer than a few seconds. Compared with short videos, 

long videos usually involve more objects, scenes, events, temporal relations, and so 

on. Therefore, various dense video captioning approaches were developed to capture 

and describe video events. 

Events in a video usually have different durations and span different time scales on 

the timeline. Previous research on dense video captioning simply utilized sliding 

windows to capture video events, that is, sliding a window on a video sequence to 

classify the content in each window as a background or event. However, the video 

information that can be captured by the sliding windows is limited [1]. Current dense 

video captioning approaches mainly utilize the mean-pooling [3] or recurrent neural 

networks (RNNs) [4] to encode the entire video sequence to capture video events. 

However, these approaches are only effective for processing short videos. Encoding 

a video sequence spanning a few minutes may lead to the vanishing gradient problem, 

making it impossible to describe all events in the video accurately.  

Since the events in a video are usually interconnected, Yu et al. [5] developed a 

paragraph captioning approach based on hierarchical recurrent neural networks (h-

RNNs), which described video contents by generating a paragraph containing 

multiple sentences. Both visual information and historical paragraph information 

were used as the input of their proposed sentence generator to capture context 

information. However, this approach only explored the use of past context 

information on paragraph generation, and the generated paragraphs can only describe 

the video content sequentially, i.e., describing the video content in a chronological 

order of events that occurred. If the events in a video overlap each other on the 

timeline, the performance of this approach will be unsatisfactory since it cannot 

accurately separate the overlapping events in videos [1]. 

More recently, Wang et al. [6] proposed a bidirectional attentive fusion approach for 

dense video captioning, which can generate event proposals for videos, and fuse the 

hidden states of event proposals with video features to generate dense captions. Their 

approach can separate the overlapping events in videos, but does not work well when 

dealing with long-lasting events (e.g., an event that lasts almost the same duration as 

the entire video).  

In this chapter, a novel Bidirectional Relational Recurrent Neural Network 

(Bidirectional RRNN) is proposed for dense video captioning with an encoder-
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decoder structure, which can generate a set of informative sentences to describe all 

events in a video, including long-lasting and/or overlapping events. 

Figure 5.1 compares the proposed approach with previous dense video captioning 

approaches. A common framework of the previous approaches is shown in Figure 

5.1(a), which generates video captions for each event detected/captured from a video, 

respectively. Different from these approaches, the proposed Bidirectional RRNN 

approach (shown in Figure 5.1(b)) fully utilizes the local and global context 

information and visual information in the video to generate realistic dense captions.  

 

Figure 5.1. Comparison between (a) the common framework of previous dense video 

captioning approaches and (b) the proposed dense video captioning approach. 

In Bidirectional RRNN, a 3D convolutional neural network is used to extract visual 

information from the video. Then a bidirectional RRNN encoder is developed to 

obtain the local and global context information of a target event, which utilizes a 

relational memory core [23] for collecting and relational reasoning of temporal 

context information. Therefore, the Bidirectional RRNN approach is capable of 

capturing all events in the video, including long-lasting and/or overlapping events, 

reasoning the relationships between these events, and then generating a set of 

informative sentences to describe the video content. We test the proposed approach 
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on the ActivityNet Captions dataset [9]. Experimental results demonstrate that the 

proposed Bidirectional RRNN approach is superior to the state-of-the-art approaches. 

5.2 Related work 

In this section, the related work for video captioning and dense video captioning is 

presented. 

5.2.1 Video captioning 

Video captioning is to produce a descriptive sentence from a video [7]. Existing 

approaches for video captioning are mainly based on two types of models: (i) 

template-based language models, and (ii) sequence learning-based models. 

The template-based language models can align the video content with each fragment 

of the predefined template to generate video captions [8-11], which can generate 

captions by using a series of predefined language templates that can be separated 

into several fragments (e.g., object, verb, and subject) according to specific 

grammatical rules [12]. In the template-based language models, object detection 

techniques were used to map features extracted from a video to words. Then the 

mapped words were placed into different fragments of a predefined template 

according to the grammatical rules to generate captions describing the video content. 

The following are some typical examples of the template-based language models. 

Guadarrama et al. [8] developed an activity recognition approach named zero-shot 

recognition to describe video activities, and introduced the concept of semantic 

hierarchy to learn the semantic relationships between different sentence fragments. 

Similarly, Kojima et al. [9] proposed the concept hierarchy of human actions, which 

was used to describe human activities in videos. Different from the above works, 

Rohrbach et al. [10] utilized a conditional random field (CRF) to simulate the 

connotations between activities and objects in videos, and developed a video 

captioning approach based on visual features and semantic features. In addition, Xu 

et al. [11] proposed a video captioning approach consisted of three modules (i.e., a 

joint embedding module, a deep video module, and a semantic language module) to 

generate natural language sentences from videos. 

However, since the sentences generated by the template-based language models are 



75 

highly dependent on the objects/words detected from a video, only part of video 

content can be textualized, i.e., only limited words can be mapped. Further, since the 

generated sentences are highly dependent on the predefined templates, the generated 

video captions were based on simple and uniform syntactic structures, and even be 

robotic in some cases [12]. 

In order to solve the above problems, sequence learning-based models, also known 

as the encoder-decoder model, was introduced for video captioning, which can 

generate sentences with flexibly syntactical structures [12]. The sequence learning-

based model contains two stages: the encoding stage and the decoding stage. Usually, 

convolutional neural networks (CNNs) are used as the encoder to extract features 

from videos, and recurrent neural networks (RNNs) are used as the decoder to 

generate captions word-by-word based on the extracted features. 

The following are some typical examples of sequence learning-based models. 

Venugopalan et al. [3] developed a video captioning approach, which extracted 

visual features from videos using CNNs and fed the averaged CNN features into a 

Long Short Term Memory (LSTM) network to generate video captions. Venugopalan 

et al. [4] also developed a well-known approach named Sequence to Sequence Video 

to Text (S2VT), which captured the temporal dynamics of video sequences during 

video captioning. The proposed S2VT approach extracted motion and appearance 

features using CNNs from optical flow and still image frames, respectively, and 

generated video captions by using LSTMs. After that, Zhang and Tian [13] developed 

a two-stream neural network to explore the effect of spatial and temporal information 

on generating video captions. 

Recently, attention mechanisms have also been introduced to video captioning 

approaches, which have been proven to be an effective way to enhance the 

performance of video captioning approaches. The attention-based video captioning 

approaches can focus on the important information in a video while ignoring other 

irrelevant information, improving the accuracy of the generated captions. For 

example, Yao et al. [14] developed an attention-based video captioning approach, 

which assigned weights to the visual features using an attention mechanism. Then 

the video captions were generated based on the weighted features. The performance 

of their approach is better than the performance of other video captioning approaches 

without attention mechanisms. 

To summarize, the encoder-decoder models have become the mainstream for video 
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captioning since they allow the training process works in an end-to-end manner. The 

existing video captioning approaches have made significant achievements in dealing 

with short videos. However, most real-world videos are long videos, which consist 

of multiple events untangled along the timeline. Therefore, a variety of dense video 

captioning approaches was developed to deal with these long videos. 

5.2.2 Dense video captioning 

The key issue in dense video captioning is to locate and describe all events in videos. 

An early attempt on dense video captioning was h-RNN [5], which used hierarchical 

recurrent neural networks to generate dense captions for videos. Both video features 

and historical paragraph states (generated by embedding previously generated 

sentences) were used as the inputs to the sentence generator. A temporal attention 

mechanism was also introduced into the sentence generator to improve the 

performance of the sentence generator. However, this approach cannot align the 

generated sentences with the video contents [15]. 

To solve the above problem, Shen et al. [15] developed a weakly supervised dense 

video captioning approach that could generate dense captions for videos with video-

level annotations for training. Specifically, the proposed approach consisted of three 

components: (i) a visual sub-model, which built a weak mapping between the words 

in annotations and the regions in video frames using multi-instance multi-label 

learning; (ii) a region-sequence sub-model, which generated informative region-

sequences by matching and sequentially connecting the regions between different 

video frames based on the output of the visual sub-model; (iii) a language sub-model, 

which generated dense video captions based on the region-sequences. This work was 

also the first time to introduce multi-instance learning into dense video captioning. 

However, this approach did not perform well in processing long-lasting and/or 

overlapping events [ref]. 

Krishna et al. [1] created the ActivityNet Captions dataset, that contains 20k long 

videos from ActivityNet [16]. Each video in the ActivityNet Captions dataset was 

annotated with a series of temporally localized descriptive sentences. They also 

defined a concept named video proposal (i.e., temporally localized video segments) 

and proposed a baseline for dense event captioning, which has been wildly used to 

evaluate the quality of a generated dense caption. In their approach, the video 

proposals were generated by using an action proposal approach named deep action 



77 

proposal (DAP) [17] with an attention mechanism. The generated proposals were 

then fed into an LSTM caption generator to generate video captions. 

Similarly, Li et al. [18] also developed a proposal-based dense video captioning 

approach, which consisted of two modules: a temporal event proposal (TEP) module 

and a sentence generation (SG) module. In the TEP module, a convolutional structure 

was used to perform event/background classification, temporal boundaries 

refinement, and descriptive regression for each proposal. Then, the refined proposals 

and their visual information were fed to the SG module, achieved by LSTM networks, 

for dense caption generation. Further, reinforcement learning was used to train the 

SG module to maximize METEOR scores. 

Recently, Wang et al. [6] proposed a proposal-based dense video captioning 

approach, in which event proposals were generated by using a single-stream 

temporal action proposal (SST [19]). To utilize context information for event 

localization, they developed a context gating mechanism, which is similar to the 

gating mechanism in LSTM, to measure the contribution of context information. 

Then the generated event proposals were fused with visual features for dense video 

caption generation. Their approach can separate the overlapping events in videos and 

generate corresponding descriptions, but it cannot work well when dealing with long-

lasting events. 

To summarize, current approaches for dense video captioning [1,6,17-20] mainly 

rely on video events, but ignoring the context information in videos. These 

approaches generate video proposals to capture the events in a video first, and then 

describe each event to form dense video captions. Such approaches can perform well 

in capturing simple events. However, in some cases, such as separating overlapping 

and/or long-lasting events from videos, these approaches cannot achieve comparable 

performance to humans. To solve this problem, this chapter aims to develop a novel 

dense video captioning approach that can fully use both the context information and 

visual information to generate a set of informative sentences to describe video events, 

including long-lasting and/or overlapping events. 

5.3 The proposed approach 

This section details the proposed Bidirectional RRNN approach, which consists of 

two modules: a proposal generation module (Section 5.3.1) and a caption generation 

module (Section 5.3.2), as illustrated in Figure 5.2. The two modules will be coupled 
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together and trained in an end-to-end manner. Section 5.3.3 presents the loss 

functions for training the whole approach. 

 

Figure 5.2. Illustration of the proposed dense video captioning approach. 

5.3.1 Proposal generation module 

The proposal generation module aims to produce a set of temporal regions containing 

events from videos, which involves three phases: a forward phase, a backward phase, 

and a fusion phase. In the forward and backward phases, a forward event proposal 

and a backward event proposal are generated based on RRNNs for the same video, 
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respectively. Then, in the fusion phase, the outputs of the above two phases will be 

fused by a context fusion strategy to generate a final event proposal. 

Feature extraction. Assume that a video sequence V contains L video frames, i.e., V 

= {v1, v2, …, vL}. Following the parameters in [6], we use a 3D convolutional neural 

network (3D CNN [21]) to encode each video frame for C3D feature extraction. The 

3D CNN was pre-trained on the Sports-1M video dataset [22].  

The dimensionality of each extracted feature is reduced by using principal 

component analysis (PCA), from 4096 to 500. The temporal resolution of the 

extracted C3D features is δ = 16 video frames, which discretizes the input video 

sequences into T = L/δ time steps. Hence, the pre-processed video sequence for the 

given video is presented as Ṽ = {ṽ1, ṽ2, …, ṽT}. This sequence is then fed into the 

proposed bidirectional RRNN encoder sequentially. 

RRNN. RRNN [23] is a variant of RNN, which is able to achieve complex relational 

reasoning with ‘remembered’ information. This is because the memory cell structure 

of a standard LSTM is replaced by a relational memory core (RMC) in RRNN [24]. 

Similar to LSTM, an RRNN unit contains a matrix of memories M and three gates 

(i.e., an input gate it, a forget gate ft, and an output gate ot). The memory matrix M is 

randomly initialized and can be considered as a matrix that replaces the cell states C 

of a standard LSTM. In other words, at time step t, operations on each ce,t are replaced 

by the operations on each me,t, which is the eth row of M.  

Since a multi-head attention mechanism is used in the relational memory core of 

RRNN to weight the previous memory matrix according to the input vectors. Thus, 

𝑀′ stores the memories processed by the multi-head attention, i.e., an update of M, 

and 𝑚𝑒,𝑡
′  presents the updated memories stored in the eth row of 𝑀′ at time step t. 

Using RRNN, the hidden activation sequence {h1, h2, …, hT} of an input sequence 

{ṽ1, ṽ2, …, ṽT} can be calculated as follows: 

𝑠𝑒,𝑡 = (ℎ𝑒,𝑡−1, 𝑚𝑒,𝑡−1),        (5.1) 

𝑓𝑒,𝑡 = 𝜎(𝑊𝑓𝑣̃𝑡 + 𝑈𝑓ℎ𝑒,𝑡−1 + 𝑏𝑓),      (5.2) 
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𝑖𝑒,𝑡 = 𝜎(𝑊𝑖𝑣̃𝑡 + 𝑈𝑖ℎ𝑒,𝑡−1 + 𝑏𝑖),      (5.3) 

𝑜𝑒,𝑡 = 𝜎(𝑊𝑜𝑣̃𝑡 + 𝑈𝑜ℎ𝑒,𝑡−1 + 𝑏𝑜),      (5.4) 

where se,t denotes the eth hidden state st at time step t; parameter σ is a sigmoid 

function that maps the input values into the interval (0, 1) to calculate the proportion 

of information that can get through the three gates; matrices 𝑊∗ and 𝑈∗ present the 

weights connecting any two layers; 𝑏∗ is a bias term. 

Thus, at time step t, the memory cell me,t and the hidden state he,t can be calculated 

by using: 

𝑚𝑒,𝑡 = 𝑓𝑒,𝑡𝑚𝑒,𝑡−1 + 𝑖𝑒,𝑡𝑔𝜑(𝑚𝑒,𝑡
′ ),      (5.5) 

ℎ𝑒,𝑡 = 𝑜𝑒,𝑡 ∙ 𝑡𝑎𝑛ℎ(𝑚𝑒,𝑡),        (5.6) 

where gφ presents a post-attention processor [23] and tanh is an activation function. 

In this chapter, we set the number of attention head to 2. 

Forward. In the forward phase, an RRNN is used as a forward encoder to 

sequentially encode the video sequence Ṽ. The proposed encoder is capable of 

processing video sequences and accumulating visual information across the timeline. 

At time step t, the hidden state of the forward encoder is ℎ𝑡
→ ∈ {ℎ𝑗

→}
𝑗=1

𝑇
. Using the 

hidden states as the input, the K forward confidence scores 𝐶𝑡
→ = {𝑐𝑡

𝑘⃗ }
𝑘=1,…,𝐾

, which 

indicate the probabilities of K proposals in the forward phase, is produced using K 

independent binary classifiers. The forward confidence scores 𝐶𝑡
→ can be calculated 

by using a fully connected layer: 

𝐶𝑡
→ = 𝜎(𝑊𝑐

→ℎ𝑡
→ + 𝑏𝑐

→),       (5.7) 

where σ presents a sigmoid nonlinearity, 𝑊𝑐
→ and 𝑏𝑐

→ are weights and biases that 

are shared across all time steps. 
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The K proposals are specified by 𝑆𝑡
→ = {𝑠𝑡

𝑘⃗ }
𝑘=1,…,𝐾

, where 𝑠𝑡
𝑘⃗  represents a video 

clip in the given video started at time 𝑡 − 𝑙𝑘 and ended at time step t. Note that, at 

time step t, the length of the kth predefined proposal anchor is 𝑙𝑘(𝑘 = 1,… , 𝐾), and 

the same end time step t is shared by all K proposals in St. 

Backward. Since the forward phase aims to capture clues for past events, the 

proposed backward phase aims to capture clues for future events in the video. 

Making full use of both past event clues and future event clues will lead to more 

accurate event proposals. Hence, in the backward phase, the video sequence Ṽ will 

be fed into a backward encoder in a reverse order. The backward encoder is also 

achieved by RRNNs.  

Similar to the forward phase, at time step t, the hidden state of the backward encoder 

is presented as ℎ𝑡
← ∈ {ℎ𝑗

←}
𝑗=1

𝑇
. The K proposals 𝑆𝑡

← = {𝑠𝑡
𝑘⃗⃖}

𝑘=1,…,𝐾
 can be produced 

by K backward confidence scores 𝐶𝑡
← = {𝑐𝑡

𝑘⃗⃖}
𝑘=1,…,𝐾

. 

Fusion. After the above two phases, N proposals can be collected from all time steps 

in both directions (i.e., forward and backward). To improve the confidence/accuracy 

of the generated event proposals, we combine the two scores obtained in the two 

directions for the same proposals to obtain the final confidence scores. 

To fuse the proposals from the forward and backward directions, various fusion 

strategies can be utilized. Since the approach in [6] is a baseline of our approach, this 

chapter follows the fusing strategy in [6] and uses multiplication to fuse the proposals 

from both directions by using: 

𝐶𝑝 = {𝑐𝑡
𝑘⃗ × 𝑐𝑡

𝑘⃗⃖}
𝑘=1

𝑁

.       (5.8) 

If the final confidence score of a proposal is greater than a threshold 𝜏, the proposal 

will be selected for further caption generation, otherwise, the proposal will be 

discarded. Note that since the events in videos may be overlapping and/or long-

lasting, a threshold rather than a non-maximum suppression strategy [34] is applied 

for proposal selection. 

5.3.2 Caption generation module 
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This section will focus on the proposed caption generation module. Following the 

encoder-decoder architecture, our caption generation module aims to generate 

multiple sentences from videos to densely describe video contents. 

In order to generate video captions based on the generated event proposals, previous 

work usually fed the hidden states of the proposals into a caption generator. In the 

proposed approach, the proposal hidden states of the forward and backward phases, 

as well as the video features will be fused and fed into the proposed caption 

generation module. Thus, both past and future context information can be integrated 

for dense caption generation. Formally, the input of the proposed caption generation 

module is: 

ℋ𝑡(𝑝𝑛) = ℱ(ℎ𝛼
→, ℎ𝛽

←, 𝑉′̃ = {𝑣𝛼̃ , … , 𝑣𝛽̃},ℋ𝑡−1),    (5.9) 

where ℱ(∙) is a mapping that can output a compact vector; α and β denote the start 

and end time steps of a detected proposal pn (n = 1, 2, …, N) (i.e., the nth video event); 

ℎ𝛼
→  and ℎ𝛽

←  denote the proposal hidden states of forward and backward phases; 

𝑉′̃ = {𝑣𝛼̃, … , 𝑣𝛽̃} is the C3D features of the video clip corresponding to proposal pk; 

ℋ𝑡−1 denotes the RRNN hidden state at time step t-1. 

The most straightforward way to fuse ℎ𝛼
→, ℎ𝛽

←, and 𝑉′̃ together is concatenation. 

However, since the dimension of 𝑉′̃ relies on the length of the detected video event, 

it is not feasible to concatenate them all directly. Other research works tried to 

concatenate the mean of 𝑉′̃ with proposal hidden states. However, the mean pooling 

cannot explicitly present the relationship between an event and its context 

information [20]. Recently, an attention mechanism is introduced to our module to 

fuse ℎ𝛼
→, ℎ𝛽

←, and 𝑉′̃ together for caption generation, which is initialized with the 

random initialization. At time step t, the attention mechanism can be presented as: 

𝑧𝑡
𝑗
= 𝑡𝑎𝑛ℎ(𝑊𝑣𝑣̃𝛼+𝑗−1 + 𝑊ℎ[ℎ𝛼

→, ℎ𝛽
←] + 𝑊ℋℋ𝑡−1 + 𝑏),   (5.10) 

where [,] presents the vector concatenation of ℎ𝛼
→ and ℎ𝛽

←. The weights of vα+j-1 
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can be obtained by a softmax normalization: 

𝛾𝑡
𝑗
=

𝑒𝑥𝑝(𝑧𝑡
𝑗
)

∑ 𝑒𝑥𝑝(𝑧𝑡
𝑘)

𝑞
𝑘=1

,       (5.11) 

where q = β – α + 1 is the length of an event proposal. Then the attended visual 

feature can be calculated by the following weighted sum: 

𝑣̃𝑡 = ∑ 𝛾𝑡
𝑗
∙ 𝑣𝛼+𝑗−1

𝑞
𝑗=1 ,      (5.12) 

Our proposed module can focus on “keyframes” in videos and generate semantic-

related words by using the information from context vectors with the introduced 

attention. Thus, the final input of the proposed caption generation module can be 

presented as: 

ℋ(𝑝𝑛) = [𝑣̃𝑡, ℎ𝛼
→, ℎ𝛽

←].      (5.13) 

5.3.3 Loss functions 

The proposed approach is a couple of our proposal generation module and the caption 

generation module. Thus, two types of loss functions (i.e., the proposal generation 

loss and caption generation loss) are involved for model training. 

Proposal generation loss. Following the settings in [19], all ground-truth proposals 

are first collected and grouped into K=128 clusters (i.e., anchors). We then associate 

each training sample Ṽ = {ṽ1, ṽ2, …, ṽT} with its ground-truth labels {𝑦𝑡}𝑗=1
𝑇 . Each 

yt is a K-dimensional vector with binary entries. If the value of the temporal 

Intersection-over-Union (tIoU) for the kth proposal with ground-truth is exceeded 0.5, 

𝑦𝑡
𝑘(𝑘 = 1,… , 𝐾) will be set to 1, otherwise, it will be set to 0. 

According to the parameter setting in [19], to balance negative and positive proposals, 

we introduced a weighted multi-label cross-entropy as the proposal generation loss 

ℒ𝑝. At time step t, for the given video V, the proposal generation loss ℒ𝑝 is: 
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ℒ𝑝(𝑐, 𝑡, 𝑉, 𝑦) = −∑ 𝑤0
𝑗
𝑦𝑡

𝑗
𝑙𝑜𝑔𝑐𝑡

𝑗
+ 𝑤𝑖

𝑗
(1 − 𝑦𝑡

𝑗
)𝑙𝑜𝑔(1 − 𝑐𝑡

𝑗
)𝐾

𝑗=1 ,  (5.14) 

where 𝑤0
𝑗
  and 𝑤1

𝑗
  are determined by the amount of negative and positive 

proposals, and 𝑐𝑡
𝑘 denotes the kth proposal’s prediction score at time step t. Both 

forward and backward losses are calculated in the same way. The results of the 

forward and backward losses will be added together for jointly training our proposal 

generation module. Thus, by averaging all time steps, ℒ𝑝 is then calculated. 

Caption generation loss. For the proposed caption generation module, only the 

proposals that have high tIoU value (>0.8) with ground-truths can be used for 

training. For a sentence with M words, the caption generation loss ℒ𝑐 is defined as 

the sum of the negative log-likelihood of accurate words based on the setting in [25]: 

ℒ𝑐(𝑃) = −∑ 𝑙𝑜𝑔 (𝑝(𝑤𝑗))
𝑀
𝑗=1 ,      (5.15) 

where wj is the jth word of a ground-truth sentence. Thus, ℒ𝑐 can be calculated by 

averaging all proposals’ caption generation loss ℒ𝑐(𝑃). 

Total loss. In this chapter, the total loss of the proposed approach can be calculated 

by using both proposal generation loss and caption generation loss: 

ℒ = 𝜆ℒ𝑝 + ℒ𝑐(𝑃),       (5.16) 

where λ is utilized to balance the contributions between the proposal generation loss 

and caption generation loss. We simply set it to 0.5. 

5.4 Experiments 

In this section, we train and test the proposed Bidirectional RRNN approach for 

dense video captioning. Section 5.4.1 introduces dataset and our experimental 

settings. Section 5.4.2 presents and discusses our experimental results. 

5.4.1 Dataset and experimental setting 
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To verify the effectiveness of the proposed Bidirectional RRNN approach, we train 

and test the proposed approach on the ActivityNet Captions dataset [1]. Several 

popular evaluation metrics including METEOR [26], BLEU-4 [27], ROUGE-L [28], 

and CIDEr [29] with the codes released on the Microsoft COCO evaluation server 

[30] are used to evaluate the accuracy of the generated dense captions. 

ActivityNet Captions. ActivityNet Captions [1] is a dense video captioning dataset 

that is created on ActivityNet v1.3 [16]. It contains 20,000 YouTube untrimmed 

videos from the real world. The average length of these videos is 120 seconds. Most 

videos contain more than three annotated video events, which are labeled with 

corresponding start/end times and human-written descriptive sentences. The length 

of these sentences is 13.5 words on average.  

METEOR. METEOR is a popular evaluation metric that has been widely used to 

measure the similarity between sentences. METEOR has been shown to produce the 

closest results to human judgments when only a few sentence references are given 

[28].  

Following the setting in [6], when describing the top 1000 proposals for each video, 

the METEOR scores are averaged at tIoU thresholds of 0.3, 0.5, 0.7, and 0.9 to 

measure the proposed dense video captioning approach. In addition, the BLEU, 

CIDEr-D, and Rouge-L scores are also calculated for comparison. 

Hardware and Software Environment. The experiments are executed on a deep 

learning workstation with four GTX 1080 Ti GPUs, 128GB RAM, and Intel Core i9 

CPU. The proposed approach is implemented by Python with the DeepMind Sonnet 

library [http://github.com/deepmind/sonnet], which is a deep learning library built 

on top of TensorFlow [31]. 

Reference approaches. We compared the experimental results of the proposed 

approach with the following reference approaches: 

 Bi-SST + H [6]: In this approach, Bi-SST was used to generate proposals, and 

the hidden states of both directions corresponding to the proposals were 

concatenated to represent an event for dense caption generation. 

 Bi-SST + E [6]: In this approach, Bi-SST was used to generate proposals, and 

the hidden states corresponding to the proposals were mean pooled to represent 

an event for dense caption generation. 
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 H-RNN [5]: This approach generated dense captions from videos by using two 

RNNs, in which one RNN was utilized to generate individual sentences, while 

the other one was utilized to sequentially initialize hidden states for generating 

the next sentence. 

 Krishna et al. [1]: This approach generated dense video captions by using DAP 

for proposal generation and an LSTM network for caption generation. 

 Wang et al. [6]: This approach used a Bi-SST for generating generate event 

proposals, and the bidirectional hidden states corresponding to the proposals 

were integrated with video clip features for generating dense captions. 

 Li et al. [18]: This approach unified the temporal localization and sentence 

generation of event proposals based on the developed descriptiveness regression 

for dense video captioning. 

 Mun et al. [32]: This approach simulated temporal dependency between events 

in a video explicitly, and used linguistic and visual context from the previous 

events to perform coherent dense video captions. 

 Iashin et al. [33]: This approach was based on a transformer architecture that 

encoded the feature representation of each modality (e.g., audio, speech, and 

visual modalities) for a specific event proposal and produces video captions 

using the information from these modalities. 

5.4.2 Experimental results 

In this chapter, the numbers of videos in the training set, validation set, and test set 

are 10024, 4926, and 5044, respectively. All ground-truth annotations will be 

retained for competition. We reported METEOR, BLEU, ROUGE-L, and CIDEr-D 

scores for evaluating the performance of different dense video captioning approaches 

in Table 5.1.  

Table 5.1 reports the results of the proposed approach and reference approaches on 

the ActivityNet Captions dataset. Several popular evaluation metrics, including 

METEOR, BLEU, ROUGE-L, and CIDEr-D, are used to evaluate the quality of the 

generated dense captions. Since dense video captioning is a task that aims to describe 

all events in a video rather than retell the ground-truth captions, and the METEOR 
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score is highly consistent with human judgments with a few reference sentences, the 

METEOR score is more important than the others. Thus, this chapter mainly refers 

to the METEOR scores for comparison. Detailly, only one reference sentence is 

involved in this chapter. The experimental results show that our approach with the 

highest METEOR score outperforms other reference approaches. 

Table 5.1. Experimental results of different dense video captioning approaches on 

the ActivityNet Captions dataset. 

Approaches METEOR ROUGE-L CIDEr-D 

Bi-SST + H [6] 8.35 17.56 8.17 

Bi-SST + E [6] 8.36 17.96 9.13 

GT proposals + H-RNN [5] 8.02 - 20.18 

learnt proposals + captioning  

module [1] 
4.82 - 17.29 

Bi-SST + captioning module [6] 9.60 19.10 12.68 

Learnt proposals + DVC [18] 6.93 12.61 - 

Learnt proposals + SDVC [32] 8.82 - 30.68 

Learnt proposals + MDVC [33] 7.31 - - 

Our approach 10.50 18.95 13.04 

 

Approaches BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Bi-SST + H [6] 17.25 6.48 2.68 1.20 

Bi-SST + E [6] 17.51 7.17 3.08 1.32 

GT proposals + H-RNN [5] 19.46 8.78 4.34 2.53 

learnt proposals + captioning 

module [1] 
17.95 7.69 3.86 2.20 

Bi-SST + captioning module [6] 18.99 8.84 4.41 2.30 

Learnt proposals + DVC [18] 12.22 5.72 2.27 0.73 

Learnt proposals + SDVC [32] 17.92 7.99 2.94 0.93 

Learnt proposals + MDVC [33] - - 2.60 1.07 

Our approach 19.50 8.78 4.51 2.73 

Compared with the results of the first two reference approaches (i.e., Bi-SST + H 

and Bi-SST + E), we can find that all evaluation scores can be improved by applying 

attention mechanisms instead of mean pooling for dynamically fusing video clip 

features and context vectors. This is because our approach can generate semantic-

related words by paying more attention to visual features at each decoding time step. 
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 GT Ours 

 

A lady discusses and folds a towel. A woman is talking to the 

camera. 

 

The lady washes her face with a 

powder from a box. 

A woman washes her face 

and wipes her face with 

something. 

 

The lady rinses her face and use a 

towel to dry up. 

A woman dry her face with 

a towel. 

 

Two girls are seen waving to the 

camera while one holds up a drink 

and the other plays with her hair. 

Two girls are waving to the 

camera and talking to the 

camera. 

 

The girls walk around a bit 

followed by drinking out of a glass 

and making funny faces to the 

camera. 

Two girls are walking 

around the camera and 

drinking in front of the 

camera. 

 

A man is playing cymbals under a 

bright light on a stage. 

A man is drumming on the 

stage. 

 

He is joined by a woman on a bass 

drum. 

Another person joins the 

man to play drums. 

 

Then they are joined by other 

drummers, and a man on a huge 

set in the background. 

A group of people go on the 

stage to play drums. 

 

Lights flash as they perform in 

unison. 

A group of people are 

drumming on the stage. 

Figure 5.3. Qualitative examples of dense video captions generated by our approach. 

Compared with the result of other state-of-the-art approaches, our proposed approach 

leverages the strength of RRNNs in temporal context extraction and relational 

reasoning to improve all evaluation scores. Therefore, our approach allows the 
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interactions (i.e., fusion and reasoning) between past and future context information 

and the interactions between historical information across the video sequence. Figure 

5.3 shows qualitative examples of dense video captions generated by our approach. 

We compared the generated results with the ground truths (GT).  

In summary, the proposed approach can capture all events in the video, reason the 

relationships between these events, and then generate a set of informative sentences 

to describe the video content. Experimental results demonstrate that the proposed 

approach is superior to the state-of-the-art approaches on the ActivityNet Captions 

dataset. 

5.5 Summary 

Dense video captioning aims to locate and describe all events in a video to generate 

a set of sentences describing the video content. This emerging task in the field of 

digital video processing can be used to solve real-world problems, such as explaining 

a movie plot to the blind. Currently, various dense video captioning approaches have 

been developed. However, dense captions generated by these approaches are still not 

comparable to human descriptions. 

This chapter proposes a novel Bidirectional Relational Recurrent Neural Network 

(Bidirectional RRNN) for dense video captioning, which takes advantage of context 

information to improve the quality of dense captions. The proposed approach collects 

and reasons temporal context information using a relational memory core, and thus 

can capture all events in the video, reason the relationships between these events, 

and then generate a set of informative sentences to describe the video content. 

We test the proposed approach on the ActivityNet Captions dataset. Experimental 

results demonstrate that the proposed approach is superior to the state-of-the-art 

approaches. Our research verifies the effectiveness of the context information for 

generating high-quality dense video captions. 

The proposed approach also can be improved. For example, we simply use 

multiplication for context fusion rather than developing a new fusion strategy. For 

future work, we intend to develop better dense video captioning approaches and 

more appropriate context fusion strategies for dense caption generation. We will also 

explore how to use other information such as audio and semantic information in 

generating dense video captions. In addition, we intend to apply dense video 
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captioning to a wider application field for solving real-world problems. 
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Chapter 6 Summary and future works 

This chapter is the final chapter of this thesis. We firstly summarize each chapter and 

highlights the major contributions of this thesis in Section 6.1. Then the future works 

of this thesis are discussed in Section 6.2 for continuous research. 

6.1 Research overview and summary 

Multimedia data processing is a blooming and fast-growing research field, which 

covers a vast of diverse sub-fields and real-world applications. Digital audio 

processing and digital video processing are two important subfields of multimedia 

data processing. In this thesis, four novel approaches are proposed to address two 

key issues in multimedia data processing, i.e., (i) how to reduce the annotation costs 

of sound event classification/tagging, and (ii) how to improve the quality of video 

captions. Each proposed approach is presented specifically in the corresponding 

chapter. 

Chapter 2 proposes a Gabor dictionary-based active learning (DBAL) approach for 

semi-supervised sound event classification, which addresses the issue of how to 

reduce the annotation costs of sound event classification/tagging. The proposed 

approach utilizes a Gabor dictionary for sound feature extraction. Then an active 

learning mechanism is used to select sound segments to be tagged with their true 

labels or predicted labels. After that, a sound event classifier can be trained using 

these recordings with their true or predicted labels, and the accuracy of the classifier 

is used to evaluate the performance of DBAL. Experimental results show that DBAL 

achieves comparable classification accuracy but requires fewer annotation costs 

compared with other existing semi-automatic sound event classification approaches. 

To deal with the same issue, Chapter 3 further proposes a learnt dictionary-based 

active learning (LDAL) approach for semi-supervised sound event tagging. 

Compared with DBAL, LDAL utilizes a K-SVD learnt dictionary to replace the 

Gabor dictionary for sound feature extraction. Both LDAL and DBAL use the same 

way for actively labeling and sound event classification. Then the tagging accuracy 

and annotation cost are used to measure the performance of LDAL. We test LDAL 

on two public urban sound datasets. Experimental results show that LDAL achieves 

higher tagging accuracy but requires much fewer annotation costs than other 
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reference approaches.  

Chapter 4 proposes a novel attention-based dual learning (ADL) approach for video 

captioning, which addresses the issue of how to improve the quality of video captions. 

Specifically, ADL consists of two modules: a caption generation module and a video 

reconstruction module. The encoder-decoder-reconstructer structure conducted by 

the two modules allows ADL to leverage the information from both raw videos and 

generated captions for video caption generation. Moreover, a multi-head attention 

mechanism is utilized in both two modules, helping the two modules focus on the 

most effective information in raw videos and generated captions, and a dual learning 

mechanism is used to fine-tune the two modules. Thus, ADL can minimize the 

semantic gap between raw videos and generated captions by minimizing the 

differences between the reproduced and raw videos. Experimental results on 

benchmark datasets demonstrated that ADL can generate high-quality video captions. 

To deal with the same issue, Chapter 5 further proposes a novel bidirectional 

relational recurrent neural network (Bidirectional RRNN) for dense video captioning. 

Different from ADL, which is used to generate a single-sentence caption to describe 

the main content of a video, Bidirectional RRNN can generate dense video captions 

(i.e., a set of sentences) for the video containing multiple video events. In 

Bidirectional RRNN, a bidirectional RRNN encoder is used to obtain the local and 

global context information of a target event. Thus, the proposed approach can capture 

all events in videos, reason the relationships between these events, and then generate 

a set of informative sentences to describe video contents. Experimental results 

demonstrate that the proposed approach is superior to the state-of-the-art approaches 

on the ActivityNet Captions dataset. 

In summary, this thesis proposes four effective approaches for processing multimedia 

data, which address two key issues in multimedia data processing, i.e., (i) how to 

reduce the annotation costs of sound event classification/tagging, and (ii) how to 

improve the quality of video captions. Experimental results show that our approaches 

outperform the state-of-the-art approaches. 

6.2 Future work 

This thesis proposes four effective approaches for multimedia data processing. 

However, the potential of these developed approaches has not been fully explored. 

In this section, several research directions are discussed to extend the potential of 
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these approaches. 

The first research direction is the neural architecture search (NAS), which aims to 

automatically search for optimal neural architectures for different deep neural 

network-based tasks [1]. Recently, NAS-based neural architectures have 

outperformed manually designed neural architectures on some simple tasks such as 

image classification and semantic segmentation [1-6]. In this thesis, the approaches 

proposed in Chapters 4 and 5 are based on manually designed deep neural network 

architectures. Therefore, the first future research direction is how to use existing 

NAS approaches or develop new NAS approaches to optimize the neural architecture 

of video captioning approaches. 

The second research direction is multimodal learning-based video captioning, which 

aims to build models that can relate and process information from multiple 

modalities in a video, such as audio, frame, and motion modalities, for caption 

generation [7]. Multimodal learning-based video captioning approaches can capture 

the correspondence between different modalities and provide the possibility of an in-

depth understanding of the video content. In this thesis, the approaches proposed in 

Chapters 2 and 3 are related to sound data processing, and the approaches proposed 

in Chapters 4 and 5 are related to sequence learning-based video captioning. 

Therefore, the second future research direction is how to develop multimodal 

learning-based approaches for video captioning, which can integrate information 

from different modalities in videos for caption generation. The four new approaches 

proposed in this thesis will be a help to the exploration in this direction. 

In summary, the approaches proposed in this thesis can be further extended to many 

research directions. For future work, we intend to develop new NAS approaches to 

optimize the neural architectures for video captioning. We will also explore how to 

integrate multimodal information in videos for video caption generation. In addition, 

we intend to apply video captioning approaches to a wider application field for 

solving real-world problems. 
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