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Abstract 

This thesis reports on a study of underground fluid flow and boiling processes which 

take place in hydrothermal eruptions. A conceptual model is presented for the eruptive 

process and a laboratory scale physical model confirming the effectiveness of this process 

is described. A mathematical formulation of the underground flow problem is given for 

two fluid flow regimes: two-phase homogeneous mixture (HM) flow and separable two­

phase (SP) flow. Solutions to the system of equations obtained are solved under the 

simplifying assumptions of two-dimensional steady isothermal flow and transient non­

isothermal horizontal flow. The main contribution of the study on steady isothermal 

flows is a description of how the ground flow may recover following a hydrothermal 

eruption. A numerical technique developed for plotting the streamlines in this case (and 

verified against analytic results) may also have applications in solving the steady non­

isothermal flow problem. The main contribution of the study on the transient horizontal 

flow problem is a comparison of the differing predictions of HM and SP flow. The 

rate at which a boiling front progresses through a porous medium and the degree of 

boiling which occurs is described for each fluid flow regime. A set of horizontal physical 

experiments and numerical simulations have also been carried out for comparison with 

the mathematical model. Qualitative results for these three models agree. Suggestions 

given for improvements to the design of the physical experiment provide a basis for future 

study into the type of flow which occurs in hydrothermal eruptions. 
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Nomenclature 

All constants and variables used in this thesis are defined when they first appear in the 

text. Commonly used notation is summarized here. Units are as given below unless 

otherwise stated within the text. 

Roman 
Ae 
Am 
c 

CF 

g, g 
h 
k 

r 

S 
t 

energy per unit volume of formation, Jm-3 

fluid mass per unit volume of formation, kg m-3 

heat capacity, Jkg-1 K-1 

Forchheimer coefficient, dimensionless 

unit vectors in the r, () directions respectively, dimensionless 

acceleration due to gravity, ms-2 

specific enthalpy, Jkg- 1 

permeability, m2 

relative permeability of the gas, liquid phases respectively, dimensionless 

thermal conductivity, Wm-1 K-1 

pressure, Pa 
energy flux per unit area, Jm-2s-1 
mass flux per unit area, kg m-2s-1 

radial coordinate, m 

liquid saturation, dimensionless 

time, s 

VB 



T 

u 
u 
v 

w 

x 

z 

Greek 

'T7 = xlVi 
e 

/-L 

v = /-LIp 

p 

¢ 
<I> 

Subscripts 

f 
f 

r 

v 

t 

x 

Superscripts 
I /I 

temperature, K 

specific internal energy, Jkg-1 

pore-averaged velocity, ms-1 

volume flux per unit area (Darcy velocity) , ms-1 

phase-averaged velocity, ms- 1 

horizontal coordinate, m 

vertical coordinate, m 

similarity variable, ms-1 /2 

angular coordinate, radians 

dynamic viscosity, kg m-1s-1  

kinematic viscosity, m2s-1 

density, kg m-3 

porosity, dimensionless 

velocity potential function, units dependent on coordinate system 

specific mass flux potential function, units dependent on coordinate system 

velocity stream function, units dependent on coordinate system 

specific mass flux stream function, units dependent on coordinate system 

fluid mixture 

condition placed on the boundary 'T7 = 0 in the 

numerical experiment described in Section 5.2 

condition placed on the boundary 'T7 -T 00 in the 

numerical experiment described in Section 5.2 

liquid phase 

rock matrix 

vapour phase 

partial derivative with respect to time t 

partial derivative with respect to horizontal distance x 

first and second derivatives with respect to similarity variable 'T7 

Vlll 
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CHAPT E R  1 

Introd uction 

Hydrothermal eruptions are violent events driven by the expansion of hydrothermal fluids. 

Without warning, they eject large volumes of rock particles mixed with liquid water, 

water vapour and other gases. (See Figure 1 . 1 . )  They last from minutes to several 

hours over which time showers of ejecta are thrust intermittently to varying heights and 

thrown over areas which may be anywhere from a few square metres to as large as 12 km2 • 

Material is ejected from depths of up to 450 m. This event alters the surroundings of the 

area in question, leaving craters ranging from 2 to 500 m across. (See Figures 1 .2  and 

1 .3 ) .  Trees may be felled and surrounding foliage scorched. People have been injured or 

killed and property damaged. 

Though rare temporally, hydrothermal eruptions have occurred around the world and 

they are typical features of many geothermal fields in New Zealand. Figure 1 .4 illustrates 

some areas in which hydrothermal eruptions have occurred while Figure 1 .5  details sites 

of hydrothermal eruptions in the North Island of New Zealand. 

Hydrothermal eruptions have been naturally occurring phenomena in the history 

of many geothermal systems. However, the effects of exploitation of geothermal fields 

for energy production induce changes in the pressures and temperatures in near-surface 

regions where risks to life as well as engineering structures are increased in an as yet 

unquantified way. The sites of recent hydrothermal eruptions such as Craters of the 

Moon, Waimangu and Waiotapu are now also common tourist sites. In order to reduce 

the risks to life and property, the problem of understanding this hazard phenomenon 

becomes an important one. The more we learn about these events through the application 

of modelling techniques, the better any assessment of the risks. 

The development of a complete mathematical model of the hydrothermal eruption 

process is beyond the scope of this thesis. This thesis aims, instead, to add to the 

1 



2 Introduction 

Figure 1 . 1 :  Hydrothermal eruption which occurred at Craters of the Moon, Karapiti 
Thermal Area ofWairakei Geothermal Field, New Zealand on April 17, 1989. Photograph 
taken by Craig Pot ton (Potton and Woods 1990) .  
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Figure 1 .2 :  Hydrothermal eruption crater, Craters of the Moon, Karapiti Thermal Area, 
Wairakei Geothermal Field, New Zealand. Site from which the hydrothermal eruption 
pictured in Figure 1 . 1  occurred as well as at least five other eruptions before it. 

Figure 1 .3: Overhead view of hydrothermal eruption crater, Craters of the Moon, Kara­
piti Thermal Area, Wairakei Geothermal Field, New Zealand. View inside crater is shown 
in Figure 1 .2. 



4 Introduction 

Figure 1 .4 :  Map illustrating some areas in which hydrothermal eruptions have occurred 
around the world. Some specific sites of hydrothermal eruptions are listed in Tables 1 . 1  
and 1 .2 . A more comprehensive list of hydrothermal eruption sites may b e  found in 
Browne and Lawless ( in press) . 
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Figure 1 .5: Map illustrating sites of New Zealand hydrothermal eruptions. Adapted from 
Collar ( 1 985) . 



6 Introduction 

understanding of the underground flow processes involved, in particular to the transient 

boiling processes in porous media which drive the eruption. A conceptual model for 

hydrothermal eruptions is put forward which describes the progression of a boiling front 

as it moves through the porous medium. Physical and numerical experiments have been 

carried out to investigate the behavior of these fronts. In previous mathematical models, 

the assumption that the underground fluid involved flows as a single homogeneous (two­

phase) mixture was made. In this thesis, an examination of the differences between 

the progression of the front under the assumptions of homogeneous (two-phase) mixture 

flow and separable two-phase flow is given. An investigation of the isothermal case is 

also provided, giving some insight into the possible recharge of the system following an 

eruption. 

1.1 Background 

Of the multitude of eruptions which have played a role in the shaping of the earth, most 

can be classified into one of the following three types of eruptive processes: magmatic, 

phreato-magmatic or steam-blast. Magmatic eruptions are ventings due to depressur­

ization of molten rock which contains water and gases in varying concentrations. In 

contrast, phreato-magmatic eruptions eventuate when rising magma comes into contact 

with large amounts of groundwater or sea-water. The term steam-blast eruption is used 

to describe a variety of eruptive types whose common factor is that they do not expel 

juvenile rock. 

Many names and types of steam-blast eruptions have been discussed in the literature. 

They have been classified in terms of the types of erupting fluid, the initial temperatures 

of erupting fluid, the amount of solid debris ejected and the cause of eruption. As each 

of these factors is not always clear, a rigid classification of eruptive types may not be 

possible. An attempt is made, however, in Figure 1 .6, to give a general distinction 

between the different kinds of steam-blast eruptions. 

The driving fluid of non-juvenile eruptions is either gas or heated groundwater. If it 

is gas, or superheated water vapour at initial temperatures approaching magmatic, the 

eruption is called a gas eruption. The eruption of exsolved gas and solid debris on the 

Mount St Helens lava dome in 1983 is an example of a gas eruption (Mastin 1995) .  If 

the driving fluid is heated groundwater which is predominantly meteoric in origin, the 

eruption is termed phreatic. 

One type of phreatic eruption is the mixing eruption. These are caused by the mixing 

of groundwater with hot rock. They may occur when large amounts of groundwater flow 

into a collapsed eruptive conduit. This was the case at Halemaumau crater, Kiluea 
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Types of Eruptions 
Magmatic Phreato-magmatic 

Boiling-point 

Hydrothennal Geyser 

Mud-volcano 

Steam-blast 

Mixing 

Secondary 
Hydro-eruptions 
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Figure 1 .6 :  Chart of eruptive types. A general classification of steam-blast eruptive types 
is given. 

Volcano, Hawaii in 1924, when large amounts of groundwater flowed into the crater 

following the drainage of a lava lake. The mixing of this water with hot country rock 

caused up to thirteen eruptions a day over a period of eighteen days (Mastin 1995) . 

Mixing eruptions may also occur when erupted volcanic debris comes into contact with 

ground or surface water. These rootless eruptions are known as secondary hydroeruptions 

(Mastin 1995) .  Several such eruptions took place in Alaska following the volcanic eruption 

of Novarupta in 1912 .  In this case, a blanket of hot ash several metres deep was thrown 

over the surrounding valley, sealing in water from creeks and glacial streams. Over the 

next several years, this water resurfaced through vents as superheated steam in the form 

of secondary hydroeruptions, fumaroles and mud pools. (See Figure 1 .7 . )  During this 

time the area was renamed the Valley of 10,000 Smokes (NGT 1994) . 

Another type of steam-blast eruption is the boiling-point eruption. These are driven 

by water which is liquid, or two-phase with high liquid saturation, initially at boiling­

point temperatures. Unlike mixing eruptions, these eruptions are in-situ. Hydrothermal 

eruptions and geysers are both boiling-point eruptions. 

The term hydrothermal eruption is used to imply fluids from a pre-existing hydrother­

mal system are involved. They are driven by the expansion of hydrothermal fluids to 

atmospheric pressure (Lloyd 1959) . They are distinct from geysers in that they are not 

cyclic and eject relatively large amounts of non-juvenile rock. Other names which have 
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Figure 1 .7:  Secondary hydro eruptions in the Valley of Ten Thousand Smokes, Alaska, 
USA. Video stills taken from National Geographic Television (NGT 1994) .  
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Figure 1 .8 :  Eruption of the Waimangu Geyser, Waimangu, New Zealand in March 1903. 
Photograph taken by C. Shepherd (Shepherd 1903) .  

been used in the literature to describe such events include hydrothermal explosion and 

phreatic eruption. There are eruptions, such as mixing eruptions, which are phreatic but 

not hydrothermal; hence the term hydrothermal is more specific. The term eruption is 

used here instead of explosion in recognition of the fact that a hydrothermal eruption 

is an ongoing process, lasting from minutes to several hours, as opposed to a process in 

which material is thrown out in one large "explosion" as is the case in certain chemical 

or nuclear reactions. Mud-volcanoes, as described by White ( 1955), are one type of hy­

drothermal eruption. They expel a muddy mixture of steam, gas and fine solid debris. 

They may have been mud pools before or after eruption, but this is not necessary. 

Geysers are hot-water eruptions in which steam and boiling water are expelled period­

ically. Unlike most other types of steam-blast eruptions, they do not eject any significant 

amount of solid debris. Models of these have been well studied and can be found in, for 

example, Anderson et al. ( 1978) and Dowden et al. ( 1991 ) .  A history of geyser theory 

including descriptions of several geyser models is presented in Luketina ( 1995) .  

As stated at the beginning of this section, i t  i s  not always clear where certain eruptions 

fit into the scheme illustrated in Figure 1 .6 .  One such example is the Waimangu Geyser. 

This vent erupted periodically, in a 36-hour cycle, between 1900 and 1904. The periodicity 

of its eruption is typical of a geyser. However, it ejected large amounts of solid debris 

to heights of up to 450 m. (See Figure 1.8.) This would be more characteristic of a 
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hydrothermal eruption. 

1.2 Previous work 

The process of trying to model hydrothermal eruptions is a difficult one. Precursors 

for such events are unknown, making it impossible to know when and where the next 

one might occur. Consequently, few hydrothermal eruptions have been observed directly, 

making for a lack of insight due to close observation. Because of this, and the fact that 

many such eruptions are prehistoric, most have been studied only after the fact, and many 

have been studied hundreds or even thousands of years later. Written documentation 

describing particular hydrothermal events is rare. Thanks to Scott and Cody ( 1 982), 

Allis ( 1 983) , Lloyd and Kearn ( 1 974) and Bruno et al. ( 1992) , however, we do have a few 

well-documented recent cases. The rarity of the occurrence of hydrothermal eruptions 

also makes data collection and documentation of the events difficult. Because of these 

limiting factors, many assumptions about the eruptive process must be made. The fields 

of geology, geophysics, geochemistry, thermodynamics, and mathematics have provided 

some information about these eruptions, but there is still much that is to be determined. 

1 . 2.1 Models of prehistoric hydrothermal eruptions 

Many prehistoric eruptions were sizeable, leaving craters as large as 300 m in diameter, 

ejecting material from depths of up to 450 m, and depositing ejecta up to 40 m thick 

over areas as great as 12 km2. Sites of some prehistoric hydrothermal eruptions are given 

in Table 1 . 1 .  

One of the more substantial efforts on the modelling of prehistoric eruptions was 

tackled by Browne ( 1 986), Collar ( 1985) and Collar and Browne ( 1985) ; their reports 

summarize the hydrothermal eruption history of the Rotokawa Geothermal Field, New 

Zealand over the past 20,000 years. At least 8 hydrothermal eruptions were found to have 

occurred during that period, with the latest occurring about 3700 years ago. It is likely 

that there were more eruptions, but the deposits of those which occurred relatively close 

to one another in time may not be separated by a paleosol or tephra and hence may not 

be noticed as having come from separate events. Tephrochronology and carbon dating 

(of wood found in the deposits) were used to estimate the dates of various events. The 

texture and distribution of eruptive deposits is used to estimate possible vent locations. 

Areas in which the deposit is thicker and the fragments are larger, are assumed to be 

closer to the vent . However, it is noted that if the eruption has a preferred direction, or 

if significant amounts of erosion have occurred since the event, thickness of deposit may 

not be useful. In some cases the direction of felled trees may also indicate vent location. 
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Table 1 . 1 :  Examples of Prehistoric Hydrothermal Eruptions 

Location Reference 

Kawerau, NZ Nairn and Wiradiradja (1980) 

Mokai, NZ Collar (1985) 

Orakeikorako, NZ Lloyd (1972) 

Rotokawa, NZ Browne (1986), Collar (1985) 

Tikitere, NZ Espanola (1974) 

Upper Atiamuri, NZ Browne (1986) 

Waikite, NZ Collar (1985) 

Waiotapu, NZ Cross (1963), Hedenquist and Henley (1985) 

Whakarewarewa, NZ Collar (1985) 

Nisyros, Dodecanese, Greece Marini et al. (1993) 

Yellowstone National Park, Wyoming, USA Wold et al. (1977), Muffler et al. (1971) 

1 1  
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The size and the shape of the vents were examined. It is thought that some of the vents 

may be larger than 250 to 300 m in diameter and that their depths may be up to 450 m. 
The depths of the vents are determined by examining the types of ejecta. It is noted 

that these depths may in some cases be deceiving as it is possible for an eruption to 

re-eject earlier ejecta. Browne ( 1986) also gives a historical overview of occurrences of 

hydrothermal eruptions in New Zealand. 

1 . 2.2 Models of recent hydrothermal eruptions 

Recent hydrothermal eruptions may be classified as either natural or induced. Natural 

eruptions include those which are prehistoric and also those historic eruptions which occur 

in unexploited fields. Induced eruptions are those which occur due to the exploitation 

of a geothermal field. As induced eruptions occur in areas frequented by people, they 

are more likely to be witnessed, or the aftermath of the eruption seen soon after. Hence 

many of the well-documented recent eruptions are of this type. They tend to last from 

minutes to a few hours, leave craters under 60 m in diameter, and eject material from 

depths of under 20 m over areas less than 100 m from the vent. Table 1 .2 gives examples 

of sites of historic eruptions. 

Lloyd and Kearn (1974) , Allis ( 1983) , Scott and Cody (1982) and Bruno et al. ( 1992) 

give detailed descriptions of hydrothermal eruptions which have occurred in the last 

30 years. The settings for these eruptions are varied. Waimangu is a geothermal field 

recently reconfigured by the volcanic eruption of Tarawera; Craters of the Moon and Agua 

Shuca are fields which have undergone large changes in activity with the nearby extraction 

of water for geothermal power; Tauhara is an old geological field. The Trinity Terrace 

eruption occurred in a lake; the Craters of the Moon eruption occurred in the bottom 

of a pre-existing crater; the Agua Shuca and Taupo Pony Club eruptions did not occur 

in either. The Craters of the Moon, Taupo Pony Club, and Agua Shuca eruptions were 

induced, while the Trinity Terrace eruption was natural. However, despite the variety of 

settings, the eruptions described in the above articles have similar characteristics. Some 

details on the scale of these eruptions are provided below. Details taken from these 

reports on possible triggers for these eruptions, what an eruption looks like in progress, 

and on how the surrounding area appears immediately after an eruption, were used in 

forming the conceptual model described in Chapter 2 .  

In 1981 a hydrothermal eruption occurred near the Taupo Pony Club in the Tauhara 

Geothermal Field, New Zealand. Eyewitness accounts of the eruption indicate its column 

reached heights of over 100 m. A detailed study of the site by Scott and Cody ( 1982) 

determined that material was ejected from depths of between 15 to 20 m, forming a crater 
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Table 1 .2: Examples of Historic Hydrothermal Eruptions 

Location Type Reference 

Craters of the Moon, NZ Induced Allis ( 1979, 1983) 

Ngatarnariki, NZ Natural Brotheridge et al. (1995) 

Rotorua, NZ Induced NZHerald (2000), 
Dominion (2000) 

Tauhara, NZ Induced Scott and Cody (1982) 

Waimangu, NZ Natural Lloyd and Kearn ( 1974), 
Morgan ( 1917) 

Whakarewarewa, NZ Induced Browne ( 1986) 

Agua Shuca, Ahuachapan, EI Salvador Induced Bruno et al. (1992) 

Lake City Hot Springs, California, USA Natural White ( 1955) 

Imperial County, California, USA Natural White (1955) 

Nakano-Yu, Japan Induced Yuhara ( 1997) 

Nisyros, Dodecanese, Greece Natural Marini et al. ( 1993) 

Tiwi, Philippines Induced Grindley ( 1982) 

Washoe County, Nevada, USA Natural White ( 1955) 

Zunil, Guatemala Induced Goff and Goff (1997) 
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of area 1640 m2 with a maximum depth of 4.5 m. The volume of material ejected was 

approximately 6800 m3. Fine debris was distributed over an area 800 m from the vent 

while blocks greater than 1 .2 m in diameter were confined to within 20 m of the vent. 

Average velocities of ballistic ejecta were estimated to be around 90 ms-1 indicating 

ejecta was thrown to maximum heights of approximately 70 m. Vegetation within 80 m 

of the crater was totally buried, a row of young pine trees between 70 and 80 m from the 

vent were felled and fencing wire approximately 90 m from the crater was broken when 

struck by ballistic blocks. An absence of gypsum found in ejecta indicates temperatures 

for the erupted material were greater than 40°C while an absence of quartz formation 

implies temperatures were also less than 140°C. 

At least 20 hydrothermal eruptions have taken place at Craters of the Moon, Karapiti 

Thermal Area of Wairakei Geothermal Field, New Zealand in recent years (Allis 1 979; 

Allis 1983) . One such eruption in 1983 was witnessed and well-documented (Allis 1983) .  

It occurred from a crater in which at least four previous eruptions were known to have 

occurred, increasing the maximum depth of the crater from 10 to 15 m while leaving the 

area of the crater ( 1000 m2 ) approximately the same. The height of the eruption was 

witnessed to be between 50 and 100 m. Ejecta was thrown to heights of 35 to 60 m with 

an estimated vent velocity of 30 to 40 ms-1 .  Fine ejecta was thrown as far as 120 m from 

the vent, while coarse ejecta was thrown only as far as 50 m. The volume of material 

ejected was estimated to be between 1000 and 2000 m3 . 

The Waimangu Valley is another common site for hydrothermal eruptions in New 

Zealand. The Waimangu Geyser, as mentioned in Section 1 . 1, erupted several times 

between 1900 and 1904. Though periodic in nature, each eruption of the geyser had 

characteristics consistent with those of a hydrothermal eruption. The largest hydrother­

mal eruption in the Waimangu area occurred in 1917  in Echo Crater. It lasted for 3 

days (Lloyd and Kearn 1 965) forming new craters, which over the following year filled 

with warm water to form what is now Frying Pan Lake. Two people were killed in this 

eruption and a building 600 m from the vent was destroyed (Scott 1992). The best docu­

mented eruption at Waimangu is the Trinity Terrace eruption of 1973 (Lloyd and Kearn 

1974) . This eruption occurred through Frying Pan Lake at night and was not witnessed. 

Stream flow records from the Hot Water Creek gauging station show the effects of the 

eruption and indicate its duration was at least 15 minutes. Nearby vegetation was killed, 

scalded or stripped of foliage and a boardwalk located on the tourist path was destroyed. 

Investigations of the area by Lloyd and Kearn following the eruption show the area of 

Frying Pan Lake was increased by 285 ± 15 m2. The total volume of ejecta thrown was 

approximately 970 ± 150 m3, with 190 ± 20 m3 being thrown on land over an area of 

3000 m2 to a maximum thickness of 0.45 m. The depth of the eruption was estimated to 
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be less than 90  m and its height greater than 42.5 m. Examination of  ejecta indicated it 

was likely that some material erupted at temperatures exceeding 100°C. Ejected blocks 

as large as 0.3 m in diameter were common. 

Agua Shuca, in the Ahuachapan Geothermal Field, El Salvador has been a site of 

several mud-volcanoes as well as at least two other hydrothermal eruptions. One of these 

eruptions occurred in approximately 1868 and the other in 1990. Details of the 1990 

eruption are described in Bruno et al. ( 1992) .  This eruption threw 1600 m3 of ejecta 

over an area of 10, 000 m2, killing 25 people and injuring 15 .  Several nearby huts were 

also damaged or destroyed. The crater formed by the eruption was approximately 40 m 

in diameter and 5 m deep. 

Details of mud-volcanoes in the southwestern United States and Baja California are 

given in White ( 1955) .  The area of greatest activity described is Lake City Hot Springs 

where on March 1 and 2, 1951 four or five large mud-volcanoes (20 - 60 m diameter) as 

well as several smaller ones erupted concurrently. This event significantly altered an area 

of approximately 81, 000 m2 . Material was thrown to heights of over 1500 m and fine 

debris was found further than 7 km to the southeast. 

Other examples of recent hydrothermal eruptions include the eruption which occurred 

in the Zunil I Geothermal Field, Guatemala in 1991  and the recent eruptions in January, 

2000 in Rotorua. In both of these cases hot water features were covered with soil, 

resulting in eruption. In the Guatemalan eruption, a landslide buried a production well 

in the geothermal field. Hot liquid or two-phase water escaping from the well threw the 

newly-created overburden over the surrounding area (Goff and Goff 1997) . In Rotorua 

approximately two years after a mud pool had been filled in with soil, it erupted, ejecting 

boiling mud to heights of 13 m over an area with a radius of 5 m from the vent . The 

fence surrounding the pool was destroyed in the event (NZHerald 2000) .  Housing which 

had existed within the area hit by boiling mud had just been removed a couple of years 

earlier due to the eruption of a rogue geyser. With this latest eruption, residents of 

nearby houses were fearful for the safety of their property. This eruption was followed 

within a week by another eruption only metres away; this second eruption lasted for 

approximately 15 minutes (Dominion 2000) . 

Examples of many of the hydrothermal eruptions which have occurred, prehistoric 

and historic, including those listed above and some which are likely phreato-magmatic 

in origin, are given in a summary paper by Browne and Lawless ( in press) . 
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1.2.3 Mathematical models of hydrothermal eruptions 

To date, there are two different approaches to the mathematical modelling of hydrother­

mal eruptions. One approach (Mastin 1995) uses estimates of the energy available and 

released in such events to provide magnitudes of the mass of material moved and spatial 

distribution of the debris. The other approach (Bercich and McKibbin 1992; McKibbin 

1990, 1996) is a more mechanistic approach using local conservation laws to model the 

way a particular eruption might proceed. 

In Mastin's ( 1995) approach, thermodynamic concepts are used to estimate the me­

chanical energy released during an eruption as well as the final temperature, mass fraction 

of steam, and maximum theoretical velocities of ejecta. He concludes that the higher the 

mass fraction of rock in the erupting water frock mixture, the greater the percentage of 

liquid water converted to steam, and the higher the final temperatures of the ejecta. On 

the other hand, the lower the mass fraction of rock in the erupting water f rock mixture, 

the higher the energy release, and the higher the maximum theoretical velocities. 

If the mass fraction of rock is less than 0.95, the maximum theoretical velocities 

calculated by Mastin ( 1995) are higher than has ever been observed. Reasons given for 

why this may be the case are as follows. During an eruption, much of the solid debris 

is ejected early on in the process. The fluid ejected towards the end is nearly free of 

solid debris. Velocities have usually been calculated from ballistic fragments and would 

therefore better describe the velocity of the fluid towards the beginning of the eruption 

than at the end. Choked flow and frictional flow may also be responsible for differences 

in observed and theoretical maximum velocities. 

McKibbin ( 1990, 1996) and Bercich and McKibbin ( 1992) ,  describe one-dimensional 

vertical models of near-surface fluid escaping to atmospheric conditions. The resultant 

depressurization allows the fluid below to boil. A boiling front moves down into the 

formation while solid material is ejected from the erosion surface. These models focus 

on the underground movement of the boiling fluid rather than the above-ground flight 

of ejected material. In each model, the process is modelled as quasi-steady (that is, it is 

assumed that the eruption is already in progress. ) 

In McKibbin ( 1990) and Bercich and McKibbin ( 1 992) the fluid is assumed to be 

two-phase water which, due to the rapidity of the flow, flows as a single homogeneous 

mixture. The first model (McKibbin 1990) assumes the simple Darcy's Law holds and 

that the erosion of the surface and flashing front move downwards at the same constant 

speed. Under these assumptions, it was concluded that the progression of the boiling 

front would be slower in reservoirs with higher liquid saturations. The effect of this 

would be eruptions of longer duration. It was also determined that the thickness of the 
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boiling zone was approximately inversely proportional to the speed of the boiling front . 

In Bereich and McKibbin (1992) , the motion of the flashing front and the erosion sur­

face, and the distance between them, was examined. It was found that both the eroding 

surface and boiling front decelerate with time; however, in contrast to the assumption of 

the first model by McKibbin, this model determined that the eroding surface slows down 

at a faster rate than the boiling front. In other words, the thickness of the boiling zone 

increases with time. The thickness of this zone was also shown to be affected by varying 

cohesive rock stresses; an increase in cohesion gave a thinner boiling zone. Bercich and 

McKibbin also investigated the effects of adding a non-linear drag term (the Forchheimer 

term) to the conservation of momentum equation. Results showed that for permeabili­

ties of 1 x 10-12 m2 (� 1 Darcy) or less, the effects of the term were negligible and the 

simple Darcy'S Law provided good approximations. However, for larger permeabilities 

the Forchheimer term should be used. 

In McKibbin (1996) the effects of the geothermal fluid containing significant amounts 

of non-condensable gas (in particular C02) were considered. While it was shown that the 

presence of C02 affected fluid properties most in systems with low liquid saturation, the 

speed of the boiling zone was also reduced most in these regions. While the initial tem­

perature at which the erupting fluid will begin to boil is affected by the non-condensable 

gas content, McKibbin concluded that further work was needed to determine whether or 

not the likelihood of hydrothermal eruption in a liquid-dominated system was increased 

by the presence of moderate amounts of non-condensable gases. 

1.3 This work - an outline 

Each of the publications described in Section 1.2 adds new insight into the problem of 

modelling hydrothermal eruptions. A "complete" hydrothermal eruption flow model, 

however, is a distant goal and beyond the scope of this thesis. The objective of this 

work is to help further the understanding of the underground flow and boiling processes 

involved in hydrothermal eruptions. Ideas presented in previous modelling experiences 

are synthesized to form a conceptual model which is then used to formulate a mathemat­

ical model for the problem. The mathematical model is solved under various simplifying 

assumptions. Results obtained in some cases are compared to physical experiments and 

numerical simulations using a groundwater flow and heat transport simulator. 

The conceptual model used in this thesis is formed in Chapter 2. It describes a 

downward moving boiling front which is initiated by a pressure reduction at the surface. 

A laboratory model of a hydrothermal eruption has been constructed . Observations 

from the laboratory experiment provide qualitative results which support the conceptual 
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model and the proposed triggering mechanism. 

Chapter 3 formulates the problem of modelling the underground boiling processes 

in hydrothermal eruptions using the principles of conservation of mass, momentum and 

energy. The conservation equations and boundary conditions describing the flow in a 

hydrothermal eruption are outlined. Two flow models based on differing assumptions 

about the fluid flow regime are described. In the first model, it is assumed that the 

fluid is moving so rapidly that separable two-phase flow does not have time to eventuate 

and the flow is modelled as a single homogeneous mixture. In the second model, the 

two-phases are modelled as flowing separately. 

Methods for solving the system of equations detailed in Chapter 3 are investigated 

in Chapter 4 for the (simpler) steady isothermal flow case. Results are given for three 

different geometrical configurations, and, in each case, the flow is quantified. While in a 

hydrothermal eruption full steady-state flow will not be established, solutions obtained 

from this isothermal case provide insights into the origin of hydrothermal eruption fluid 

and into the recharge of the system following an eruption. For two of the three cases 

studied, numerical solutions were also compared to analytic results and excellent agree­

ment was obtained. The numerical method used for plotting streamlines in these cases, 

may eventually prove to be a useful tool in solving the non-isothermal case. Comparisons 

of numerical results to calculations from a groundwater flow simulation also suggest the 

possibility of the usefulness of simulators for further investigation into the non-isothermal 

case. 

In Chapter 5, the process which drives the hydrothermal eruption, the boiling of wa­

ter, is studied. The behavior of a "boiling front" as it moves through the porous medium 

is investigated through both numerical and physical experiments. Under the assumption 

that the flow is in one horizontal dimension and that the porous medium is semi-infinite 

in length, a solution to the system of equations outlined in Chapter 3 is presented. Some 

of the algebraic details of the derivation of the conservation equations used for solution in 

this horizontal case are given in Appendix A. A set of simple correlations describing the 

thermodynamic properties of the liquid and vapour phases needed for solution over the 

temperature and saturated pressure ranges of interest were determined and are given in 

Appendix B. Results of calculated solutions provide insight into the implications of mak­

ing either the assumption of homogeneous mixture flow [made in the models described by 

McKibbin ( 1 990, 1 996) and Bercich and McKibbin ( 1 992)] or the assumption of separable 

phase flow [generally made in geothermal reservoir modelling and used in numerical sim­

ulators such as HYDROTHERM (Hayba and Ingebritsen 1994) and TOUGH2 (Pruess 

1991 ) ] .  A set of laboratory experiments have been carried out for comparison with results 

from our numerical models. While qualitative results for these models are similar, more 
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investigation is needed to obtain quantitative agreement. Numerical simulations using 

HYD ROTHERM provide insights into certain aspects of the physical experiment that 

are a result of the finiteness of the core. Results from our separable phase flow model 

were also compared with HYDROTHERM simulations and a good agreement between 

the two numerical solutions was found for early time periods. The effects of the finiteness 

of the core in the numerical solution do not allow for comparison with the semi-infinite 

similarity solution in later time periods. 

A summary of results and suggestions for future work are given in Chapter 6 .  
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CHAPT E R  2 

Conceptual Formulation 

2 . 1  The conceptual model 

In order to form a basis of knowledge on which to build a mathematical model, it is 

desirable to integrate information from throughout the literature to form a conceptual 

model. Many ideas have been put forward and debated in the literature. Some of these 

ideas are presented here and a conceptual model based on a current understanding of the 

literature is given. 

Early models of hydrothermal eruptions described sudden "explosions" that were 

initiated at depth. The point at which the eruption was initiated, the focal depth, was 

assumed to be the deepest point from which material was ejected. It was proposed that 

the effective sealing of a geothermal system by mineral deposition would decrease the 

permeability of the rock matrix near the ground surface, preventing the upward flow of 

fluid, and increasing the fluid pressure in the system. When the fluid pressure at the 

focal depth exceeded lithostatic, brecciation would occur, lifting the rock above, and a 

water, steam and rock mixture would be ejected in one sudden explosion. 

Evidence from geothermal fields in which hydrothermal eruptions occur, however, 

does not support the concept of a field-wide cap. The inspection of eruption breccia from 

Rotakawa by Collar ( 1 985) found that mineral deposition was not extensive. Significant 

discharges of steam and water in many of the geothermal fields in which hydrothermal 

eruptions occur also contradicts this mechanism. 

Furthermore, the concept of a single "explosion" is not supported by the documen­

tation of recent hydrothermal eruptions. Allis ( 1983) ,  Scott and Cody ( 1 982) and White 

( 1955) all described eruptions which lasted for a period of several minutes to days and 

describe material which is ejected and re-ejected in the eruptive stream. The "explosion" 
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model does not account for such effects. 

Nelson and Giles (1985 )  noted that measured overpressures in fields such as Wairakei, 

Yellowstone and Kawerau were insufficient to trigger an eruption of any significant depth. 

Overpressures such as those required for hydrothermal eruptions of depths described by 

Collar (1985) are not likely. 

The following conceptual model is the model that will be used in this thesis. It does 

not require overpressures and occurs over a period of time. In this model, based on one 

initially suggested by McKibbin (1989) ,  it is the depressurization of fluid which initiates 

an eruption. 

In geothermal fields susceptible to hydrothermal eruptions, liquid water, or a two­

phase water mixture, lies below the surface at boiling point conditions. This fluid is 

then suddenly exposed to reduced pressure conditions due to some initiation event [see 

Figure 2.1 (a)] . There is no clear agreement on which events initiate eruption. Many such 

events have been suggested and a discussion on some of these is given in Section 2 .1.1. 

Owing to the initiation event, hot fluid is suddenly exposed to a zone of reduced 

pressure relative to the original saturated conditions. This pressure reduction allows 

boiling to occur and the fluid to expand. A common misconception is that the fluid 

lying below the surface boils causing an increase in the pressure and that this pressure 

build-up eventually causes an "explosion" that throws material upwards. This is thermo­

dynamically incorrect. The in-situ formation liquid will not boil unless depressurization 

occurs. The continuation of this boiling relies on escape paths being provided. If escape 

paths are not provided the fluid will not boil. If escape paths are provided the fluid 

will move towards regions of lower pressure; in this geophysical situation, the fluid will 

therefore move upward towards the surface. The upward fluid velocities will provide lift 

to the rock particles above. If the net lift is large enough to overcome the weight and 

cohesive stresses of the rock, a rock and fluid mixture will be ejected upwards. The shear 

force, or drag, created by the upward fluid movement may also take some of the forming 

crater wall along with it. The fluid continues to boil as it rises and the eruption column 

is therefore likely to have a greater steam fraction at the top than it does towards the 

bottom [see Figure 2 .1 (b) ] .  

As fluid and rock are ejected upwards, the depressurization propagation path pro­

gresses downwards, causing the boiling front to continue downwards, prompting more 

fluid and rock to be ejected [see Figure 2.1 (c) ] .  Much of the material falls back into the 

vent and is re-ejected in the eruptive stream (Browne 1986 ) .  In general, the finer the 

debris the further it is thrown from the vent (Browne 1986; Collar 1985) . 

The continuing downward movement of the boiling front is dependent on hot-water 
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Figure 2.1: Schematic diagram of the eruptive process. 
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recharge or the inflow of heated water to the two-phase conduit. The front will stop pro­

gressing if it encounters a region in the rock matrix of negligible porosity or permeability. 

One of the better accounts of how an eruption appears while in progress is given 

by Allis (1983) in his description of an eruption at Craters of the Moon in 1983. In 

that eruption loose pumice clasts were apparently either collapsing regularly or blocking 

the vent, and were then being ejected with large amounts of fluid high into the eruption 

column. Following the ejection of these clasts, neighboring finer debris was ejected giving 

rise to an eruption column which was a brown mixture of fine debris and steam at the 

bottom half and white steam only in the top half. Pumice clasts would again block 

the vent and the process would be repeated several times over. As noted in Section 

1.2 .3 ,  mathematical modelling indicates that the vertical speed of the boiling front is 

approximately inversely proportional to the thickness of the underground boiling zone 

(McKibbin 1990) .  The re-deposition of ejecta would increase the thickness of this zone 

and slow the eruption. 

Eyewitness accounts of the Taupo Pony Club eruption in 1981, described it as strongest 

immediately after its initiation, with the most violent effects occurring in the first 30 to 60 

minutes. The eruption continued with decreasing vitality throughout the weekend (Scott 

and Cody 1982) . Accounts of the 1951 Lake City Hot Springs mud-volcano eruptions 

also described activity as decreasing in strength over a period of days. 

As an eruption continues, the pressure reduction, cooling effects, and gravitation 

slowing dissipate the energy of the eruption (McKibbin 1990) .  This causes the eruption 

to slow and eventually stop. As noted above, much of the erupted material falls back 

into, and is therefore eventually left in, the formed crater. There is possibly a muddy 

mixture left at the bottom of the crater and most likely residual steam still rising from 

the vent [see Figure 2.1 (d)] . In his description of the 1983 Craters of the Moon eruption, 

Allis (1983) noted that the steam output of the crater in question was unusually high 

immediately following the eruption, but slowly decreased with time. 

Collar ( 1 985) deduces the shape of the crater shortly after eruption to be funnel­

cylindrical shaped with some of the ejecta left lying inside and fractures left along the 

crater walls. His assumption about the shape of the vent is based on the proportions of 

different sub-surface formations found in eruption breccia. It may also be possible that 

smaller proportions of deeper stratigraphic units were found in eruption deposits due to 

the fact that, as the strength of an eruption decreases with time and the depth of the 

crater increases with time, the strength of the eruption stream was not great enough to 

throw the latter ejecta any significant distance and it simply fell back into the vent . 

Due to the release of formation stresses, the walls of the crater formed during the 

eruption will eventually begin to slump inwards. Scott and Cody (1982) noted fissures 
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and cracks surrounding the Taupo Pony Club eruption vent and attributed these to such 

slumping. The loss of significant amounts of material from under the surface may also 

cause the ground to subside. Allis (1983) noted the appearance of cracks and fissures in 

the ejecta shortly after the 1983 Craters of the Moon eruption and thought these occurred 

due to ground settling caused by a decrease of pore pressure or a loss of material during 

eruption. In this case the cracks were concentrated on one side of the crater possibly 

signifying a "preferential direction of depressurizing, and therefore also permeability." 

It is worth noting the similarity of the schematic model described in Figure 2 . 1  and the 

field situation around an idle well that taps a hot-water aquifer. Concerns over blowouts 

following "initiation events" that cause a drastic lowering of the water level in the well 

and subsequent pressure drop and boiling in the aquifer often result in requirements for 

blowout preventers and casing integrity tests. Initiation events for such wells and for 

hydrothermal eruptions are similar and a model for one might provide insights into the 

other. An interesting discussion on drilling and casing problems leading to eruptions at 

Wairakei Geothermal Field is given by Bodey and Browne (1988) . They use the term 

"man-made" hydrothermal eruptions to describe these events. 

2 . 1 . 1  Suggested Initiation Events 

Understanding the events that initiate an eruption is necessary to provide the bound­

ary conditions for the mathematical problem. Many initiation events for hydrothermal 

eruptions have been suggested in the literature. Some of the suggested events are in fact 

initiation events in the sense that they cause the depressurization of fluid needed to ini­

tiate an eruption. These events include the removal of overburden, hydraulic fracturing, 

and seismic activity. Other suggested events may be better described as pre-initiation 

events in the sense that they do not themselves initiate eruptions but instead cause situa­

tions which exploit the instability of the system allowing a subsequent initiation event to 

trigger an eruption. Pre-initiation events include landslides, the collapse of post-eruptive 

crater walls, the sealing of a rock unit or area of mineral precipitation, climatological 

factors and pressure changes induced by the exploitation of a geothermal field. For most 

eruptions what caused the instability of the system, the pre-initiation event, may be 

easier to determine than the event that initiated it. The current understanding of the 

situation is generally confused. A short description of initiation and pre-initiation events 

follows. 

The initiation of a hydrothermal eruption by the removal or lifting of overburden 

has been suggested by several authors including Muffler et al. (1971) and Dench ( 1 988) . 

The sudden removal of material from the top of thermal ground reduces the confining 
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pressure in the underlying system. If the fluid in the system was formerly at near boil­

ing conditions, this pressure reduction will cause boiling to occur and an eruption may 

follow. Hydrothermal eruptions where this mechanism has been suggested include sev­

eral eruptions at Yellowstone National Park, Wyoming, USA (Muffler et al. 1971) and 

eruptions at Wairakei Geothermal Field in New Zealand (Dench 1988) . At Yellowstone 

during prehistoric glaciation, glacially-dammed lakes covered hydrothermal systems in 

the Lower Geyser Basin. Muffler et al. (1971) suggest that the sudden draining of one 

such lake at the Pocket Basin site during the latter stages of the Pinedale Glaciation led 

to a decrease in lithostatic pressure, thereby triggering an eruption. The authors also 

suggest that other eruptions in the Lower Geyser Basin may have been triggered in a 

similar manner. At Wairakei, the release of water vapour into the area over a period of 

time prompted a mud flow down a hillside (Dench 1988) .  The removal of this material 

resulted in a sudden decrease in confining pressure and hydrothermal eruptions ensued. 

Hydraulic fracturing has been suggested as a possible initiating mechanism by, among 

others, Nairn and Wiradiradja (1980) , Hedenquist and Henley (1985) and Nelson and 

Giles (1985 ) .  As stated in the conceptual model, in order for boiling to occur in a geother­

mal system escape paths must be provided. Hydraulic fractures which link saturated or 

superheated fluid to atmospheric conditions at the surface will initiate boiling and possi­

bly trigger an eruption. Hedenquist and Henley (1985) noted that non-condensable gases 

may accumulate in fractures in the rock matrix. If these fractures are driven to the sur­

face through hydraulic activity, the release of non-condensable gases to the atmosphere 

will decrease the fluid boiling pressures and an eruption may ensue. 

The initiation of hydrothermal eruptions by seismic activity has been supported by 

Bixley and Browne (1988) ,  Marini et al. (1993) and Nairn and Wiradiradja (1980) ,  and 

also noted by Collar (1985) , Lloyd and Keam ( 1974) ,  Hedenquist and Henley (1985) 

and Scott and Cody (1982) . Seismic activity provides another method by which fluid 

in higher pressure regions may be connected to lower pressure regions . It provides the 

escape paths in a manner similar to hydraulic fracturing and may also allow for the release 

of non-condensable gases. Marini et al. (1993) believe the hydrothermal eruptions which 

occurred in Nisyros, Greece in 1873 were initiated by fracturing due to earthquakes. 

Landslides, the collapse of post-eruptive crater walls, the sealing of a rock unit or 

area of mineral precipitation and climatological factors have all been suggested as mech­

anisms which "seal off" a thermal area preventing the flow of fluid. These events provide 

a medium that prevents heat transport to the surface leading to high temperature gradi­

ents being set up over short distances. Any event that then connects the area just below 

the ground to the surface provides superheated conditions relative to the atmospheric 

conditions it is connected to. The landslide at Zunil Geothermal Field which buried a 
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production well (Goff and Goff 1997) and the filling in of a mud pool at Rotorua (NZHer­

aId 2000, Dominion 2000) provided such unstable conditions resulting in eruptions. At 

Craters of the Moon, several hydrothermal eruptions occurred from a common site (Allis 

1983) .  Following each eruption, significant amounts of steam continued to escape from 

the vent . Allis (1983) suggested that the collapse of a pre-existing crater wall from such 

a site may block steam vents sealing the thermal ground below. This would cause an 

unstable situation similar to that caused by other landslides. Allis (1983) also suggested 

the possibility of a "seal" being created due to certain weather conditions. Preceding 

eruptions at both the Taupo Pony Club and Craters of the Moon, months of dry weather 

were followed by weeks of wet weather. It was suggested by Scott and Cody (1982) that 

a decrease in groundwater flow due to below-average rainfall may cause an increase in 

steam flow to the surface. Allis (1983) suggested that if this were then followed by a 

period of heavy rain, an increase in near-surface soil saturation may then create an effec­

tive "seal" to the ground below. The sealing of thermal ground by a rock unit or area of 

mineral precipitation has also been suggested by, among others, Nelson and Giles (1985 ) ,  

Hedenquist and Henley (1985) , Marini et al. (1993) and Bruno et al. (1992) .  Whether 

or not such a seal would be effective in preventing the upward flow of fluid, thereby 

providing the over-pressures necessary to initiate an eruption, has been questioned by 

Collar (1985) and Bixley and Browne (1988) .  

As noted in Section 1.2.2, many historic hydrothermal eruptions have occurred near 

geothermal fields exploited for energy production. Many of these eruptions, such as 

those at Tauhara and Karapiti near Wairakei, New Zealand, have been attributed to 

the changes in pressures and temperatures in near-surface regions induced by such ex­

ploitation. Declining water levels together with an increased steam flow to the surface 

leads to an increase in sub-surface steam pressures. This pressure increase may create 

the instability necessary for a subsequent initiation event to trigger an eruption. The 

accumulation of non-condensable gases in the upper regions of the system may further 

increase this instability. 

2 .2  Laboratory hydrothermal eruption 

As described in Section 2.1, it has been hypothesized that hydrothermal eruptions occur 

due to a sudden pressure reduction at the surface. A depressurization of fluid initi­

ates boiling at the surface, and a boiling front progresses downward through the porous 

medium. A laboratory model of a hydrothermal eruption has been constructed to test 

the validity of this proposed triggering mechanism and to provide visual observations of 

the processes that occur during an eruption. 
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Figure 2 .2 :  Laboratory model of hydrothermal eruption: diagram of experimental appa­
ratus. Diagram not drawn to scale. Dimensions of eruption column: diameter 30 mm, 
height 325 mm. Dimensions of catch basin: diameter 75 mm, width 160 mm. The height 
of the porous medium placed in the eruption column was approximately 255 mm in 
conducted experiments. 
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In this model (see Figure 2 .2) ,  a Pyrex cylinder was filled with sand and the sand was 

saturated with liquid water. The eruption column was then placed in a hot water bath, 

heated to near 1000 C and connected to a Pyrex catch basin. This basin was designed to 

act as a receiver for erupted material and to provide ambient conditions for the eruption. 

With the use of a vacuum pump, the pressure in the basin was reduced to boiling point 

conditions. This allowed boiling to begin at the top of the eruption column triggering 

the laboratory hydrothermal eruption. A boiling front was initiated at the surface, sand 

was thrown from the top of the eruption column and the boiling front quickly progressed 

downwards through the column. 

Figure 2 .3 contains stills taken from a video recording of a laboratory eruption in 

progress. Arrows have been placed on certain stills to indicate the lowest points where, 

from close observation of the stills, boiling appeared to have taken place. Movement 

of the arrows therefore indicates the progression of the boiling front. Figure 2 .3 (a) 

illustrates what the setup looked like before the depressurization of the catch basin; the 

eruption column was full of sand and saturated with liquid water. Within one second 

of pressure reduction at the top of the column, the surface of the column had begun 

to rise [see Figure 2 .3 (b)] . Sand was being ejected and "thrown around" at the top 

of the eruption column and a boiling front had begun to move downwards through the 

porous medium. Two seconds after the eruption began, the boiling front had progressed 

through more than half of the column [see Figure 2 .3 (c) ] .  Small gaps could be seen 

in the sand, produced by the boiling of water and the upward movement of the sand. 

Between two and four seconds, a further rise of the surface was seen and the boiling 

front had again moved further down the column [see Figure 2.3 (d)] . Larger holes were 

produced by the continued upward movement of the sand. After 7 seconds the boiling 

front had completely moved through the column and the eruption was at its height [see 

Figure 2 .3 (e) ] .  From this point on, the eruption slowed and eventually stopped. Some 

slumping occurred as material fell back down the eruption column [see Figure 2 .3 (f) ] .  

This experiment supports the hypothesis that a pressure reduction at the surface may 

trigger an eruption and initiate a downwards-moving boiling front. Physical features 

observed in naturally-occurring hydrothermal eruptions, including the ejection of solid 

material, the falling of ejected material back into the vent, the re-ejection of this material 

in the eruptive stream and the slumping of the ground surface following an eruption, were 

all observed. 
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(a) 0 seconds 

(b) 1 second 

Figure 2.3 :  Laboratory hydrothermal eruption in progress. 
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( c) 2 seconds 

(d) 4 seconds 

Figure 2 .3 :  Laboratory hydrothermal eruption in progress. 



32 Conceptual Formulation 

( e) 7 seconds 

(f) 25 seconds 

Figure 2 .3 :  Laboratory hydrothermal eruption in progress . 



C H APT E R  3 

Mathematical Formulation 

Now that a conceptual model has been formed from the information collected by efforts 

of those such as Browne ( 1986) ,  Collar ( 1985 ) ,  Scott and Cody ( 1982) ,  Allis ( 1983) 

and Lloyd and Keam ( 1974) and qualitative support for the model has been obtained 

through experiment, the laws of physics and thermodynamics may be employed to form 

a mathematical model to determine how an eruption might proceed. The remainder of 

this thesis will focus on the underground fluid flow and boiling processes that take place 

and in this chapter a mathematical model for this flow is presented. The principles of 

conservation of mass, momentum and energy are used to formulate the mathematical 

problem. A set of non-linear partial differential equations governing transient mass and 

energy transport is obtained. The remainder of this work will be concerned with the 

solution to those equations under various simplifying assumptions. 

3.1 The Equations of Motion 

The geothermal field in which the hydrothermal eruption occurs is considered to be a 

permeable fluid-saturated porous medium. That is, it is made up of a solid rock matrix 

(the ground) and interconnected void space (spaces and fractures in the rock through 

which fluid flows) .  The rock matrix together with the void space will be referred to as 

"the formation" . The rock matrix is assumed to be rigid (non-deformable) and its matrix 

properties are assumed to be uniformly constant . The ground fluid that saturates the 

void space is assumed to be a two-phase mixture of liquid water and water vapour. The 

effects of non-condensable gases on the system are not considered here. 

The usual course of deriving the equations of motion that govern fluid flow in a 

porous medium is to obtain macroscopically-averaged forms of the standard microscopic 
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fluid dynamical equations. While in theory the standard microscopic equations can be 

solved for quantities of interest , such as pressure, in practice this is not possible. The 

complex geometry of the boundaries that exist between phases at this level cannot be 

seen or accurately described. furthermore, any results obtained from the solution of such 

equations would be impractical as quantities solved for at a point will vary irregularly 

with respect to space and time and cannot be validated by experimental measurement. 

Experimentally, flow quantities are measured at the macroscopic level. Space-averaged 

quantities at this level vary regularly and macroscopic boundary value problems can be 

solved. A rigorous description of the derived macroscopic equations for this general fluid 

flow can be found in, for example, Bear and Bachmat ( 199 1 ) .  Details of the equations, 

as they are needed in the mathematical model presented here, follow. 

In forming the mathematical model a small universal averaging volume or representa­

tive elementary volume (REV) ,  taken from the ground region is considered. Macroscopic 

variables are then defined as appropriate averages over the REV and the value of the 

variable is assigned to its centroid. The obtained value of this variable must be indepen­

dent of the choice of REV. The size of the REV is chosen such that if l is a characteristic 

length of the REV, d a characteristic length of the microscopic structure of the void space 

and L a characteristic length of the porous medium domain then d « l « L. That is, 

the REV is chosen to be large enough to contain both some rock and some fluid, but 

small enough so that any property of the rock matrix or water mixture is nearly uniform 

throughout. Figure 3 . 1  illustrates an REV containing both rock and pore space through 

which a water mixture flows. 

Two models for the underground boiling process which occurs in hydrothermal erup­

tions are presented based on differing assumptions about the fluid which is flowing 

through the void (or pore) space. The first model assumes that because of the rapidity of 

motion, a separable two-phase flow does not have time to develop. In this case the liquid 

and vapour phases are modelled as if they are flowing together through the void space 

in a single flow while boiling occurs. The fluid is a homogeneous mixture of liquid water 

and water vapour and the model is called the homogeneous mixture (HM) flow model. In 

the second model, the water mixture is modelled as two phases flowing separately. The 

liquid and vapour each develop their own separate flows through the pore space and the 

model is called the separable phase (SP) flow model. Under one of these two fluid flow 

assumptions, conservation of mass, momentum and energy equations are set up on the 

universal averaging volume (REV) within the formation. 



3. 1 .  The Equations of Motion 

� Solid matrix 
Void space 

" 
I '\ 
I '\ 

'\ 
I '\ 
I .-'\ 

'\ I '\ 
I '\ 
I '\ 
I 
I 

Figure 3.1: Representative Elementary Volume within the formation. 
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3.1.1 General Conservation of Fluid Mass and Energy Equations 

In both models, the general conservation of fluid mass and energy equations for transient 

flow without sources can be written respectively as follows 

(3 . 1 )  

(3.2) 

where Am and Ae are the fluid mass and energy per unit volume of formation and Qm 

and Qe are the mass and energy fluxes per unit area of the formation. 

Expressions for Am, Ae , Qm, and Qe in ter�s of matrix and fluid parameters are 

given in Section 3 . 1 .2 for the homogeneous mixture flow case and in Section 3 . 1 . 3  for 

the separable phase flow case. In both cases Equation 3. 1 states that the time rate of 

increase of mass inside a representative elementary volume equals the net mass flow rate 

across the surface of the volume, while Equation 3.2 states that the change in energy 

inside the volume is equal to the net advected energy flow rate across the surface plus 

the net energy gained or lost by conduction. Derivations of these equations can be found 

in, for example, O 'Sullivan and McKibbin ( 1 989) . 

3.1.2 Homogeneous mixture (HM) flow model 

In the case of the homogeneous mixture model, single-phase equations with parameters 

that depend on the two-phase fluid mixture are used to describe the flow. The parameters 

of the fluid mixture that are needed for this description are: 

Pf = SPI + ( 1  - S)Pv (3 .3) 

hf 
SPlhl + ( 1  - S)Pvhv 

SPI + ( 1  - S)Pv 
(3 .4) 

SPIUI + (1 - S)Pvuv uf = 
SPI + ( 1  - S)Pv 

(3 .5) 

I-£J SI-£l + ( 1  - S)I-£v (3 .6) 

Here the subscript f is used to represent the fluid mixture and the subscripts l and v refer 

to the liquid and vapour phases. The properties of the fluid mixture (i = 1 ) ,  liquid phase 
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(i = l )  and vapour phase (i = v) are: Pi is the density, hi is the specific enthalpy, Ui is the 

specific internal energy and J.Li is the dynamic viscosity. The density, specific enthalpy 

and specific internal energy of the fluid mixture are found by mass fraction considerations 

(or volume balances) .  The liquid saturation S of the fluid mixture is the volume fraction 

of the two-phase fluid mixture that is occupied by liquid water. The volume fraction 

that is occupied by water vapour is therefore 1 - S. The dynamic viscosity of the fluid 

mixture may not be found from conservation laws and is assumed to have the form given 

in Equation 3.6. 
The volume available for the flow of fluid within an REV is given by the porosity 

¢. It is the fraction of the total volume of the REV (or in general, the porous medium) 

that is void space. It is a property of the rock matrix and is assumed to be uniformly 

constant . The mass density, or mass of water per unit volume of the formation, referred 

to in Equation 3 .1 is then given by 

Am = ¢Pj (3 .7) 

The energy density referred to in Equation 3.2 includes two terms: one for the energy 

content of the rock matrix and another for the energy of the two-phase water mixture. 

The volume within the REV occupied by the rock matrix is 1 - ¢. The energy content 

of the rock matrix is then given by ( 1 - ¢)Prur where the subscript r is used to represent 

the rock matrix. The specific internal energy of the rock is very closely proportional to 

the temperature and can be written in the form Ur = CrT where Cr is the specific heat 

(heat capacity) of the rock and T is the temperature. As stated earlier, the properties 

of the rock matrix, and therefore Pr and Cr,  are assumed to be constant. The energy of 

the water mixture is given by ¢pjUj . Therefore, the energy density referred to in the 

conservation of energy equation can be written in the form 

(3.8) 

The mass flux term found in the conservation of mass equation (3. 1 )  is given by 

(3.9) 

where v j is the specific volume flux (fluid volume flux per unit cross-sectional area of 

formation) ,  also called the Darcy velocity or specific discharge. 
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For sufficiently small fluid velocities (Re < 1 ) ,  v I is given by Darcy's law. In this 

HM flow model, a single-phase Darcy law with parameters depending on the two-phase 

fluid mixture is used. 

(3 . 10) 

Here k is the permeability of the rock matrix and is assumed to be constant. It is a 

measure of the ease with which fluid may flow through the porous medium. The constant 

vector g is the acceleration due to gravity. Note that by Darcy's Law, the mass flow rate 

Qm is proportional to the dynamic pressure gradient, that is, fluid flows towards regions 

of lower dynamic pressure (pressure corrected for fluid weight) .  

For higher velocities, such as those occurring near the surface in hydrothermal erup­

tions, non-linear drag effects must be taken into account. In this case, Darcy'S Law can 

be modified and the following Forchheimer's Equation used (see Nield and Bejan 1992 
for details) . 

(3. 1 1 )  

Here C F  is a dimensionless form-drag constant which depends on the geometrical proper­

ties of the fluid particles and the porous medium, and VI is the fluid kinematic viscosity 

which is given by PI / J.L I · 
When modelling the one-dimensional case of vertical flow in hydrothermal eruptions 

Bercich and McKibbin ( 1992) found that for permeabilities of 1 x 10-12 m2 (� 1 Darcy) 

or less, the effects of the non-linear Forchheimer term were negligible and the simple 

Darcy's Law provided good approximations. Note that the use of the Forchheimer term 

alters the pressure gradient calculations (slightly) ,  but the fluid still flows in the same 

direction. For the work in this thesis, the simple Darcy'S Law will be used. 

The energy flux term found in Equation 3.2 includes two terms: the first represents 

the advected energy flow rate across the surface of the REV while the second accounts 

for the energy gained or lost by conduction. 

(3. 12) 
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K is the thermal conductivity of the formation and is given by K = Kr ( 1  - </Y) + Kf</Y, 

where Kr is the thermal conductivity of the rock matrix and Kf is the thermal conduc­

tivity of the fluid mixture. For small porosities, K � Kr . In this work, it is assumed 

K = Kr is uniformly constant . 

3 . 1 . 3  Separable phase (SP)  flow model 

In the case of separable phase flow, a two-phase Darcy Law is used to determine the 

mass flow rate per unit area. The fluid mass and energy per unit volume of formation 

and mass and energy fluxes per unit area in this case are given by 

where 

kkrv ( ) = -Pv-- -\lp + Pvg /-Lv 

(3 .13) 

(3. 14) 

(3 .15) 

(3. 16) 

(3. 1 7) 

(3. 18) 

Here krl and krv are the relative permeabilities (or permeability reduction factors) with 

respect to the liquid and vapour phases respectively. As the liquid and vapour phases 

flow together through the porous medium, they interfere with each other. The relative 

permeabilities are permeability reduction factors used to account for this interference. At 

any point in the liquid phase, the flow of the liquid is affected not only by the presence 

of (and its interaction with) the rock matrix, but by the vapour phase which shares the 

pore space. The effective permeability of the medium to the liquid phase is given by 

kkrl and the effective permeability of the vapour phase is given by kkrv . The relative 

permeabilities are functions of liquid saturation and may be determined experimentally 

for homogeneous porous media. In geothermal reservoir engineering a variety of relative 
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permeability functions have been used, including linear curves, (most frequently) Corey 

curves, Brooks-Corey curves, and van Genuchten curves. Descriptions of these functions 

can be found in, for example, Guerrero ( 1998) . Relative permeability curves used in this 

work are linear and are described in Appendix B .  

3.2  Equation of State 

The fluid is assumed to be at saturated (boiling) conditions; the equation of state is given 

by 

P = Psat (T) (3. 19) 

where Psat (T) is the saturation pressure, the pressure at which water boils for a given 

temperature T. Alternatively, for a given pressure p, Tsat (P) is the saturation temper­

ature. At such so-called saturated conditions, both liquid water and water vapour may 

be present in the system. Saturation temperature increases with increasing pressure [see 

any standard set of steam tables, for example, Rogers and Mayhew ( 1980)] . 
Standard correlations for the thermodynamic properties of water may be used. In 

Chapter 5 ,  solutions to the models presented are found over small temperature and 

pressure ranges. In an effort to speed up calculations, the "full" correlations [as used 

in the commercially available groundwater flow and heat transport simulators TOUGH2 

(Pruess 1991 )  and HYDROTHERM (Hayba and Ingebritsen 1994) ,  for example] were not 

used. Instead, a set of formulas were developed for the thermodynamic properties over 

suitable temperature and pressure ranges. These formulas are described in Appendix B.  

3.3 Boundary Conditions 

The pressure and temperature conditions at the ground surface and at large distances in 

the ground are assumed to be ambient (defined here to mean: motionless, with hydro­

static pressure distribution, and temperature increasing with the so called "boiling point 

with depth" relation) .  

3.4 Steady Flow 

In earlier investigations (Bereich and McKibbin 1992; McKibbin 1 990, 1996) , the fol­

lowing additional assumptions were made: the eruption was assumed to already be in 
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progress and was modelled as steady over short periods of  time; the fluid was assumed 

to be moving so rapidly that the heat transfer between the rock and fluid was ignored, 

that is, conductive energy was assumed to be negligible, and the process was modelled 

as adiabatic. 

Under these assumptions, the equations for conservation of mass and energy given in 

Equations 3. 1 and 3 .2 become, respectively, 

(3.20) 

(3.21 ) 

By combining Equations 3.20 and 3.21 we find 

(3.22) 

which implies that the specific enthalpy is constant along the streamlines. 

In this chapter, the equations of motion describing the underground flow in hydrother­

mal eruptions have been laid out . The remainder of this thesis is concerned with the 

solutions to these equations under the simplified situations of steady isothermal flow and 

flow in one horizontal dimension. 
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CHAPT E R  4 

Steady State Isothermal F lows 

4 .1  Introduction 

The problem of solving the set of non-linear partial differential equations governing the 

transient non-isothermal underground flow during hydrothermal eruptions is a com­

plicated one. Analytic techniques for solving these equations (see Chapter 3) are not 

available, and numerical methods are, in practice, employed. However, solutions of the 

(suitably simplified) equations of motion for steady isothermal single-phase flow may be 

obtained analytically and numerical solutions verified against analytical results. Such 

verification allows testing of mathematical procedures, which may then be used in solv­

ing the non-isothermal case. Solutions obtained from this isothermal case also provide 

insights into the recharge of the system following an eruption. 

The procedure of solving the equations of motion in the steady isothermal case under 

boundary conditions as given in Section 3.3 relates to the following: consider the problem 

of digging a hole for the purposes of extracting water. If water is continually pumped 

out of the hole, where does the water come from? As with the non-isothermal case, a 

pressure reduction will cause the flow to commence. In this chapter we investigate how to 

quantify the flow around and into the hole in the isothermal case, and determine where 

the flowing water originates. 

Assumptions for this steady isothermal single-phase case are as follows. Conductive 

and advective heat flow can be neglected, as the process is isothermal. Treating the 

problem as seepage flow, the non-linear term in the specific volume flux, Equation 3 . 1 1 ,  

may also be  neglected and Darcy's Law, Equation 3. 10, may be  used. The fluid is liquid 

water and, as the process is isothermal, p = P f and J.L = J.L f are both constant. 
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Then from Equations 3.9 and 3. 10, the specific mass flux vector is given by 

k 
Qm = - (-V'p +  pg) 1/ (4. 1 )  

where 1/ = J..L/ p is the kinematic viscosity of the fluid. The mass flux vector may then be 

written in the form: 

where the potential <Pm for the specific mass flux Qm may be written 

k 
<Pm = --(p - Patm + pgz) 

1/ 

(4.2) 

(4.3) 

where z is the vertical co-ordinate, with z = 0 at the surface (where p = Patm) .  Substi­

tution into the conservation of mass equation 3.20 gives 

(4.4) 

which is Laplace's equation for <Pm, and so <Pm is a harmonic function. 

The solution to the axially-symmetric isothermal problem is found below in three 

different two-dimensional geometrical configurations. 

4.2  Semi-circular horizontal trench 

First, consider the case of digging a semi-circular horizontal trench in level ground for 

the extraction of water. The axis of the trench lies along the surface and its origin is 

located at the centre of the trench. The radius of the trench is a and it is assumed that 

conditions are ambient at a distance b from the origin. The solution to the flow in this 

problem can be found by solving Laplace's equation, Equation 4.4, in polar co-ordinates 

perpendicular to the trench. See Figure 4 .1 .  
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fluid is motionless at depth 
pressure is hydrostatic 

<I>m = -kpgz/v = -kpgasin8/v 

<I>m = O  
_ V 2<I>m = 0 

Figure 4 . 1 :  Semi-circular horizontal trench dug for extracting water. A cross-section of 
the ground region, illustrating boundary conditions for the flow problem, is shown. (See 
text in Section 4.2 for details . )  
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In polar co-ordinates, with the usual notation, Laplace's equation for iPm(r, e) is given 

by 

(4.5) 

where a � r � b, 7l" � e � 27l". (See Figure 4 . 1 . )  The boundary conditions at the surface 

are taken to be very idealized. The pressure is atmospheric and remains so. At large r ,  

the pressure is  hydrostatic. In this case the boundary conditions are 

iP ( e) = -kpgz = -kpgasinO .T.. (b e )  0 m a, v v '  '*'m ,  = 

for a � r � b 

for 7l" � e � 27l" 
(4.6) 

The analytic solution for Equation 4.5 with boundary conditions 4.6 is found using 

separation of variables. The mass flux potential is 

(4.7) 

From Equation 4.2 the specific mass flux vector is then 

(4.8) 

where er , eo are unit vectors in the r ,  e directions respectively. If the total mass flux 

into the trench per unit length of the cavity is denoted by Q, then by integrating the 

radial component of the mass flux vector (flux normal to the trench surface) the following 

expression for Q is obtained: 

(4.9) 

A mass stream-function, 'lim, which is related to the mass flux by 
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(4.10) 

and which thereby enables Equation 3.20 to be satisfied exactly, may be found for this 

problem in the form 

(4. 1 1 )  

A velocity potential, �, and stream-function, W,  may then be found for the flow in the 

form 

� = 
�m 
p 

(4. 12) 

(4. 13) 

The stream surfaces (surfaces whose tangents are everywhere parallel to the velocity 

vector) are given by W equal to a constant. The streamlines (cross-section of the stream 

surfaces) are everywhere perpendicular to the equipotential lines ( isolines for the velocity 

potential function) . 

As the outer radius b of the solution region becomes large, for finite r 

� -t 

Qm -t 

Q -t 

W -t 

kpga2 1 . () ---- sm 
f.L r 

kpga2 ( 1 . 1 ) 
-- - sm ()er - - cos ()e() 

1/ r2 r2 

2kpga 
1/ 

kpga2 1 
---- cos () 

f.L r 

(4. 14) 

(4.15) 

(4.16) 

(4. 17) 
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-t Patm + pg (:2 - r) sin 0 (4. 18) 

Note that the total mass flux per unit length, Q, is proportional to the depth, a, of the 

trench. 

The value of b for which the equations describing the flow near the trench converge 

to those found in Equations 4.14 - 4 .18 is of interest . While in this case an analytic 

solution can be found, such a value for b may provide a guide to domain size where only 

a numerical solution is able to be found. From Equations 4.9, 4 . 16 ,  4 .13 and 4.17, 

Q W(a, O) a2 + b2 a2 1 + /iT = = --a-2 Q as b -t oo  W (a, O) as b -t 00 b2 - a2 1 - /iT 

� [1 + (�r] [1 + (�) 
2
] (4. 19) � 

� 1 + 2 (�) 2 

Hence analytic solutions for large b and for b = lOa agree to within about 2%. 
The isobars (cross-section of isobaric surfaces) and streamlines (cross-section of the 

stream surfaces) are shown in Figures 4.2 and 4.3 respectively. These were calculated on 

the simulation field a :S r :S b = lOa, and an enlargement of the region out to r = 2.5a 
is also depicted. Equipotential lines have also been calculated in this case and can be 

shown, as expected, to be everywhere perpendicular to the streamlines. (See Figure 4.4.) 
The results show the main pressure reduction to be local. (See Figure 4.2.) It is 

this pressure lowering which will have a significant effect on flashing in a hydrothermal 

eruption. We might therefore expect hydrothermal eruption fluid to originate locally. 

From Equation 4 . 13 ,  the ratios of the flow originating from the surface to the total 

flow, and that from the subsurface to the total, are given by 

W (a, 7r) - W (b, 7r) 
w (a, 7r) - W (a, 3;) 

w (b, ¥) - w (b, 7r) 

w(a, 7r) - W (a, 3;) 

1 - 2ab 
a2 + b2 (4.20) 

(4.2 1 )  



4 . 2 .  Semi-circular horizontal trench 

2.5a 
II � 

p=patm II � 
• a 

I 
I 

- - - - -
(a) Cross-section of isobaric surfaces, region out to r = 2 .5a depicted. 

1 0a 
II 

p=patm .... 
. a J.---------------�1 

"'-_/ 

\�----------------------�/ 
\�----------------------�/ 
\ j 
\ / 
� / 

"'- / 
'" / 

� ,/' 
'----- � 

(b) Cross-section of isobaric surfaces shown over simulation field a :::; r :::; lOa. 
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Figure 4.2: Isolines for pressure for semi-circular horizontal trench. (See text for details. )  



50 Steady State Isothermal Flows 

2.5a 
.. 

p=patm .. 

(a) Cross-section of stream surfaces, region out to r = 2.5a depicted. 

1 0a 
.. 

p=patm 

(b) Cross-section of stream surfaces shown over simulation field a ::; r ::; lOa. 

Figure 4.3: Isolines for stream-function for semi-circular horizontal trench. (See text for 
details . )  
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Figure 4.4: Equipotential and streamlines for semi-circular horizontal trench. Region out 
to r = 2.5a depicted. (See text for details.) 

For the case b = lOa illustrated in Figure 4.3, approximately 80% of the flow originates 

from the surface while 20% is derived from groundwater. However, as the outer radius 

b for the solution region becomes large, Equations 4.20 and 4.21 show that, in the long 

term, all of the water arriving at the trench originally came from the surface. 

It is also possible to determine where most of the recharge of water is coming from 

in the relatively short term. As the outer radius b of the solution region becomes large, 

the travel time from a point, (ro ,  00) , to the trench may be calculated as follows: Equa­

tion 4. 1 7  may be written in the form 

where 

1 'II = -A- cos O 
r 

( 4.22) 

( 4.23) 
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The component of the Darcy velocity of the flow in the radial direction is given by 

( 4.24) 

The radial component, ur , of the pore-averaged velocity (fluid particle velocity) of the 

flow is given in terms of the radial component of the Darcy velocity by 

(4.25) 

where ¢ is the porosity. 

Consider the solution region 37r /2 � e � 27r, r � a. (The solution in the region 

7r � e < 37r /2, r � a may be found by symmetry. ) For eo =I 37r /2, combining and 

rearranging Equations 4.22 and 4.24 gives 

v 2 r (4.26) 

The value of the stream-function 1J! is constant along a given streamline (line whose 

tangent is everywhere parallel to the velocity vector) .  Therefore, along the streamline 

which passes through the point (ro , eo )  the value of the stream-function is 1J! (ro , eo ) .  
Equation 4.26 may then be  written i n  the form 

( 4.27) 

Using Equations 4.25 and 4.27 for 37r /2 < eo < 27r and Equations 4.24 and 4.25 for 

eo = 37r /2, Ur may be written in the form 

37r/2 < eo :::; 27r 
(4.28) 

eo = 37r/2 
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Integration of Equation 4.28 on the interval a ::; l' ::; TO gives 

2A - t = 
¢ 

� [e + sin e cos e - arccos ( a  cos Bo ) CQS3O() 0 0 0 TO 
+ r� cos Bo 
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( 4.29) 

eO = 37r /2 

Equation 4.29 can then be used to plot isolines for the "time to trench" . All fluid along 

a particular isoline will arrive at the trench at the same time. (See Figure 4.5 . ) 
For a given "time to trench" isoline (see Figure 4.5) , let Tx be the radius at which the 

isoline intersects the x-axis and Ty the radius at which the isoline intersects the y-axis. 

Using Equation 4.29, it can be shown that the ratio Tx/Ty is always less than or equal 

to one, decreases with time t and tends to the value 3J4/37r ;::;:: 0 . 7515 for large times 

t . The ratio (Tx - a)/ (Ty - a) increases with time t and also tends to the value 3J4/37r 
for large times t . Hence the flow is always "digging deeper" from beneath the bottom of 

the trench (a distance of Ty - a) than it is "reaching out" from the sides of the trench (a 

distance of l' x - a) .  While the difference between these two distances increases in length 

with time, the difference between the two decreases with time relative to the length scale 

of l' x - a (or l' y - a) .  
The ratio of the flow originating from the surface to the total flow may be plotted 

against time in the following way. Let t(TO , 27r) be the time it takes for the fluid originating 

at the point (1'0, 27r) to reach the trench, and let F(TO) be the ratio of the flow originating 

from the surface to the total flow during this time. Using Equation 4. 1 7, F = F(TO) is 

then given by 

F = W (TO , 27r) - W (a, 27r) = 1 _ � 
w (a, 37r/2) - w (a, 27r) TO ( 4.30) 

Equations 4.29 and 4.30 may be used to find the following equation for time as a function 

of F (the ratio of the flow originating from the surface to the total flow) .  

2A 27r - arccos ( 1  - F) + ( 1  - F) VI - ( 1  - F)2 
- t = ------------.:--'------
¢a3 ( 1  _ F)3 

(4.31 )  
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(a) Cross-section of "time to trench" surfaces, region out to r = 2.5a depicted. 
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(b) Cross-section of "time to trench" surfaces shown over simulation field a :S r :S lOa. 

Figure 4.5: Isolines for "time to trench" and streamlines for semi-circular horizontal 
trench. All fluid on a given "time to trench" isoline will reach the trench surface at the 
same time. (See text for further details. )  
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Figure 4.6: The ratio of the flow originating from the surface to the total flow is plotted 
in terms of a non-dimensionalized time. The ratio in Figure (a) is given over a relatively 
short "time scale" while in Figure (b) the ratio is shown over a relatively long "time 
period" . (See text for further details . )  
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According to Equation 4.31 ,  for a particular ratio, F(ro ) ,  of the flow originating from 

the surface to the total flow, the time period, t (ro ,  27r) , over which F(ro )  is obtained is 

dependent on the properties of the porous medium, the temperature of the fluid, and 

the depth of the trench. In particular, t (ro , 27r) is proportional to (¢/1-a)j(kp) . Therefore, 

an increase in the porosity of the porous medium or an increase in the depth of the 

trench, will increase the time it takes to obtain a given ratio F(ro ) .  An increase in the 

permeability of the porous medium or in the temperature of the liquid water, will decrease 

the time it takes to obtain F(ro ) .  (Note: The greater the temperature of the liquid water, 

the smaller the value of the fraction /1-j p.) 
The ratio of the flow originating from the surface to the total flow is plotted against 

the non-dimensionalized time �t = �:!t in Figure 4.6. During the very early stages 

of a given time period, Figure 4.6 shows that the majority of the fluid arriving at the 

trench was already in the ground at the beginning of the time period. Over time, the 

water beneath the surface is flushed by groundwater. (See Figures 4.5 and 4.6 . ) 
In a hydrothermal eruption full steady-state flow will not be established. In such a 

non-isothermal case, as stated previously, we would expect the sources of the flow to be 

more local in character and the far field flow of the isothermal case to be inapplicable. 

Nevertheless, the present analysis may give some insight into how the ground flow will 

"recover" after an eruption. The replenishment of the depleted zone is likely to be from 

groundwater and not from depth. The hot water beneath the surface continues over time 

to be flushed by cool groundwater. This will have a cooling effect on the region and may 

explain long recovery times before subsequent eruptions. 

4.2.1 Example Trench 

An investigation of the flow to the trench in a particular case gives some insight into the 

time frames over which various aspects of the flow occur. Consider the case where the 

water is at 20°C, the trench has a radius of a = 1 m, and the porosity and permeability 

of the porous medium are given by ¢ = 0.10 and k = 10- 1 1  m2 respectively. The "time 

to trench" isolines shown in Figure 4.5 (a) are separated by a time of 19.8 minutes for 

this case, while the isolines in Figure 4.5 (b) are separated by 0.845 days. Tables 4 .1 
and 4.2 give the time to trench, the ratio of the flow originating from the surface to the 

total flow, and the distances r x - a and r y - a for each of the "time to trench" isolines 

shown in Figures 4.5 (a) and (b) respectively. The plot of the ratio of the flow originating 

from the surface to the total flow verses time in this case is given in Figure 4.7. The 

distances rx - a and ry - a are plotted against time in Figure 4.8 and the ratios rxjry 
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Table 4. 1 :  Variables which describe where the flow is coming from during time periods 
associated with the isolines shown in Figure 4.5 (a) are given for the case a = 1 m, 
¢ = 0. 10, k = 1 X 10- 1 1  m2, and T = 20°C. 

time "time to trench" ratio of rx - a ry - a 
(min) isoline in flow from surface (m) (m) 

in Figure 4.5 (a) to total flow 

19 .8 1 0 .213 0.27 0.65 
39 .6 2 0.338 0 . 5 1  1 .00 
59 .4 3 0.412 0 .70 1 .25 
79 . 2  4 0.462 0.86 1 .46 
99 .0 5 0.498 0.99 1 .64 

l l8.8 6 0 .526 1 . l l  1 .80 
138.6 7 0.548 1 . 2 1  1 .94 
158.4 8 0 .567 1 .31 2 .07 
178.2 9 0 .583 1 .40 2 . 19 

Table 4.2:  Variables which describe where the flow is coming from during time periods 
associated with the isolines shown in Figure 4.5 (b) are given for the case a = 1 m, 
¢ = 0. 10, k = 1 X 10- 1 1  m2 , and T = 20°C. 

time "time to trench" ratio of rx - a ry - a 
(days) isoline in flow from surface (m) (m) 

in Figure 4.5 (b) to total flow 

0.845 1 0. 778 3.50 4.99 
1 .690 2 0.824 4.67 6 .54 
2 .535 3 0.846 5.49 7.63 
3.380 4 0.860 6 . 14 8.50 
4.225 5 0 .870 6.69 9 . 23 
5.070 6 0.878 7 . 1 7  9 .88 
5.9 15 7 0.884 7.60 10.45 
6.760 8 0.889 7.99 10.9 7  
7.605 9 0.893 8.35 1 1 .45 
8.450 10 0.897 8.69 1 1 .89 
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(a) The ratio of the flow originating from the surface to the total flow over a period of 
2 hours. 
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(b) The ratio of the flow originating from the surface to the total flow over a period of 
70 days. 

Figure 4.7: The ratio of the flow originating from the surface to the total flow is plotted 
against time for the case of a semi-circular horizontal trench with 1 m radius being dug 
from a porous medium with porosity ¢ = 0.10 and permeability k = 1 X 10- 1 1 m2. The 
fluid (liquid water) in the medium is assumed to be at a constant temperature of 20°C. 
(See text for further details . )  
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Figure 4.8: The distances Tx - a and Ty - a are plotted against time for the case of a 
semi-circular horizontal trench with 1 m radius being dug from a porous medium with 
porosity ¢ = 0 .10 and permeability k = 1 X 10- 1 1 m2 . The fluid (liquid water) in the 
medium is assumed to be at a constant temperature of 20°C. (See text for further details. )  
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Figure 4.9: The ratios Tx/Ty and (Tx - a)/ (Ty - a) are plotted against time for the case 
of a semi-circular horizontal trench with 1 m radius being dug from a porous medium 
with porosity ¢ = 0 . 10 and permeability k = 1 X 10- 1 1  m2. The fluid ( liquid water) in 
the medium is assumed to be at a constant temperature of 20°C. (See text for further 
details .) 
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and (rx - a) / (ry - a) are plotted against time in Figure 4.9. 
For this case, all the fluid along the first time line in Figure 4.5 (a) will take ap­

proximately 19 .8 minutes to reach the trench. After this time, only 21 % of the flow will 

have come from the surface. (See Table 4. 1 . )  Water will have come from a depth of 

1 .65 m (0.65 m from the trench) ,  and from as far out as 1 .27 m along the surface (0.27 m 
from the trench) . Within an hour, the ratio rxlry will have nearly reached its limit of 

approximately 0 .7515 .  (See Figure 4.9.) After a period of approximately one hour and 

forty minutes, approximately half of the flow arriving at the trench will have begun at 

the surface. It will have come from a depth of 2 .64 m ( 1 .64 m from the trench) , and 

from as far out as 1 .99 m along the surface (0.99 m from the trench) . After eight and a 

half days, nearly 90% of the flow will have originated from the surface. (See Table 4.2 . )  

It will have come from a depth of up to 1 1 .9 m from the bottom of the trench and from 

as far out as 8.7 m from the trench along the surface. 

4 . 2 . 2  Numerical Solution 

This problem has also been solved numerically for pressure and the mass flux potential 

function using finite difference methods. A simulation field of a ::; r ::; lOa and 7r ::; e ::; 

37r 12 with symmetry about e = 37r 12 was used. The results found match the analytic 

solution. The velocity potential is again given in terms of the mass flux potential by 

q> = q>ml p. 
Streamlines were found by plotting lines which were everywhere perpendicular to 

the velocity potential lines. The procedure for this follows: A point on the boundary, 

(rinit , einit ) ,  was chosen from which to initiate a streamline. As the boundary is an 

equipotential line, q> = 0, any streamline must be perpendicular to the boundary. Hence, 

for some sufficiently small length ds, a second point on the streamline, (rinit - ds, einit ) ,  

was chosen. Subsequent points were found by first determining the closest point in the 

mesh, (ri, ed , to the current point, (r, e) . Values for the potential function, q>, at (r, ed , 

(r, Oi+d , (ri ' O) and (ri+ l ' O) were interpolated using finite difference methods and used 

to calculate the partial derivatives oq> loe and oq> 1 or by a forward difference. In polar 

co-ordinates 

dr 

( oq> ) 2 + (� oq» 2 

or r oe 
(4 .32) 

(4.33) 
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de = ( 4.34) 

Using Equations 4.32 - 4 .34, the next point on the streamline was chosen to be (r -

dr, e - de ) .  

The results found for streamlines by this method also match the analytic solution. 

Streamlines, isobars and equipotential lines for the numerical solution are not shown here 

as no difference may be detected between these and those found by analytical solution 

given in Figures 4.2, 4.3 and 4.4. 

It should be noted that this simple, but effective, method used for plotting the stream­

lines in this case may also eventually prove useful in solving the steady non-isothermal 

case. Once the conservation equations have been solved for either h f or Qm, the orthog­

onality of \1hf and Qm (see Equation 3.22) may be used to complete the solution. 

4.3 Hemi-spherical hole 

Next, consider the case of digging a hemi-spherical hole for the extraction of water. The 

radius of the hole is a and conditions are ambient at some distance b from the centre of the 

hole. The solution to the flow in this problem can be found by solving Laplace's equation 

in spherical co-ordinates with symmetry about the vertical axis. (See Figure 4. 10 . )  

Laplace's equation in spherical co-ordinates with axial symmetry is  given for the 

potential �m (r, e) by 

a ( 2 a�m ) 1 a ( . a�m ) 
ar 

r 8r + sin e ae 
sm eTe = 0 (4.35) 

where r is the radial distance from the origin and () is measured from the vertical axis of 

symmetry, a :::; r :::; b, 7r /2 :::; e :::; 7r .  (See Figure 4 .10 . )  The boundary conditions in this 

case become 

�m (r, � )  = a:;r (r, 7r) = 0 

� (a e) = � = -kpgacos () � (b e) = 0 m , v 1/ '  m , 

for a :::; r :::; b 

for � :::; e :::; 7r 

The analytic solution to Equation 4.35 with boundary conditions 4.36 is 

(4.36) 
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(4.37) 

By Equation 4.2 the mass flux then becomes 

(4.38) 

The total mass flux into the hole, Q, is then found by integrating the radial component 

of the mass flux vector, to give 

( 4.39) 

The mass stream function, Wm, which is related to the mass flux by 

Q = 1 OWm e _ _ l_ OWmee m 
r2 sin e oe r 

r sin e or 
(4.40) 

may be found for this case in the form 

(4.41 )  

The velocity potential, <I>, and stream-function, w ,  for the flow are then given by 

( 4.42) 

(4.43) 
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As the outer radius b of the solution region becomes large, for finite r 

<I> � 

Qm � 

Q � 

W � 

P � 

kpga3 1 
---- cos 8 f.L r2 

kpga3 ( 2 1 . ) -- 3" cos 8er + 3" sm 8ee 
1/ r r 

2kpg1ra2 
1/ 

kpga3 1 . 2 8 -- - sm 
f.L r 

Patm + pg (�: - r) cos 8 

Note that in this case Q is proportional to the square of the depth of the hole, a2 . 
Investigation into the convergence of the flow near the hole shows that 

Q W (a, 8) 
Q as b � oo  W (a, 8) as b � 00 

(4 .44) 

(4.45 ) 

(4.46) 

(4.47) 

(4.48) 

(4.49) 

Therefore, an outer radius of b = lOa is sufficient for numerical and analytic solutions to 

agree to within about 1 %. 
The cross-section of the stream surfaces and cross-section of isobaric surfaces are 

given in Figures 4. 1 1  and 4 . 12  respectively. These were calculated on the simulation 

field a ::; r ::; b = lOa, and an enlargement of the region out to r = 2.5a is also shown. 

Characteristics similar to those found in Figures 4.2 and 4.3 can be seen in Figures 

4 . 1 1  and 4 .12 .  The equipotential lines, as expected, are again found to be everywhere 

perpendicular to the streamlines. (See Figure 4 .13) .  
This problem was also solved numerically for pressure and the mass flux potential 

function using finite difference methods. The stream-function was then found numerically 

in a manner similar to that described in Section 4.2.2. Results again match those found 

analytically. 
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Figure 4 . 1 1 :  Isolines for pressure for hemi-spherical hole. (See text for details . )  
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Figure 4 .12 :  Isolines for stream-function for hem i-spherical hole. (See text for details. )  
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Figure 4.13 :  Equipotential and streamlines for hemi-spherical hole. Region out to r = 
2.5a depicted. (See text for details. )  

From Equation 4.43, the ratios of the flow originating from the surface to the total 

flow, and that from the subsurface to the total, are given by 

W (a, 7r/2) - W (b, 7r/2) 
w (a, 7r /2) - W (a ,  7r ) 

w (b, �)  - w (b, 7r) 
w (a, 7r/2) - W (a, 7r) 

(4.50) 

= (4.51 )  

For the case b = lOa illustrated in Figure 4.12 , 85% of the flow originates from the surface 

while 15% is derived from groundwater. However, as the outer radius b for the solution 

region becomes large, Equations 4.50 and 4.5 1  show that, in the long term, all of the flow 

originates from the surface. 

As the outer radius b of the solution region becomes large, the travel time from a 

point (ro , 00) ,  to the hole may be calculated in the following way: Equation 4.47 may be 

written in the form 

(4.52) 
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where 

B = kpga3 
f.L (4.53) 

The component of the Darcy velocity of the flow in the radial direction is given by 

1 ow 2B 
Vr = 2 . () !:I() = -3 COS () 

r SIn u r 

For ()o i- 7r, combining and rearranging Equations 4.52 and 4.54 gives 

2 4Bw 4B2 
vr + --- --6-

r" r 

vr2 = 

(4.54) 

(4.55) 

Using Equations 4.25 and 4.55 for 11'/2 ::; ()o < 7r and Equations 4.25 and 4.54 for ()o = 11', 

the radial pore-averaged velocity, ur , may be written in the form 

_ 2B 1 (1 _ sin2 Bo r) 1/2 if> ? ro 7r /2 ::; ()o < 7r 

2B 
- �  ()o = 7r 

Integration of Equation 4.56 on the interval a ::; r ::; ro gives 

2B 
-t =  
¢ 

Si:
e 

Bo [t cos 7 ()o - � cos5 ()o + 2 cos3 ()o - 2 cos ()o 
7 5 

2 (1 a '  2() ) 2 6 (1 a '  2() ) 2 - - - -S2n + - - -S2n 0 7 ro 0 3 5 ro 1 ]  
-2 (1 - r�sin2()o) 2 + 2 ( 1 - �sin2()o) 2 

(4.56) 

7r/2 ::; ()o < 7r (4.57) 

()o = 11' 
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Equation 4.57 can then be used to plot isolines for the "time to hole" . (See Figure 4 . 14.) 

As was the case in the semi-circular horizontal trench, for this hemi-spherical hole the 

flow is always "digging deeper" from beneath the bottom of the trench than it is "reaching 

out" from the sides of the trench. (See Figure 4 .14 . )  Using Equation 4.57, it can be shown 

that the ratio rx/ry for this hemi-spherical hole is again always less than or equal to one 

and decreases with time t, tending in this case to the value � e85 ) 1
/4 :::::: 0.7231 for large 

times t .  The ratio (rx - a)/ (ry - a) increases with time t and also tends to the value 

1 ( 35 ) 1/4 
2 8 ' 

Using Equation 4.47, the ratio of the flow originating from the surface to the total 

flow during the time it takes for the fluid originating at (ro , 7r/2) to reach the trench is 

given by 

p = W (ro , 7r/2) - W (a, 7r/2) = 1 - !!... 
W (a,  7r) - W (a, 7r /2) ro 

( 4.58) 

Using Equations 4.57 and 4.58, the following equation for time as a function of F is 

obtained. 

2B - 'd F7 /2 + §. F5/2 _ 2F3/2 + 2p1/2 
- t =  7 5 
¢a4 ( 1  _ F)4 

(4.59) 

The ratio of the flow originating from the surface to the total flow is plotted against 

time for both the hemi-spherical hole and the semi-circular horizontal trench in Fig­

ure 4 . 15 .  A comparison of the two cases shows the overall pattern of the "recharge" of 

the system is the same in both cases. During the very early stages of a given time period, 

the majority of the fluid arriving at the trench was already in the ground at the beginning 

of the time period. Over time, the water beneath the surface is flushed by groundwater. 

However, if a hemi-spherical hole and a semi-circular horizontal trench, both of equal 

depth, are dug from porous mediums of equal porosity and permeability, and if the fluid 

in both porous mediums is at the same temperature, the ratio of the flow originating 

from the surface to the total flow is initially greater in the hemi-spherical hole than it 

is in the horizontal trench. In other words, in the short term, the hemi-spherical hole 

is being "quenched" faster than the horizontal trench. It does not take long, however, 

before the ratio of the flow coming from the surface to the total flow is greater in the 

horizontal trench than in the hemi-spherical hole. (See Figure 4 .15 . )  



70 

p=patm .. 
• a 

2.Sa 

Steady State Isothermal Flows 

isolines for 
"time to hole" 

streamlines 

(a) Cross-section of "time to hole" surfaces, region out to r = 2.5a depicted. 

1 0a 
.. 

isolines for 
"time to hole" 

streamlines 

(b) Cross-section of "time to hole" surfaces shown over simulation field a ::; r ::; lOa. 

Figure 4. 14: Isolines for "time to hole" and streamlines for hemi-spherical hole. All fluid 
on a given "time to hole" isoline will reach the surface of the hole at the same time. (See 
text for further details. )  
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Figure 4 .15 :  The ratio of the flow originating from the surface to the total flow is plotted 
in terms of a non-dimensionalized time for both the semi-circular horizontal trench and 
the hemi-spherical hole. The ratio in Figure (a) is given over a relatively short "time 
scale" while in Figure (b) the ratio is shown over a relatively long "time period" . (See 
text for further details. )  
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4.3.1 Example Hemi-Spherical Hole 

In this section, an investigation is made into the flow to a hemi-spherical hole of radius 

1 m dug from a porous medium filled with liquid water at a temperature of 20°C. The 

porous medium is assumed to have a porosity of ¢ = 0 .10 and a permeability of k = 
1 X 1O- 1 l m2. Comparisons between the flow to this hemi-spherical hole and the example 

horizontal trench described in Section 4.2. 1 are made. (Note that the radius of the 

example horizontal trench is the same as the radius of the example hemi-spherical hole 

and that both are dug from porous mediums of equal porosity and permeability. The 

liquid water flowing through both porous mediums is also at the same temperature. )  

The "time to hole" isolines shown in  Figure 4 . 14  (a) are separated by a time of 

26.6 minutes for this example hemi-spherical hole case, while the isolines in Figure 4.14 (b) 

are separated by 4.9 days. Tables 4.3 and 4.4 give the time to trench, the ratio of the 

flow originating from the surface to the total flow, and the distances T x - a and T y - a 
for each of the "time to hole" isolines shown in Figures 4.14 (a) and (b) respectively. 

The ratio of the flow originating from the surface to the total flow is plotted against 

time for both the example horizontal trench and example hemi-spherical hole in Fig­

ure 4 .16 .  As stated in the general case, the ratio of the flow originating from the surface 

to the total flow is initially greater in the hemi-spherical hole than it is in the horizontal 

trench. Figure 4 . 16  (a) shows, for this particular case, the time at which the ratio of 

the flow originating from the surface to the total flow becomes larger for the horizontal 

trench is approximately 50 minutes. 

The distances Tx - a and Ty - a are plotted against time for both the hemi-spherical 

hole and the horizontal trench in Figure 4 . 17. In the short term (over the first two 

hours) , Figure 4 . 17  (a) shows that the depths to which the flow is "digging" , Ty - a, and 

distances to which the flow is "reaching out" , Tx - a, are very similar for both cases. 

Initially, both distances are slightly larger for the hemi-spherical hole than the horizontal 

trench. However, the distance to which the flow is "reaching out" becomes greater for 

the trench within the first hour, and the depth to which the flow is "digging" becomes 

greater for the trench after about 1 .5 hours. In the long term, over a period of several 

days, both distances are significantly greater for the horizontal trench than they are for 

the hemi-spherical hole and the differences between the two continues to grow with time. 

[See Figure 4 . 1 7  (b) . ]  

The ratios T x / T Y and (T x - a) / (T Y - a) are plotted against time for the hemi-spherical 

hole in Figure 4 .18 .  Within an hour the ratio Tx/Ty is already approximately 0.7231 ,  the 

limit of Tx/Ty as time becomes large. This is similar to the time scale taken for the ratio 

Tx/Ty in the horizontal trench to approach its limit of approximately 0.7515. 
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Table 4.3: Variables which describe where the flow is coming from during time periods 
associated with the isolines shown in Figure 4. 14 (a) are given for the case a = 1 m, 
¢ = 0. 10, k = 1 X 10- 1 1  m2, and T = 20°C. 

time "time to hole" ratio of rz - a ry - a 
(min) isoline in flow from surface (m) (m) 

in Figure 4 . 1 4  (a) to total flow 

26.6 1 0.286 0.40 0 .92 
53.2 2 0 .390 0 .64 1 .26 
79.8 3 0.448 0.81 1 .49 

106.4 4 0.485 0.94 1 .67 
1 33 .0 5 0.510 1 .04 1 .82 
1 59.6 6 0.533 1 . 14 1 .95 
186.2 7 0.550 1 .22 2.06 
212.8 8 0.563 1 .29 2. 1 7  
239 .4 9 0.576 1.36 2.26 
266.0 10 0.587 1.42 2.35 

Table 4.4: Variables which describe where the flow is coming from during time periods 
associated with the isolines shown in Figure 4 . 14 (b) are given for the case a = 1 m, 
¢ = 0.10 ,  k = 1 x 10-1 1  m2, and T = 20°C. 

time "time to hole" ratio of rz - a ry - a 
(days) isoline in flow from surface (m ) (m) 

in Figure 4. 14 (b) to total flow 

4.9 1 0.818 4.49 6.59 
9 . 8  2 0.847 5 .52 8.02 

14 .7 3 0.861 6.22 8.98 
19 .6 4 0.871 6 . 76 9 . 73 
24. 5  5 0.878 7.20 10.34 
29 .4 6 0 .884 7.59 10.87 

34.3 7 0.888 7.92 1 1 .34 

39.2 8 0.892 8.23 1 1 .76 

44. 1  9 0.895 8 .50 12. 1 4  
49 .0 10 0.898 8 .76 12.49 
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Figure 4 .16 :  The ratio of the flow originating from the surface to the total flow is plotted 
against time for the cases of a semi-circular horizontal trench and a hemi-spherical hole, 
both with 1 m radius being dug from a porous medium with porosity ¢ = 0.10 and 
permeability k = 1 X 10- 1 1  m2 . The fluid (liquid water) in the medium is assumed to be 
at a constant temperature of 20°C. (See text for further details.) 
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Figure 4 .17 :  The distances rx - a and ry - a are plotted against time for the cases of a 
semi-circular trench and a hemi-spherical hole, each with 1 m radius being dug from a 
porous medium with porosity ¢ = 0.10 and permeability k = 1 X 1O-1l m2 _ The fluid 
( liquid water) in the medium is assumed to be at a constant temperature of 20°C. (See 
text for further details. )  
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Figure 4.18 :  The ratios rx/ry and (rx - a) / (ry - a) are plotted against time for the case 
of a hemi-spherical hole with 1 m radius being dug from a porous medium with porosity 
</> = 0.10 and permeability k = 1 X 10-11 m2 . The fluid (liquid water) in the medium is 
assumed to be at a constant temperature of 20°C. (See text for further details . )  
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4.4 Cylindrical hole 

Finally, consider the case of sinking a cylindrical hole for the purpose of gathering ground­

water. The hole has radius a and depth d. It is assumed that conditions are ambient 

(hydrostatic) on a cylindrical surface with radius b from the centre of the hole and with 

depth D from the surface. (See Figure 4.19 . )  The solution to the flow in this problem 

can be found by solving Laplace's equation, Equation 4.4, in cylindrical coordinates with 

symmetry about the vertical axis. 

Laplace's equation in cylindrical co-ordinates with axial symmetry is given for the 

mass flux potential <Pm (1', z) by 

(4.60) 

where l' is the distance from the vertical z-axis. The boundary conditions in this case 

become 

<pm(b, z) = 0 

<Pm(1', -D) = 0 

for -D ::; z ::; 0 

for 0 ::; l' ::; b 

<I>m(1', 0) = 0 for a ::; l' :s b 

<pm (a , z) = - �pgz for -d ::; z ::; 0 

<pm (1', -d) = �pgd for 0 ::; l' ::; a 

a:rm (0, z) = 0 for -D ::; z ::; -d 

The mass stream-function for this case can be found by solving 

for wm(1', z) with the boundary conditions 

atrffi (b, z) = 0 for -D ::; z ::; 0 

att (1', -D) = 0 for 0 ::; l' ::; b 

atzffi (1', 0) = 0 for a ::; l' ::; b 

at; (a, z) = - �pga for -d ::; z ::; 0 

atr (1', -d) = 0 for 0 ::; l' ::; a 
&tm (0, z) = 0 for -D ::; z ::; -d 

(4 .61)  

(4.62) 

(4.63) 
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Figure 4 . 19 :  Cylindrical hole dug for extracting water. A cross-section of the ground 
region, illustrating boundary conditions for the flow problem, is shown. (See text in 
Section 4.4 for details. ) 
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Equation 4.60, with boundary conditions 4.61 ,  and Equation 4.62 , with boundary 

conditions 4.63, were solved numerically using finite difference methods. The isobars 

(cross-section of the isobaric surfaces) and streamlines (cross-sections of the stream sur­

faces) are shown in Figures 4.20 (a) and 4.20 (b) . Guided by the considerations for the 

previous two geometric configurations, a numerical solution was found on a domain with 

a radius and depth of ten times the depth of the hole, d. The radius of the hole, a, was 

chosen to be small in comparison to its depth, d. (In the case shown in Figure 4.20, 

d = lOa.) This was done in an effort to simulate a crack or fissure in the ground. The 

region out to r = 2.5d and down to z = -2.5d is depicted. 

For this cylindrical case, (d = lOa, b = D = lOd) , 90% of the flow originates from the 

surface while 10% is derived from groundwater. From results found in both the horizontal 

trench and hemi-spherical hole, we would expect that as the outer radius b and the depth 

D for the solution region becomes large, all of the flow would originate from the surface. 

Calculations also show that for this case, (d = lOa, b = D = 10d) , 86% of the flow 

emerging from the hole comes from the sides, while only 14% comes from the bottom. 

A simulation using the groundwater flow simulator HYDROTHERM (Hayba and 

Ingebritsen 1 994) was carried out for comparison with the numerical results for this 

cylindrical case. The calculations were performed on a simulation field of 0 ::; r ::; 
10 m and - 10 ::; z ::; 0 m. The porosity and permeability of the porous medium 

were uniform and given by 0 .10 and 1 x 10-10 m2 respectively. Atmospheric conditions 

(p = 1 bar and T = 20°C) were placed on the ground surface (z = 0) and the fluid in 

the porous medium was at a constant temperature (20°C) and had an initial pressure 

distribution determined by a hydrostatic pressure gradient. A cylindrical hole of radius 

0.1 m and depth 1 m was then removed from the formation. Constant atmospheric 

temperature and pressure boundary conditions were placed on the surface and along 

the "hole boundary" , while "no flux" conditions were placed on the basal and lateral 

boundaries. Figure 4.21 (a) shows a comparison of the isobars for the Laplace Equation 

numerical solution and for the HYDROTHERM simulation once it had reached steady 

state. The main pressure reduction is shown to be local in both cases and a good 

agreement between the two solutions is obtained. Figure 4.21 (b) shows a comparison of 

the streamlines for the Laplace Equation numerical solution and the velocity flow vectors 

for the HYDROTHERM simulation once it had reached steady state. Both solutions 

show commensurate direction and magnitude of the flow. 
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Figure 4.20: Isolines for pressure and stream-function for cylindrical hole (radius a = O. ld, 
depth d) calculated on the simulation field 0 � r � 10d, - lOd � z � O. The region out 
to r = 2.5d, z = -2.5d is depicted. 
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Figure 4.21 :  A comparison of results found by our numerical Laplace Equation solution 
and a HYDROTHERM simulation for the case of a cylindrical hole (radius a = 0 . 1  m, 
depth d = 1 m) dug from a porous medium filled with iiquid water. Results were 
calculated on the simulation field 0 :::; r :::; 10 m, -10 :::; z :::; 0 m. The region out to 
r = 2.5 m, z = -2.5 m is depicted. Results shown for the HYDROTHERM simulation 
are those obtained after the simulation had reached a steady-state. (See text for details. )  



82 Steady State Isothermal Flows 

4.5  Summary 

The conservation equations were set out in Chapter 3 for the description of ground fluid 

flow in hydrothermal eruptions in order to investigate suitable methods for solution in the 

general case. In this chapter, simple two-dimensional isothermal flows have been studied. 

Analytic solutions, where possible, have been compared with numerical solutions for 

steady flows. 

In each of the three cases studied, the main pressure reduction was found to be local. 

As this pressure lowering will have a significant effect on flashing in a hydrothermal 

eruption, we would expect hydrothermal eruption fluid to originate locally. 

In the cases of the semi-circular horizontal trench and the hemi-spherical hole, it was 

determined that over short periods of time, the majority of flow arriving at the trench 

originated in the ground. Over time, however, the ground continued to be flushed by 

water from the surface. The time scales over which this happens are dependent on the 

properties of the porous medium, the depth of the trench or hole, and the temperature of 

the fluid. While in a hydrothermal eruption full steady-state flow will not be established 

and we would expect the sources of the flow to be local, the description of the flow 

in these two cases may give some insight into how the ground flow will "recover" after 

an eruption. The replenishment of the depleted zone is likely to be from near-surface 

groundwater and not from depth. This will have a cooling effect on the region and may 

explain long recovery times before subsequent eruptions. 

The pressure, potential and stream functions for the semi-circular horizontal trench 

and hemi-spherical hole cases were found both analytically and numerically. In both cases 

the analytic and numerical solutions found were equivalent. The streamlines in each case 

were found using the numerical method described in Section 4.2.2. This straightforward 

method, which effectively plots lines which are everywhere perpendicular to the equipo­

tential lines, may also eventually prove useful in solving the steady non-isothermal case. 

Once the conservation equations have been solved for either hf or Qm, the orthogonality 

of 'lhf and Qm may be used to complete the solution. 

In the cylindrical case, results found numerically were compared to those found with 

the use of the groundwater flow simulator HYDROTHERM (Hayba and Ingebritsen 

1994) .  A good agreement in the overall picture of the flow was obtained. The use of 

HYDROTHERM [or other simulators such as TOUGH2 (Pruess 1991)] may eventually 

prove useful in simulating aspects of the non-isothermal flow case. 



5 . 1  Introduction 

CHAPT E R  5 

Transient Boiling Processes in 

Horizontal F lows 

The development of mathematical models for hydrothermal eruptions depends crucially 

on understanding transient boiling processes in porous media. In an effort to improve 

current understanding in this area, numerical experiments, physical experiments, and 

computer simulations have been carried out which investigate the progression of boiling 

fronts through porous media. In the experiments described in this chapter, the general 

problem being considered is as follows: a one-dimensional horizontal core is assumed to 

be initially saturated with liquid water and at some constant pressure throughout. If, as 

in the case of the hydrothermal eruption, the pressure is then reduced at one end of the 

porous medium, the pressure reduction will cause boiling to occur and flow to commence. 

A boiling front will be initiated at the end of the core and will quickly progress through 

reduce 
pressure 

to initiate 
boiling 

boiling zone 
III 

water expands in 
two-phase mixture 
and moves towards 
area of lower pressure 

boiling front 
moves across 
porous medium 

Figure 5. 1 :  Schematic of boiling front propagation in a porous medium. 
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the porous medium. (See Figure 5 . 1 . )  

5.2 Numerical experiment 

A numerical solution to the problem presented in Section 5 .1  may be found by solving 

the (suitably simplified) equations of motion given in Chapter 3. The core in this numer­

ical experiment is assumed to be semi-infinite in length and the fluid is assumed to be 

initially liquid at saturated (boiling) conditions. Both the homogeneous mixture (HM) 

and separable phase (SP) flow cases described in Chapter 3 are considered. 

In one horizontal dimension, the conservation of mass and energy equations, Equa­

tions 3 . 1  and 3.2,  for both the HM and SP flow cases can be written respectively as 

follows 

aAm aQm (5 . 1 )  - --

at ax 

aAe aQe (5.2) at ax 

The time t is taken to be zero at the moment the end of the core is depressurized and 

the positive horizontal distance x is measured from this end of the core. 

5 . 2 . 1  Homogeneous mixture (HM) flow model 

In the case of the homogeneous mixture model, from Equations 3.7 - 3. 10, and 3 . 12  we 

have 

Am = </JPf (5.3) 

Ae ( 1  - </J)PrCrTsat + </JPfuf (5.4) 

Qm = k Pf (_ ap) (5.5) J-Lf ax 

Qe h fQm + K ( _ �:at ) (5.6) 

where the density, specific enthalpy, internal energy, and dynamic viscosity of the two­

phase fluid mixture are given by Equations 3.3 - 3 .6 .  
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The expressions 5.3 - 5.6 and 3.3 - 3.6 are substituted into the conservation of mass 

and energy equations, Equations 5 . 1  and 5.2, to give: 

(5 .7) 

(5 .8) 

where the subscripts x and t are used to represent the partial derivatives with respect 

to x and t respectively and the coefficients AI , A2 , BI , B2 , GI , G2 , DI , D2 , EI , and 

E2 are (non-linear) functions of pressure and saturation. (For clarity, the functions for 

the coefficients AI , A2 , BI , B2 , GI , G2 , DI , D2 , EI , and E2 as well as the derivation of 

Equations 5 .7  and 5.8 are not shown here, but are instead given in Appendix A. )  

Equations 5.7 and 5.8 may then be reduced to a simpler set of ordinary differential 

equations by use of the similarity variable TJ = x / vIt. 

(5.9) 

(5 .10) 

Here the superscripts I and I I  are used to represent the first and second derivatives 

with respect to TJ. 
By eliminating p" from Equations 5.9 and 5.10,  an equation for S' as a function of 

p, p' , and S is obtained. Similarly, eliminating S' from Equations 5.9 and 5 . 10  gives an 

equation for p" as a function of p, p' , and S. 

p' 

S' 

(p') ' 

= 

p' (p, p', S) (5. 1 1 )  

(5 . 12) 

p" (p, p' , S) (5. 1 3) 

[ (�TJBI + Clpl) (�7JA2 + D2PI) - (�TJB2 + C2pl) (�7JAI + DIPI) ] p' 
�7J (B2EI - BIE2) + (G2EI - GIE2 )  p' 
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At time t = 0: 

P = Pf 

Boundary Conditions 

Recall " =i 

,, = 0 
(x = 0 or t � 00) 
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(x � 00 or t =0) 

Porous 
Medium 

Figure 5.2:  Boundary conditions for the one-dimensional horizontal flow problem de­
scribed in Section 5.2.  (See text for details.)  

The core is assumed to be initially saturated with liquid water and at some pressure 

P = Pi ' At time t = 0, the pressure at x = 0 is reduced to P = Pf Therefore, at t = 0 or 

as x tends to infinity (both equivalent to rt tending to infinity) , we have S = 1 ,  P = Pi , 

and p' = O. At x = 0 or as t tends to infinity (equivalent to rt = 0) ,  S = Sf, P = Pf, and 

p' = Pf' (See Figure 5 .2 . )  Sf and Pf are unknown, but may be found using the shooting 

method. 

As stated previously, the fluid is at saturated (boiling) conditions. The tempera­

ture and pressure ranges of interest are small. Solutions to the problem in the sat­

urated pressure range 1 � P � 5 bar (99.6° � Tsat (p) � 150° C) are of interest 

for modelling hydrothermal eruptions, while solutions in the saturated pressure range 

0.006112  � P � 0 . 1233 bar (O°C � Tsat (P) � 500 G) are of interest for comparison with 

the physical experiment described later in Section 5.3 .  A set of simple functions describ­

ing the thermodynamic properties of water needed for solution to this problem over the 

temperature and saturated pressure ranges of interest were determined. These functions 
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are given in Appendix B. 

Under the boundary conditions given in Figure 5.2, and using the coefficients given 

in Appendix A and the correlations and formulae for thermodynamic properties given 

in Appendix B ,  Equations 5 . 1 1  - 5 . 13  can be solved numerically to obtain liquid satu­

ration and pressure distributions along the porous medium sample. Results shown in 

Section 5.2 .3 were obtained using fourth order Runge-Kutta methods. Liquid saturation 

and pressure distributions found provide a description of the progression of the boiling 

front as it moves through the porous medium. 

5.2.2  Separable phase (SP )  flow model 

In the case of separable phase flow, a two-phase Darcy Law is used in determining the 

mass flow rate per unit area. From Equations 3 . 13  - 3 .18 ,  the fluid mass and energy per 

unit volume of formation and mass and energy fluxes per unit area are given by 

Am = 

Ae = 

Qm = 

Qe = 

¢ [SPl + (1 - S)Pvl 

(1 - ¢)PrCrTsat + ¢ [SPlUl + ( 1  - S)Pvuvl 

k ( krl Pl + krv Pv ) ( _ ap) J.Ll J.Lv ax 

k ( krlhl PI + krvhv Pv ) ( _ 
ap
) + K ( _ OTsat ) J.Ll J.Lv ax ax 

(5. 14) 

(5. 15) 

(5 .16) 

(5. 17) 

In a manner similar to that used for solution of the HM flow case, the conservation 

of mass and energy equations given in 5 . 1  and 5 .2 can be combined with Equations 5 . 14 

- 5 . 17  and re-written in the form of Equations 5 .7 and 5.8 .  The coefficients AI ,  A2 , BI , 
B2 , GI , G2 , DI , D2 ,  EI , and E2, while different from those found for the homogeneous 

mixture case, are again (non-linear) functions of pressure and saturation. (The functions 

for AI ,  A2 , BI , B2 , GI , G2 , DI ,  D2 , EI , and E2 as well as the derivation of Equations 5.7 

and 5.8 for this separable phase flow case are given in Appendix A.)  

The similarity variable T] is  again used to write the conservation of mass and energy 

equations in the form of 5 .9 and 5 .10 and these equations are then solved numerically 

(using fourth order Runge-Kutta methods) under the same boundary conditions as in 

the HM flow case. (See Figure 5.2 . )  As for the HM case, a set of simple functions 

describing the thermodynamic properties of water needed for solution to this problem 

over the temperature and pressure ranges of interest was determined. These functions 
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are given in Appendix B. Linear functions (the so-called X-curves) were used to describe 

the relative permeabilities krl and krv. These functions are also given in Appendix B. 

5 . 2 . 3  Comparison of HM and SP models 

A comparison of calculated solutions for the homogeneous mixture flow model with those 

for the separable phase flow model shows that for a given pressure reduction at one en� of 

a porous medium sample, more liquid water is predicted to be converted to gas in the HM 

case than in the SP case. It is also predicted that the boiling front progresses at a faster 

rate in the SP case than in the HM case. This is illustrated in the following example: 

Consider a porous medium sample with ¢ = 0 . 1 ,  k = 1 X 10-10 m2 , K = 2 Wm-1 K-1 , 

Pr = 2650 kg m-3, and Cr = 1000 Jkg-1 K-1 . The sample is  assumed to be initially 

saturated with liquid water, at a pressure Pi > 1 bar and a temperature Ti = Tsat (Pi) , 

before the pressure at one end of the core is reduced to 1 bar and the temperature reduced 

to Tsat ( 1  bar) = 99.6°C. Figure 5.3 shows the final liquid saturations obtained for a range 

of initial pressures ( 1  � Pi � 4.5 bar) in both the HM and SP flow cases. For each of 

the initial pressures investigated, the final liquid saturations are greater for the SP case 

than for the HM model. In the solution for a given initial pressure Pi , let T}i be the value 

of T} for which S = 0.99 (p � Pi, p' � 0) . While the boundary conditions for the problem 

are placed on T} as T} -+ 00, T}i is the value of the similarity variable for which the initial 

conditions have "approximately" been met. Recall, T} = x/0. Therefore, for a given time 

t, the distance through which the boiling front has progressed is given "approximately" 

by x = T}i 0. Similarly, the time it would take for the boiling front to progress through a 

given distance x is given "approximately" by t = (x/T}i) 2 . Figure 5.4 shows, over a range 

of initial pressures, the "rate" T}i at which the boiling front progresses through the porous 

medium for both the HM and SP cases. This "rate" is always larger in the SP case than 

in the HM case. Let HMT}i be the value of T}i for the HM flow case and SPT}i be the value 

of T}i for the SP flow case. Then, the greater the difference is between the initial pressure, 

Pi , in the core and the final pressure, Pf, to which one end is depressurized, the larger 

(and closer to 1 )  is the ratio H M T}i/ S FT}i , and, therefore, the closer (proportionally) the 

"rates" at which the boiling fronts progress for the two flow cases . 

A more detailed picture of the progression of the boiling front through the core is 

obtained by looking at the liquid saturation and pressure distributions in a particular 

case. Suppose the porous medium sample described in the previous example is initially 

at a pressure Pi = 1 .2 bar and temperature Ti = Tsat (Pi) = 104.8°C before the pressure 

at one end of the sample is suddenly reduced to Pf = 1 bar and the temperature reduced 

to Tf = Tsat (pf) = 99.6° C. Calculated saturation and pressure distributions for the two 
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Figure 5.3: A core (k = 1 x lO-10 m2 , ¢ = 0 .1 ,  K = 2 Wm-1K-1 , Pr = 2650 kg m-3 , Cor = 
1000 Jkg-1  K- 1 ) ,  initially at a pressure Pi, and temperature Tsat (Pi) , is depressurized 
to 1 bar and the temperature reduced to 99.6°C at one end. The final liquid saturations, 
Sf, are shown for both HM and SP flows over a range of initial pressures Pi ' 
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Figure 5.4: A core (k = 1 x 10-10 m2 , ¢ = 0 . 1 ,  K = 2 Wm-1K- 1 ,  Pr = 2650 kg m-3 , Cor = 
1000 Jkg-1  K-1 ) ,  initially at a pressure Pi , and temperature Tsat (Pi ) , is depressurized 
to 1 bar and the temperature reduced to 99.6°C at one end. The "rate" , '% of the 
progression of the boiling zone is shown for both HM and SP flows over a range of initial 
pressures Pi ' (See text for details. ) 
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Figure 5.5 :  A porous medium sample (k = 1 x 10- 10 m2 , ¢ = 0. 1 ,  K = 2 Wm- 1K- 1 , 
Pr = 2650 kg m-3 ,  Cr = 1000 Jkg-1 K- 1 )  is initially saturated with liquid water, at a 
pressure of 1 .2 bar, and a temperature of Tsat ( 1  bar) = 104.8°C when the pressure at one 
end of the sample is reduced to 1 bar. Saturation and pressure distributions are shown 
for both HM and SP flow. 

flow cases are shown versus TJ in Figure 5.5 .  In the HM case just over 98% of the liquid 

water in the core is converted to water vapour to give Sf = 0.0185. In the SP case 

only 76% is converted (Sf = 0.24) . The saturation and pressure distributions versus TJ 

can be scaled appropriately to obtain plots versus time and in Figure 5.6 the saturation 

distributions are shown 1 second, 1 minute and 1 hour after the depressurization of one 

end of the core. The "rate" , TJi , at which the boiling front progresses in the HM flow case 

is HMTJi = 0.2982ms-1/2 and in the SP flow case is SFTJi = 0.3784ms-1/2 . Using the 

value of TJi for each of the two cases, it can be shown that in the HM case it would take 

about 1 1  seconds for the boiling front to progress through 1 m of the core, while in the 

SP case it would take about 7 seconds to travel this same distance. This specific case 

again illustrates the point that the boiling front progresses faster in the SP case than in 

the HM case and that more fluid boils in the HM case than in the SP case. It also shows 

that, over most of the region through which the boiling front has already progressed, 

more boiling has occurred in the HM case than in the SP case. (See Figures 5 .5  and 5 .6 . )  
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Figure 5.6 :  A porous medium sample (k = 1 x 10-10 m2, <p = 0 .1 ,  K = 2 Wm- 1 K-I ,  
Pr = 2650 kg m-3, Cr = 1000 Jkg-1 K-1 ) is initially saturated with liquid water, at a 
pressure of 1 . 2  bar, and a temperature of Tsat ( 1  bar) = 104.8°C when the pressure at 
one end of the sample is reduced to 1 bar. Saturation distributions are shown for both 
HM and SP flow 1 second, 1 minute, and 1 hour after depressurization of the one end. 
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The specific volume fluxes (or Darcy velocities) of the fluid mixture, liquid phase, and 

vapour phase for each of the two flow cases are given as follows. From Equation 3 . 10  the 

specific volume flux for the fluid mixture, v j , in the one horizontal dimension HM flow 

case is given by 

Vj = � (_ dP) 
J..Lj dx (5 . 18) 

where J..Lj is given by Equation 3.6 and * = Jt�. The specific volume flux of the liquid 

phase, VI , and vapour phase, vv , for the HM flow case are then given by 

(5 . 19) 

(5 .20) 

For the SP flow case the specific volume flux of the fluid mixture is given by 

(5.2 1 )  

where the specific volume fluxes of the liquid and vapour phases are given separately by 

Again 5!:E. = ..1... !!E. ' dx ,ji ar,. 

kkrl (_ dP ) 
J..L1 dx ( 5.22) 

(5 .23) 

In each of the two flow cases, pore-averaged velocities may be defined for the fluid 

mixture, Uj , liquid phase, Ul , and vapour phase, uv , to be the average of the velocities 

of the "fluid" (fluid mixture, liquid phase and vapour phase) taken over the pore space. 

These pore-averaged velocities are given by 

Vi Ui = ¢ i = j, l ,  v (5 .24) 
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Using this definition, the pore-averaged velocity and particle velocity of the fluid mixture 

are the same. 

The areal fractions of the pore space available for the flow of the liquid phase and 

vapour phase are S and 1 - S respectively. Phase-averaged velocities for the liquid phase, 

WI ,  and vapour phase, wv , are then given by 

Ul 
Wl = -S 

Uv 
Wv = ( 1  - S) 

(5 .25) 

(5 .26) 

For the liquid and vapour phases, these phase-averaged velocities are the particle veloc­

ities. [Note: For the HM flow case, by Equations 5.24, 5. 19, 5.25, 5 .20, and 5.26, the 

particle velocities of the fluid mixture, liquid phase, and vapour phase are therefore the 

same (uf =Wl =wv )  as required by the nature of the fluid mixture being a homogeneous 

mixture.] 

For the specific case discussed in this section and illustrated in Figure 5.5, the pore­

averaged velocity of the fluid mixture and the phase-averaged velocities for the liquid 

and vapour phases for each of the two flow cases are shown in Figure 5 .7  for the time 

t = 1 second. The results show that for HM flow, the pore-averaged velocity of the fluid 

mixture is the same as the phase-averaged velocities of the liquid and vapour (as defined) . 

In each flow case, the pore-averaged velocity of the fluid mixture is similar, although the 

fluid mixture is moving slightly faster and over a slightly greater distance in the SP flow 

model. Recall that the justification given in Chapter 3 for investigation into the HM flow 

model was an assumption that (in hydrothermal eruptions) the fluid mixture is moving so 

quickly that separable two-phase flow does not have time to develop. It is interesting to 

note then that the predictions of this flow regime are (as shown in Figure 5 .7) a slightly 

slower mixture flow and a slower progression of the boiling front than in SP flow. The 

phase-averaged velocities of each phase are very different for the two flow cases. The 

liquid phase moves much slower in the SP flow model than in the HM model, while the 

vapour moves at a greater speed in the SP case than in the HM case. This is due to the 

fact that in HM flow the vapour is "dragging" the liquid along with it while at the same 

time the liquid is "holding" the vapour back due to the fact that the two-phases must 

move at the same phase-averaged (or particle) velocities. 

The effect that thermal conductivity, permeability, and porosity have on the similarity 

solution has been investigated. When thermal conductivity is neglected, Equations 5.7 
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Figure 5.7: A porous medium sample (k = 1 x 10- 10 m2 , ¢ = 0. 1 ,  K = 2 Wm-1 K-1 , 
Pr = 2650 kg m-3, Cr = 1000 Jkg-1 K-1 ) is initially saturated with liquid water, at a 
pressure of 1 .2 bar, and a temperature of Tsat ( 1 bar) = 104.8°C when the pressure at one 
end of the sample is reduced to 1 bar. The pore-averaged velocity of the fluid mixture 
and the phase-averaged velocities of the liquid and vapour phases are shown for both HM 
and SP flow one second after depressurizing the end of the core. 
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and 5.8 can again be written in the form of Equations 5.9 and 5.10 ,  using (in this 

special case) the similarity variable T/ = Vk ·  x / ..;t. When k occurs in the similarity 

variable in this way, k does not appear in the coefficients Gi , Di , and Ei for i = 1 , 2 . The 

result of using this similarity variable for solution is that, for all other parameters (Pi, 

Si, Pf, ¢, Pr , c,. )  remaining the same, altering k only alters the rate at which the boiling 

front progresses through the porous medium. That is, varying k has the effect of scaling 

the length of the boiling zone by Vk. Investigation shows that the effects of thermal 

conductivity are negligible for permeabilities greater than or equal to approximately 

1 x 10-13 m2 (although small effects can be seen at 1 x 10-13 m2) .  This is illustrated 

in the following example: Consider a porous medium sample with K = 2 Wm-1K- 1 ,  

¢ = 0 . 1 ,  Pr = 2650 kg m-3, and c,. = 1000 Jkg-1K- 1 .  The sample is assumed to be 

initially saturated with liquid water, at a pressure Pi, and a temperature Tsat (Pi) before 

the pressure at one end of the core is reduced to 1 bar and the temperature reduced 

to Tsat ( 1  bar) = 99.6° C.  A plot of Pi versus Sf over a range of values for Pi is given in 

Figure 5.8 for the SP flow case. For each initial pressure, Pi , investigated, the final liquid 

saturation obtained is the same for permeabilities k 2': 1 X 10-12 m2 and there is little 

difference in these final liquid saturations and those for k = 1 X 10- 13 m2 . However, for 

permeabilities of k :s 1 x 10-14 m2, less boiling occurs and the final liquid saturations 

are higher. While the results shown in Figure 5.8 are for the SP flow case only, similar 

results are found for the HM case. In the HM case, however, the values of the final liquid 

saturation are very small regardless of k so the effects of thermal conductivity are less 

in the HM case than in the SP case. The effects of varying the porosity ¢ on the final 

liquid saturation are shown in Figure 5.9.  For both HM flow and SP flow, the lower the 

porosity ¢, the lower the final liquid saturation and hence the more boiling occurs. The 

effect of differing porosities is more dramatic in the SP flow case than for the HM flow 

case as, again, most of the water in the HM case boils regardless of ¢. 

As stated previously, the effects of thermal conductivity are negligible for permeabil­

ities greater than 1 x 10- 13 m2 . When thermal conductivity is neglected, a scaling factor 

of Vk is introduced in the parameter T/. Therefore, returning to the example illustrated in 

Figure 5.5, if the permeability of the rock matrix investigated had been k = 1 X 10- 12 m2 

instead of k = 1 X 10-10 m2 the saturation and pressure distributions of the solution 

found would have been those shown in Figure 5.5 with the T/-axis scaled by a factor of 

1/10. The saturation distributions 1 second, 1 minute, and 1 hour after depressurization 

would have been those shown in Figure 5.6 with the x-axis scaled by 1/10 .  Similarly, if 

the permeability had been k = 1 X 10-8 m2 , the saturation and pressure distributions 

for the solution found would have been those shown in Figure 5.5 with the T/-axis scaled 

by a factor of 10. 
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Figure 5.8 :  A porous medium sample (<p = 0. 1 ,  K = 2 Wm-1  K-1 , Pr = 2650 kg m-3 , 
Cr = 1000 Jkg-1  K-1 )  is initially saturated with liquid water, at a pressure of Pi , and a 
temperature of Tsat (Pi) when the pressure at one end of the sample is reduced to 1 bar 
and the temperature reduced to 99.6°C. Final liquid saturations obtained for SP flow 
are shown for various permeabilities k over a range of initial pressures Pi ' 
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Figure 5.9 :  A porous medium sample (k = 1 x 10-10 m2 , K = 2 Wm-1K-1 , Pr = 
2650 kg m-3,  Cr = 1000 Jkg-1  K- 1 )  is initially saturated with liquid water, at a pressure 
of 1 .2 bar, and a temperature of Tsat ( 1  bar) = 104.8°C when the pressure at one end 
of the sample is reduced to 1 bar and the temperature reduced to 99.6°C. Final liquid 
saturations obtained for both HM and SP flows are shown over a range of porosities <p. 
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5 .3  Physical experiment 

A set of physical experiments on rapid transient boiling in porous media have been carried 

out with the intention of providing data to be used to test the validity or otherwise of 

the mathematical models described in Section 5.2 .  Results obtained allow a qualitative 

comparison only. 

In the physical experiments, a porous medium sample is placed inside a containment 

vessel. The sample is then saturated with liquid water. A decrease in pressure at one end 

of the sample allows boiling to occur. A boiling front is initiated at the end of the vessel 

and quickly moves through the sample (see Figure 5. 1 ) .  Nuclear Magnetic Resonance 

techniques are used to image the liquid water content throughout the sample over time, 

providing a picture of the progression of the boiling front as it moves through the core. 

5 . 3 . 1  Apparatus and procedure 

The experimental apparatus consists of a containment vessel, connection hose, ambient 

condition reservoir, Nuclear Magnetic Resonance (NMR) equipment and a vacuum pump 

(see Figure 5. 10) . 

In the experiment , a cylindrical rock core was first sealed around its sides with heat 

shrink. Plastic caps fitted with O-rings were then placed on each end. One end of the 

core was sealed by its cap while the other end remained open to allow for the eventual 

flow of fluid from the rock to the ambient condition reservoir. (See Figure 5. 10 . )  The 

core was initially saturated with de-ionized water and its dimensions, average porosity, 

permeability (from a permeameter experiment) and density were calculated. A cylindrical 

brass chamber, 3 lit res in volume, was used to provide "ambient" conditions for the 

experiment. Most of the air was removed from the reservoir enabling the pressure within 

the reservoir to be controlled by the temperature. [An addition of a small amount of water 

into the reservoir would then provide an ambient pressure of Pair + Psat (Tambient ) .] The 

temperature of the reservoir was reduced to Tambient , a temperature low enough to provide 

ambient pressure conditions which would initiate boiling in the core. A connecting hose 

of diameter 8 mm and length 2.5 m was filled with cold water and used to connect 

the ambient conditions reservoir to the core. The core was placed inside the NMR, 

the vacuum pump was turned off and the initial pressure Pair and temperature Tambient 
inside the reservoir were recorded. The experiment was initiated by opening the tap 

between the reservoir and the connecting hose. The cold water inside the hose boiled 

due to the pressure reduction and flowed into the ambient condition reservoir. The 

addition of this water to the reservoir provided the ambient pressure for the experiment 

of Pair + Psat (Tambient ) . Shortly after the opening of the tap, boiling was initiated at the 
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depressurized end of the core and the NMR equipment was used to measure the spatially 

distributed image of water concentration in the core. 

5 . 3 . 2  Results 

A number of laboratory experiments were performed using a bentheimer rock core of 

length 12.5 em and diameter 3.8 em. Approximate rock properties were: Pr = 2000 kg m -3, 

¢ = 0. 18, K = 2 Wm-1 K-l , Cr = 1000 Jkg- 1 , and k = 1 X 10-12 m2. The initial 

temperature and pressure inside the ambient condition reservoir were Tambient = 2°C 

and Pair = 5 mbar providing an ambient pressure for the experiments of approximately 

Pair +Psat (Tambient )  = 12 mbar. The core was initially at atmospheric conditions (approx­

imately 1 bar and 20°C) .  Therefore, the initial pressure within the formation was greater 

than the saturated pressure. It was expected, however, that the pressure along the core 

would immediately lower to the saturated pressure following the depressurization of the 

open end. Using NMR imaging, one-dimensional liquid saturation distributions along the 

core were found. Some NMR images are reproduced in Section 5.3.2 .2 with comments. 

Results of numerical experiments (found using the similarity variable solution method 

described in Section 5.2) are given in Section 5.3 .2 .1  for comparison with the physical 

experiment results in Section 5.3 .2 .2 .  

5.3.2.1 Numerical Results 

Numerical experiments were performed on a rock core with the same rock properties as 

the core used in the physical experiment (Pr = 2000 kg m -3, ¢ = 0. 18, K = 2 W m -1 K-1 , 

Cr = 1000 Jkg-I , and k = 1 X 10-12 m2) .  In these numerical experiments it was 

assumed that the porous medium sample was initially at a temperature 20°C and pressure 

Pi = Psat (20°C) = 2337 Pa when one end of the core was depressurized to Pf = 1200 Pa 

and the temperature at this end reduced to 10°C. The "rate" at which the boiling front 

progressed through the core in both the HM and SP flow cases was given by lli :::::: 

0.004. Therefore, according to numerical results,  it should take approximately 16 minutes 

for a boiling front to reach the end of the core opposite that which was depressurized. 

Numerical experiments predict the final liquid saturation to be Sf :::::: 0.006 for HM flow 

and Sf :::::: 0.34 for SP flow. 

5.3.2.2  Physical Experiment Results 

Experiment A: In this experiment saturation distributions were found every 200 millisec­

onds for 25 seconds. Two measured saturation distributions are shown in Figure 5 . 1 1 .  
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Figure 5 . 1 1 :  Experiment A. Two images of liquid saturation: image (a) was taken within 
200 milliseconds of the onset of boiling, and image (b) a further 200 milliseconds later. 
(See text for details . )  

We have assumed the core was initially saturated with liquid water. An image of 

liquid saturation was taken before boiling was initiated and subsequent images have 

been normalized with respect to this initial distribution. Consecutive images taken were 

separated by 200 milliseconds. The time at which the tap was turned and the experiment 

began is not recorded electronically. The first images taken show a fully saturated core. 

These images were followed by images in which boiling occurs. It is therefore assumed 

that in between the last fully saturated core image and the first image in which boiling 

occurs, the tap was turned and the experiment began. Hence, the image shown in 

Figure 5 . 1 1  (a) took place within 200 milliseconds of the onset of boiling and the image 

in Figure 5. 1 1  (b) was taken a further 200 milliseconds later. 

While data obtained shows a boiling front moving through the core as expected, the 

progression of the front occurs quickly and not enough information about the process is 

obtained. In less than 200 milliseconds [see Figure 5 . 1 1  (a)] boiling has apparently begun 

in the first 7 em of the core, while in fewer than 400 milliseconds [see Figure 5 . 1 1  (b)] 

boiling is occurring throughout the core. According to the numerical results given in Sec­

tion 5.3 .2. 1 ,  this process should occur at a much slower rate. The final liquid saturation 

for this experiment is between Sf = 0 . 1  and Sf = 0.2 .  This is in between the final liquid 

saturations predicted by the numerical solutions for the HM flow case and that for the 
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Figure 5 . 12 : Experiment B. Three (normalized) images of liquid saturation: image (a) 
was taken within 0.5 seconds of initiation of boiling, image (b) 0.5 seconds later, and 
image (c) approximately 8 minutes later. 

SP flow case. 

(Note: After some discussion between the scientist operating the NMR equipment 

and her colleagues, it was determined that the NMR equipment may have been set to 

focus on volumes in the core which were too large. This may have had one of the following 

effects. It may have presented a picture of what was occurring in the large pores in the 

core only. If this was the case, results may suggest that boiling fronts progress through 

larger pores at a faster rate than they do through smaller ones. It may, however, be that 

the result of the NMR setting was to take inappropriate averages over areas which were 

too large. It was decided that adjustments would be made to the NMR setup and more 

experiments would be conducted. )  

Experiment B :  Saturation images in this experiment were found every half-second for 

10 minutes. Three saturation distributions obtained are shown in Figure 5.12 .  Again, 

distributions have been normalized with respect to an initial scan. 

Figure 5 .12 (a) shows the initiation of a boiling front from the depressurized end. 

Boiling appears to also have begun at the closed end of the core even before the boiling 

front reaches this end. A small amount of water lies between the rock and the plastic 

cap which seals this closed end. It is this "end-water" which appears to begin to boil 

almost immediately (see portion of scan to the right of dotted line in Figure 5 . 12 ) .  In 
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Figure 5 . 12  (b) the progression of the boiling front can be seen as well as the continuation 

of boiling in the water at the end of the core. Over time, some boiling occurs throughout 

the core [see Figure 5 . 12  (c)] . 

Further observations (not shown here) indicate increases in saturation at some regions 

at later times. Such an increase may be due to recondensation of moving steam or to the 

flow of water back into the core. Upon removal of the core from the NMR, it was noted 

that the core felt cold to the touch. A qualitative deduction, then, is that the core was 

too cold for further boiling to take place under the conditions of the experiment . 

The speed at which the boiling front moves through the core in Experiment B is closer 

to numerical estimates, but because the core is finite, the predictions of the semi-infinite 

model may not apply. The final liquid saturation for this experiment is between Sf = 0.2 

and Sf = 0.3 which is closer to the numerical prediction of the SP flow case than that of 

HM flow. 

5 .4  Numerical simulations 

Several simulations using HYDROTHERM (Hayba and Ingebritsen 1994) were carried 

out for comparison with both the finite core experiments and the SP flow similarity 

solutions. (Note: HYDROTHERM simulates separable phase groundwater flow only; 

it does not simulate two-phase homogeneous mixture flow.) Unfortunately pressures 

are constrained in HYDROTHERM to be no less than 0.5 bar so comparisons with the 

physical experiments are qualitative only. 

Simulations were carried out on a one-dimensional core of length 14.5 em, Pr = 
2000 kg m-3, ¢ = 0 . 18, K = 2 Wm-1 K-1 , Cr = 1000 Jkg- 1 , and k = 1 X 10-12 m2 . The 

core was assumed to be initially saturated with liquid water, at a pressure Pi = 1 . 1  bar 

and temperature Ti = Tsat (P) = 102.3°C. Constant temperature and pressure conditions 

of Pf = 1 bar and Tf = Tsat (P) = 99.6°C were placed on the depressurized end. 

When "no flux" boundary conditions were placed on the end opposite that which 

was depressurized, a boiling front was initiated at the depressurized end and progressed 

through the porous medium [see Figure 5.13 (a)] . As the system approached thermody­

namic equilibrium, increases in liquid saturation were seen [see Figure 5 . 13  (b)] . Cal­

culated velocities indicated that water was flowing back into the core replenishing the 

depleted zone. Such late time increases in liquid saturation indicate consistency in this 

aspect of the simulations and physical experiments. In the physical experiments this 

had a cooling effect on the region. In the event that such an effect were produced in 

hydrothermal eruptions, it would slow the eruption in progress, and any cooling effect 

on the area may explain long recovery times between subsequent eruptions. 
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When "end-water" was placed at the closed end of the porous medium, small-scale 

boiling was indicated almost immediately in this water (not shown) . This boiling, how­

ever, occurred in very small quantities in the simulations, much smaller than the NMR 

profiles indicated. 

Good agreement between the simulation and the (SP) similarity solution was obtained 

up to the time at which the boiling front had progressed completely through the core. 

Late-time saturation increases are a feature of the finiteness of the core and are therefore 

not predicted by the similarity solution. (Note: This agreement for early time periods is 

true for simulations in which a relatively small pressure reduction was made at one end 

of the short core. The effects of the boundary conditions which are placed on the end 

opposite depressurization can be seen even during early time periods for large pressure 

drops. )  

When constant temperature and pressure boundary conditions were placed on the 

end opposite that which was depressurized, we again saw the progression of a boiling 

front through the porous medium [see Figure 5.14 (a) ] .  As this boiling front moved 

through the core, heat was removed from the system [see Figure 5 . 14 (d), t < 20 s] . 

Once the boiling front had progressed completely through the porous medium, increases 

in liquid saturation were again seen, but water velocities indicate in this case these were 

due to water being fed from the end opposite that which was depressurized. A liquid­

resaturation front moved back through the core until the system eventually reached a 

steady state [see Figure 5 . 14 (b) ] .  

Good agreement between the simulation and the (SP) similarity solution was again 

obtained up to the time at which the boiling front had progressed completely through 

the core. 

5 .5  Summary 

In this chapter, a report is given on numerical experiments, physical experiments and 

computer simulations which have been conducted to investigate some aspects of transient 

boiling processes in porous media. 

In Section 5.2, a comparison of the progression of boiling fronts under the differ­

ing flow regimes of HM and SP fluid flows was made. A one-dimensional semi-infinite 

mathematical model was solved for both cases. As the HM flow model is based on the 

assumption that the rapidity of motion (in hydrothermal eruptions) does not allow for 

separable phase flow to develop, it is interesting to note that the predictions of this flow 

regime are slower fluid mixture flow and a slower progression of the boiling front than 

predicted by the SP flow model. A comparison of results for the two flow cases also 
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shows, due to the fact that the liquid and vapour must move at the same speed in HM 

flow, the liquid phase moves considerably faster and the vapour phase slightly slower in 

the HM flow case. Perhaps the most significant difference in the two flow cases, however, 

is that considerably more fluid boils in the HM flow case, particularly for smaller pressure 

drops across the core. 

For both models of fluid mixture flow, investigation shows that the effects of thermal 

conductivity are negligible for k � 1 X 10-13 m2 . For cases in which the thermal con­

ductivity is negligible, the result of varying the permeability k on the solution is to scale 

the length of the boiling zone at any given time by ../k. Also, for both fluid mixture flow 

models, the larger the porosity of the porous medium, the less boiling which occurs and 

the higher the final liquid saturation in the core. This difference in final liquid saturations 

is greater in SP flow as most of the fluid in the HM case boils regardless of the porosity. 

The results of the one-dimensional semi-infinite mathematical models were compared 

to results from physical experimental data. It was originally hoped that such a compar­

ison would allow for some conclusions to be made on whether HM flow or SP flow was 

likely to occur during early time periods in hydrothermal eruptions. However, more in­

vestigation is needed before such conclusions can be made. Because physical experiments 

were constrained to be finite, direct comparison of all aspects of results was not possible. 

Both numerical and physical experiments show a boiling front initiated at one end of 

the porous medium. However, the rate at which the front progressed through the core 

and boiling effects at the closed end of the core may be features of the finiteness of the 

physical experiment which were not predicted by the semi-infinite model. Differences in 

numerical and physical experimental configurations need to be resolved in order to gain 

quantitative agreement. Suggestions for future improvements to experimental work are 

given in Chapter 6. 

Numerical simulations using HYDROTHERM were conducted for comparison with 

both the physical experiment results and those from the SP similarity solution. Sim­

ulation calculations again show the progression of a boiling front through the porous 

medium. Some of the physical experiment effects due to the finiteness of the core (such 

as late time resaturation) which were not predicted by the semi-infinite similarity solu­

tion, were predicted by the computer simulations. Results of computer simulations and 

the SP similarity solution agree for "early" time periods, but the effects of the boundary 

conditions placed on the "closed" end of the finite core in the simulations do not allow 

for "late" time comparisons with the semi-infinite similarity solution. 



C HAPT E R  6 

Summary, Conclusions and 

Suggestions for Future Work 

6 . 1  Summary and Conclusions 

Much of the mathematical modelling work which has been done to date on hydrothermal 

eruptions has focused on the underground flow processes which take place (McKibbin 

1990, 1996; Bercich and McKibbin 1992) . These investigations have focused on quasi­

steady one-dimensional flow models in the vertical direction. The models of McKibbin 

( 1990) and Bercich and McKibbin ( 1992) examined the motion of the boiling front and 

erosion surface under the assumption that the fluid was a two-phase water mixture in 

which the velocities of the liquid and vapour phases were the same (HM flow) . The 

model of McKibbin ( 1996) studied the effects of non-condensable gases on the motion 

of the boiling front . The objective of this thesis has been to further the understanding 

of the underground flow and boiling processes involved in hydrothermal eruptions. The 

main contributions to this area are: a description of the recharge of a hydrothermal 

system following an eruption which is based on a study of steady isothermal flow, and an 

investigation of transient boiling processes in one horizontal dimension which includes a 

comparison of the predictions of homogeneous mixture (HM) and separable phase (SP) 

flows. 

The definition of a hydrothermal eruption and its relation to / distinction from other 

phreatic eruptions was discussed in Chapter 1 .  Previous modelling experiences of specific 

eruptions (prehistoric and historic, natural and induced) were then summarized. In 

Chapter 2, a conceptual model of the hydrothermal eruption process was formed based on 

information gathered from these previous modelling experiences. This model describes an 

eruption initiated at the surface by a sudden pressure reduction. The pressure reduction 

107 
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causes boiling to occur and a boiling front moves downward through the porous medium. 

Solid material is also ejected upward from the erosion surface. A discussion on events 

which may cause the pressure reduction necessary to initiate an eruption is given. Events 

which may cause instability in the hydrothermal system allowing future initiation events 

to trigger an eruption are also described. A laboratory model of a hydrothermal eruption 

has been constructed. Observations from this physical model provide visual observations 

consistent with those seen in naturally occurring hydrothermal eruptions. Qualitative 

results from this laboratory model support the conceptual model given in this work and 

confirm the effectiveness of the proposed triggering mechanism. 

A mathematical model of the underground flow processes in hydrothermal eruptions 

was formed in Chapter 3 based on the conceptual model. The principles of conservation 

of mass, momentum and energy, are used to obtain a set of non-linear partial differential 

equations which regulate transient mass and energy transport . The fluid is modelled as 

a two-phase water mixture under two different fluid flow regimes: single homogeneous 

mixture (HM) flow and separable phase (SP) flow. 

The solution to the mathematical problem outlined in Chapter 3 was presented in 

Chapter 4 under the simplifying assumption of steady isothermal flow. This is equivalent 

to investigating the problem of digging a hole for the purposes of extracting water. The 

resultant pressure reduction will cause flow to commence. The flow around and into the 

hole is quantified and the origin of the flowing water is determined for three geometrical 

configurations. In each case, results show pressure reduction to be a localized occurrence. 

As this pressure lowering has a direct effect on boiling in hydrothermal eruptions, the 

origin of hydrothermal eruption fluid may be deduced to be local. Calculations also 

show that, over time, the water within the formation is flushed by groundwater from the 

surface. The time frame over which this occurs is dependent on the properties of the 

porous medium, the temperature of the fluid, and the depth of the hole. The larger the 

porosity of the porous medium and the greater the depth of the hole, the slower this 

surface "recharge" . The larger the permeability of the porous medium and the greater 

the temperature of the fluid the quicker the surface "recharge" . While the flow in a 

hydrothermal eruption is not steady, and, as stated previously, is expected to originate 

locally, the far field flow of the isothermal case may show how ground flow will recover 

following an eruption. Cool groundwater continues to flood the depleted zone over time, 

cooling the affected region. This may explain long recovery times before subsequent 

eruptions. 

In chapter 5 an investigation was made into the progression of boiling fronts in one 

horizontal dimension. Using the conservation equations outlined in Chapter 3, semi­

infinite horizontal models for both the HM and SP flow regimes are described and solved 
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numerically. Results for both cases found thermal conductivity to be negligible for per­

meabilities of k 2: 1 X 10-13 m2 . The present work also shows that the permeability of the 

porous medium has a great influence on the speed of the boiling front. For cases in which 

thermal conductivity is negligible, an increase in the permeability results in an increase 

(by a factor of Vk) in the length of the boiling zone. The magnitude of the porosity 

of the porous medium also shows a marked effect on the amount of boiling which takes 

place, particularly for SP flow. 

It has been noted above that previous mathematical models investigating under­

ground flow processes in hydrothermal eruptions were based on the HM flow regime; 

that model was chosen because it was assumed that the fluid in a hydrothermal eruption 

flows so quickly that separable phase flow does not have time to develop. Numerical sim­

ulators, such as HYDROTHERM and TOUGH2, generally used in geothermal reservoir 

modelling, are based on the SP flow model. One might then ask, when modelling rapid 

transient underground boiling processes, what model should be used to best describe the 

flow? What are the implications for the solution of choosing a particular flow model 

over another? If HM flow is indeed occurring in hydrothermal eruptions, and simulators 

(which assume SP flow) are then used to carry out investigations, what effect does this 

have on the final result? A comparison of predictions for the two flow models shows, 

under similar conditions, the rate of progression of the boiling front and the velocity of 

the fluid mixture are similar for both cases, though slightly slower in the HM fluid flow 

model. Due to the fact that the liquid and vapour phases must move at the same speed 

in HM flow, the liquid phase moves markedly faster and the vapour phase somewhat 

slower in the HM flow case. The most significant difference between the two cases is that 

considerably more water is predicted to boil in HM flow. Due to a slower boiling front 

and more liquid water boiling in HM flow predictions, eruptions of longer duration may 

be deduced. The amount of water which boils may also affect conditions necessary to 

trigger an eruption. The more fluid that boils and escapes upwards, the greater is the 

lift provided to the rock in the porous medium above, and the more likely the initiation 

of eruption. 

In an effort to determine which model in fact best describes the flow during early time 

periods in hydrothermal eruptions, a set of physical experiments have been carried out 

for comparison with the two flow models (see Section 5 .3) .  Qualitative results from the 

physical experiment agree with results of the numerical experiments. However, more work 

is needed to obtain quantitative agreement and determine which of the two flow regimes 

is occurring in the porous medium. Suggestions for improvements to the experimental 

setup are given in Section 6.2.  These suggestions, together with the work described in 

Section 5 .3 ,  provide a basis for future work which may help solve the fluid flow regime 
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mystery. Numerical simulations using HYDROTHERM have been carried out; these 

provide insight into features of the physical experiment (such as a resaturation front) 

which were due to the finiteness of the core and therefore not predicted by the semi­

infinite solution. These numerical simulations were also compared with the SP flow 

model solution. While the influence of the boundary conditions placed on the finite 

core in the simulations do not allow for comparison at later time periods, there is good 

agreement over times where comparison can be made. 

6.2 Suggestions for Future Work 

Based on the conceptual model presented in Chapter 2, any complete mathematical 

model of a hydrothermal eruption must include: a model of the above-ground flow which 

includes solid material being thrown up and re-ejected in the eruptive stream; a model of 

the below-ground boiling processes which take place; a model which connects the above­

and below-ground flows taking into account the high-speed flow effects at the interface 

between the two; an eroding surface and ground slumping following eruption. The math­

ematical modelling done in this thesis, as well as the work done by McKibbin ( 1990, 1996) 

and Bercich and McKibbin ( 1992) , provides some insight into the underground flow and 

boiling processes which occur. Recently, preliminary work has also begun on methods 

of modelling the upwards flowing eruptive plume (Rynhart, McKibbin, and Kelly 2000) .  

A "complete" hydrothermal eruption flow model, however, is still a distant goal. Some 

suggestions for extending the work in this thesis are: 

• To improve the laboratory eruption model described in Chapter 2. A larger scale 

model may allow for quantitative measurements to be made of: the speed with 

which the boiling front progresses through the porous medium, the height to which 

material is ejected, and the radius out to which material is thrown. A series of 

experiments in which the pressure reduction made at the surface and the porosity 

of the medium in the eruption column were varied, may provide useful data for 

comparison with future mathematical models . 

• Apply the numerical method used for plotting the streamlines in Section 4.2.2 to 

the quasi-steady non-isothermal flow problem. The effectiveness of this straightfor­

ward numerical technique in plotting curves which are everywhere perpendicular 

to a given curve was verified against analytic results in Chapter 4. In the quasi­

steady non-isothermal case, Vhf and Qm have been shown to be orthogonal (see 

Section 3.4) . Therefore, once the conservation equations have been used to solve 

for either h f or Qm, the numerical technique described may be used to complete 
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the solution. 

1 1 1  

• Use numerical simulators , such as HYDROTHERM (Hayba and Ingebritsen 1 994) 

or TOUGH2 (Pruess 1991 ) ,  to investigate vertical SP flow. In Chapter 5, results 

from HYDROTHERM simulations were compared to results from the SP similarity 

solution model. A good agreement was obtained for "early" time periods. (An 

increase in the length of the core used for numerical simulations will increase the 

length of time over which the two models are in agreement . )  Similar simulations 

could be carried out in the vertical case. In Chapter 5 a comparison of HM and 

SP flow was made. Results showed a significant difference in the amount of boiling 

which occurred in each of the two cases . HYDROTHERM simulations may be used 

to compare vertical SP flow with a vertical HM flow model to determine if these 

differences are as great when the effects of gravity are taken into account . 

• Use numerical simulators, such as HYDROTHERM or TOUGH2, to investigate 

the two-dimensional non-isothermal flow problem. In Chapter 4, results from the 

numerical solution to the problem of two-dimensional steady isothermal flow to a 

cylindrical well were compared with results from a HYDROTHERM simulation and 

good agreement was found. Figure 6 . 1  illustrates sample results from a simulation 

of non-isothermal flow towards a cylindrical hole. A series of simulations under 

varying initial fluid conditions, boundary conditions, crater shapes and rock matrix 

properties may provide future insights into the underground flow processes which 

occur in hydrothermal eruptions and the conditions necessary to trigger them. 

• Conduct further horizontal boiling experiments using NMR (or CT scanner) equip­

ment under improved experimental configurations. Perhaps the most beneficial 

improvement which could be made to the experimental setup would be the imple­

mentation of temperature control over and/or insulation of the area surrounding 

the core. This temperature control would allow for experiments to be run at higher 

temperatures, more closely approximating those in hydrothermal systems. The 

problem of insufficient heat in the rock matrix to allow for the continuation of boil­

ing would be reduced. Because of the restrictions in HYDROTHERM for pressures 

to be greater than 0.5 bar, if both the pressure and saturated temperature within 

the core, and the ambient pressure and saturated temperature in the ambient con­

ditions reservoir, were higher than 0.5 bar and Tsat (0.5 bar) ,  any data obtained from 

the physical experiment could be compared with HYDROTHERM simulations as 

well as the similarity solution. There was no temperature control available in the 

MR equipment used to conduct the experiments described in Chapter 5. For these 

experiments, it was necessary to place the saturated core in the NMR machine for 
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Figure 6 . 1 :  Calculated liquid water and water vapour velocity vectors from a HY­
DROTHERM simulation. A porous medium of porosity 0. 10  and permeability 1 x 
10- 10 m2 was initially saturated with liquid water at a temperature determined by the 
"boiling point with depth" relation and a pressure determined by a hydrostatic pressure 
gradient . A cylindrical hole of radius 0 . 1  m and depth 1 m was then removed from the 
formation. Constant atmospheric temperature and pressure conditions were placed on 
the surface and along the hole boundary. Results shown are those found one day after 
the "crater" was formed. 
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an extended period of time prior to  the experiment in order to  set up the NMR 

system and to take initial scans. The use of cores much above room temperature 

was therefore not practical. Another constructive improvement to the experimental 

setup would be a system which allowed for temperature measurements to be taken 

across the core. This may help provide a better understanding of conditions within 

the core during the experiment. Finally, the use of a (much) longer core may help 

to reduce any "early time" effects which occur due to the finiteness of the core. 

Each of the above suggestions will help further the understanding of the underground 

flow processes involved in hydrothermal eruptions. In the end, a numerical solution of the 

full non-isothermal two-phase flows is needed. Any underground model formed will then 

eventually need to be linked to an above-ground model to determine if the connection of 

the two produces the desired effects. It is hoped that future modelling done may be used 

to give an estimate of the risk associated with given reservoir conditions and to find if 

there is a way to reduce that risk and indeed to find what constitute critical conditions 

so as to avoid them. 
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A p P E N D I X  A 

Conservation Equations for 

Horizontal F low 

In Chapter 5, an investigation of the progression of boiling fronts in one-dimensional 

horizontal porous media is given. A description of the problem being studied is given 

in Section 5 . 1 .  Section 5.2 is devoted to the solution of this problem through the use 

of numerical methods for two different flow cases: HM flow and SP flow. Some of the 

algebraic details of the derivation of the conservation equations used for solution were 

not included in Section 5.2 for clarity of presentation and are instead given here in 

Section A. I for the HM flow case and Section A.2 for the SP flow case. The derivation of 

the conservation equations introduces a set of coefficients (AI , A2 , BI , B2 , GI , G2 , DI , 

D2 , EI , and E2) for each of the two cases studied which are also given in Section A. I  for 

the HM flow case and Section A.2 for the SP flow case. 

A . 1  Homogeneous Mixture (HM) Flow 

From Equations 5 . 1 ,  5.3, and 5.5, the conservation of mass equation for homogeneous 

mixture flow in one horizontal dimension may be written in the form 

a a ( PI ap) 
- (¢PJ) + - -k- - = 0  
at ax J.lI ax 

(A . I )  

For the problem described in  Section 5.2, the porosity ¢ and permeability k of  the porous 

medium are assumed to be constant . The density PI and dynamic viscosity J.l I of the 

fluid mixture are functions of the liquid saturation S and pressure p and are given by 

Equations 3 .3  and 3.6 .  Let 

1 15 
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(A.2) 

Then, using Equations 3.3 and A.2,  Equation A . I  may be re-written in the form 

Expanding Equation A.3  gives 

which can be written in the form 

where 

Al = 

BI = 

CI = 

DI = 

El 

¢ [s8PI + ( 1  _ S) 8Pv ] 8p 8p 

¢ (PI - Pv ) 

k8cY.j 
8S 

k8aj 
8p 

kaf 

(A.3) 

(A.4) 

o 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

(A.9) 

(A.IO)  
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Equation A.5 ,  with the coefficients given in Equations A .6 - A.IO,  is the form of the 

conservation of mass equation given in Equation 5.7, Section 5.2 . l .  

From Equations 5 .2,  5.4, and 5 .6 ,  the conservation of energy equation for homogeneous 

mixture flow in one horizontal dimension may be written in the form 

(A. l l )  

For the problem described in Section 5.2,  the thermal conductivity K of the formation is 

assumed to be equal to the thermal conductivity of the rock matrix. The properties of the 

rock matrix (density Pr , heat capacity Cr , and thermal conductivity Kr ) are assumed to 

be constant . The specific enthalpy h f and specific internal energy U f of the fluid mixture 

are functions of the liquid saturation and pressure and are given by Equations 3 .4 and 

3.5 .  The saturated temperature Tsat is a function of the pressure. 

Let f31 = PIUI and f3v = PVUV . Then, using Equations 3.3 and 3.5,  Equation A . l l  may 

be written in the form 

a 
at {

( I  - ¢) PrCrTsat + ¢ [Sf31 + ( 1  - S) f3v] }  

Expanding Equation A.13  gives 

[ [PTsat aTsat 1 
-K 8p2 PxPx + -ap-Pxx 0 

(A. 12) 

(A. 13) 

(A. 14) 
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By combining like terms, Equation A. 14 can be written in the form 

where 

A2 

B2 = 

G2 = 

D2 

E2 

( 1 - ¢) PrCr O
Tsat 

+ ¢ [SO,8l + ( 1 - S) 
o,8v ] 

op op op 

¢ (,8l - ,8v ) 

( Oaf Ohf ) k hf aS 
+ af aS 

k (h 
oaf Ohf ) K02Tsat f op + Ctf op + Op2 

OTsat kCtfhf + Kap 

(A.15)  

(A. 16) 

(A. 17) 

(A.18)  

(A. 1 9) 

(A.20) 

Equation A.15 ,  with the coefficients given in Equations A . 16  - A .20, is the form of 

the conservation of mass equation given in Equation 5.8, Section 5.2 . l .  

The coefficients AI ,  A2 , BI , B2 , GI , G2 , DI ,  D2 , EI , and E2 are functions of pres­

sure and liquid saturation and have been calculated for numerical solutions using simple 

correlations and formulae for thermodynamic properties as given in Appendix B .  

A.2 Separable Phase (SP) Flow 

From Equations 5 . 1 ,  5 . 14, and 5 . 16 ,  the conservation of mass equation for separable phase 

flow in one horizontal dimension may be written in the form 

a a ( PL OP Pv OP ) 
- {¢ [Spl + ( 1 - S) pvn + - - kkrl - - - kkrv - - = ° m & � fu � fu 

(A.21 )  
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Let al = pt! f..Ll and av = Pvl f..Lv · Expanding Equation A.21 gives 
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(A.22) 

By combining like terms, Equation A.22 may be written in the same form as Equation A.5 

where the coefficients for this separable phase flow case are given by 

Al 

BI = 

CI = 

DI = 

EI = 

1; [OPl S + 0pv ( 1  - S)] op op 

1; (Pl - Pv ) 

(Okrl Okrv ) k oS al + oS av 

( oal oav ) k krl op 
+ krv op 

k (krlal + krvav )  

(A.23) 

(A.24) 

(A.25) 

(A.26) 

(A.27) 

Equation A.5, with the coefficients given in Equations A.23 - A .27, is the form of the 

conservation of mass equation used in Section 5.2.2. (See Equation 5.7 . )  
Let {3l = PlUl, {3v = PvUv , "tl = Plht! f..Ll = ht!v/ , and "tv = Pvhvl f..Lv = hv lvv · Then, by 

Equations 5.2 ,  5 . 15, and 5 . 17, the conservation of energy equation for separable phase 

flow in one horizontal dimension may be written in the form 

o 
ot { ( 1  - 1;) PrCrTsat + 1; [S{3l + ( 1  - S) {3v] }  (A.28) 
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Expanding Equation A.28 gives 

(A.29) 

By combining like terms, Equation A.29 may be written in the same form as Equa­

tion A . I5  where the coefficients for this separable phase flow case are given by 

A2 

B2 

C2 = 

( 1 - ¢) PrCr 
8Tsat + ¢ [S8f3l + ( 1 - S) 

8f3v ] 
8p 8p 8p 

¢ (f3l - f3v ) 

(8krl 8krv ) k 8S Il + 8S IV 

k (k 8'l k 81v ) K 
82 Tsat rl 8p + rv 8p + 8p2 

(A.30) 

(A.3 1 )  

(A.32) 

(A.33) 

(A.34) 

Equation A.I5 ,  with the coefficients given in Equations A.30 - A.34, is the form of 

the conservation of mass equation used in Section 5.2.2 .  (See Equation 5.8 . )  

The coefficients AI, A2 , BI , B2 , CI , C2 , DI , D2 , EI , and E2 for this case are again 

functions of pressure and liquid saturation and have been calculated for numerical solu­

tions using simple correlations for thermodynamic properties as given in Appendix B.  



A p P E N D I X  B 

Correlations and Formulae for 

T hermodynamic Properties of 

Water 

In Chapter 5, a study of the progression of boiling fronts in one-dimensional horizontal 

porous media is presented. In order to complete the solution to the problem described in 

Section 5.2, Equations 5. 1 1  - 5 . 13 must be solved under the boundary conditions given in 

Figure 5 .2  for each of two (homogeneous mixture and separable phase) flow cases. The 

coefficients AI , A2 , BI , B2, GI , G2 , DI ,  D2 , EI , and E2 contained in Equations 5 . 1 1  -
5 . 13  are given in Appendix A in terms of various thermodynamic properties of water. 

A set of formulae describing the thermodynamic properties of the homogeneous fluid 

mixture (necessary for solution) are given in Equations B.1  - B.6. By Equations A.2,  3.3, 

and 3.6, 

oaf 
oS 

P f _ S Pl + (1 - S) Pv 
J.tf SJ.tl + ( 1  - S) J.tv 

= { [SJ.t1 + ( 1  - S) J.tvJ [S� + ( 1  - S) �;] 

J.tvPI - J.tIPv 

12 1  

(B. 1 )  

(B.2) 

(B.3) 
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By Equation 3.4, 

8hf = 
8S 

SPlhl + ( 1  - S) Pvhv 
S PI + (1 - S) Pv 

{ [ ( 8pv 8PI ) (8hl 8hv ) ]  S ( 1  - S) PI- - -Pv (hv - hI ) + PIPv - + -8p 8p 8p 8p 

[SPI + ( 1  - S) Pvf 

[SPI + ( 1  - S) Pvf 

(B.4) 

(B.5) 

(B.6) 

Using data taken from Rogers and Mayhew ( 1980) , a set of simple correlations de­

scribing the necessary thermodynamic properties of the liquid and vapour phases over 

the temperature and saturated pressure ranges of interest were determined and are pre­

sented in Table B. 1  for 611 .2  � p � 12330 Pa (0.01 � Tsat (P) � 50°C) and Table B.2 

for 1 x 105 � P � 5 X 105 Pa (99.6 � Tsat (P) � 151 .8°C) .  The correlations found are of 

one of three types: f = Apn, f = B In (kp) , and f = ap2 + bp + c. For functions of the 

type f = Apn and f = B In (kp) least square methods have been used to find the best 

line fit through log-log or semi-log plots of data respectively, while for f = ap2 + bp + c 

least squares methods were used to find the best quadratic fit to the data. There is close 

agreement between the steam table data and the correlations given in Tables B . 1  and 

B.2. 
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Table B.1 :  Correlations for thermodynamic properties of liquid water and water vapour 
in the saturated pressure range 611 .2  ::; p ::; 12330 Pa (0.01 ::; Tsat (p) ::; 50°C) . 

Correlation Coefficients Value of 
Coefficient 

hi = Bhl In (khIP) Bhl 6 .9047 X 104 

khl 1 .5048 X 10-3 

hv = Ahu pnhu Ahu 2 . 3 166 X 106 

nhu 1 . 1 794 x 10-2 

/-LI = Alllpn"l AIlI 2.0648 X 10-2 

nlll -0.38823 

/-Lv = Allu pn"u Allu 5.7266 x 10 6 

nllu 6.0987 x 10-2 

PI = apI P2 + bplP + CPI api 2.8334 x 10-8 

bPI - 1.4085 X 10-3 

CPI 1.0011 X 103 

Pv = Apu pnpu Apu 1. 1296 X 10-5 

npu 0 .9453 

Ctl = A",lpnQI A"'I 4.9319 X 1 04 

n"'l 0.38552 

Ctv = a"'u p2 + b",u p + c"'u a",u -8.2518 x 10-6 

b",u 0.74877 

c"'u 1 . 5308 x 102 

f31 = Bf31 In ( kf3lp) Bf31 6 .9503 X 107 

kf31 1 .480 1 X 10-3 

(3v = Af3u pnpu Af3u 25.3119 

nf3u 0 .9544 

II = a-YI p2 + b-YI p + C-YI a-YI - 1 . 2 149 x 103 

b-YI 4 . 7685 X 107 

C-YI - 2 .4618 X 1010 

Iv = a-Yup2 + b-yup + C-yu a-yu - 19 .008 

b-yu 1 .9152 x 106 

C-yu 3 .4871 X 108 

Tsat = BT In ( kTP) BT 16.500 

kT 1 .5025 x 10-3 
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Table B.2 :  Correlations for thermodynamic properties of liquid water and water vapour 
in the saturated pressure range 1 x 105 � P � 5 X 105 Pa (99.6 � Tsat (P) � 151 .8°C) . 

Correlation Coefficients Value of 
Coefficient 

hi = Ahl pnhl Ahl 1 .9707 X 104 

nhl 0.26554 

hv = Ahvpnhv Ahv 2.2019 X 106 

nhv 1 .6906 x 10-2 

J.lI = AlL1pn"l AILI 7.0370 X 10-3 

nIL1 -0.28022 

J.lv = AlLv pn,.v AlLv 4.0301 X 10-6 

nlLv 9.4704 x 10-2 

PI = aplP2 + bplP + cP1 ap1 1.0765 x 10-10 
bPI - 1 . 7288 X 10-4 

CP1 9.7387 X 102 

Pv = Apvpnpv Apv 1.2151 X 10-5 

npv 0.9372 

01 = A"'l pnOI A"'l 1.8698 X 105 

n"'l 0.25278 

Ov = A"'vpnov A",v 3.0362 

n",v 0.8420 

/31 = A/3lpni31 A/31 2.6504 X 107 

n/31 0.2364 

/3v = A/3vpni3v Al3v 25.999 1 

n/3v 0.9510 

II = A .. Ylpn"l A-Yl 3.6848 X 109 

n-Yl 0.5183 

IV = a-Yv p2 + b-yvp + c-yv a-yv -0.2 1785 
b-yv 1. 1124 x 106 

c-yv 2.4269 X 1010 

Tsat = ATpnr AT 5 .0345 

nT 0.2598 
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The simple linear functions given in Equations B .7  and B .8  (also known as X-curves) 

were used to describe the relative permeabilities krl and krv . (The residual saturations 

Sir and Svr are both assumed to be zero. )  

S (B .7) 

1 - S (B.8) 

[See Guerrero ( 1998) for more details on these and other relative permeability curves.] 
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