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Errata and Addenda 

Replace "evaluate these difliculty" by "evaluate the difficulty" . 

Replace '[35]' by '[35, page 475]'. 

Replace "Brideau and Cavalier" by "Brideau and Cavalier 

[28, page 1]". 

Replace "They adopt" by "Desrochers, Lenstra and Savels

bergh [54, page 323] adopt". 

Replace "which will be useful to" by "that will be useful in" . 

Replace '[60]' by '[60, page 12]'. 

Replace 'interesting' by 'interestingly'. 

Replace '[146]' by '[146, page 1105]'. 

Replace '[7]' by '[7, page 206]'. 

Replace "Is it possible communicate between decision makers?" 

by "Is communication possible between decision makers?" . 

Delete 'of these'. 

Replace "move continuously at the same constant speed in the 

Euclidean plane" by "move continuously at unit speed in the 

Euclidean plane and may instantaneously change direction". 

Replace '[7]' by '[7, pages 11-18]'. 

Replace "principles make" by "principles that make". 

1nsert after the first sentence: "Let dXi be the distance from 

player X's current location to the location of prize i (at unit 

speed this is equivalent to the minimum possible time for 

player X to reach prize i)." 
Replace "players prize i" by "players share prize i" . 

Delete 'a'. 

Delete 'it'. 

Replace "median prize of move" by "median prize or move". 
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P 63 line -10 

P 63 line -5,-1 
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P 93 line 6 

P 93 line 13 

P 93 line 19 

---------=.=, 

Replace "at least on prize" by "at least one prize" . 

Replace "subpath, but not necessarily committing to entire, 

but" by "subpath, not necessarily committing to an entire sub

path, but". 

The definition given for Farthest Insertion is that of Most Ex
pensive Insertion. For Farthest Insertion, select vertex knot 

on the subpath such that c4k (for k E subpath) is maximized. 

Insert vertex k between subpath edge (i, j) such that c4k + dkj 
is minimized. 

Replace "guaranteed to player A" by "guaranteed to player A 

if targeted first". 

Replace "higher likelihood" by "higher likelihood of capture" . 

Delete 'we'. 

Insert new paragraph "Let p denote a problem instance defined 

by the number of prizes, the location of each prize, the value 

of each prize, the initial location of each player, the overall 

deadline, and the step size. The guaranteed value of a maximal 

guaranteed subpath for player A is denoted r A(P) and the 

guaranteed value of a maximal guaranteed subpath for player B 
is denoted rB(p)." 
Replace 'paranoid' by 'GUARANTEE-SUBPATH'. 

Replace "We can calculate the cooperative value, 0, which 

is" by "For a problem instance p, we can calculate the coop
erative value, O(p), which is". 
Replace '0' by 'O(p)'. 

Replace "select between them." by "select between them?" 

Replace "is the defined" by "is then defined" 

Replace 'apply' by'applying'. 

Delete comma. 

Replace udAl < dBI and dA2 = dB2" by "dAi, < dBi, and 

dAi. = dBi. ". 
Replace "A-o il and B-o il is a Nash equilibrium in which 

the players share the sequence il-4i2" by "A-o i2 and B-o i2 

is a Nash equilibrium in which the players share the sequence 

i2-4il" . 
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Replace "A-oargmax{vl> V2} and B-oi2, for a reward of 

maxH(vI + ti2), VI} to player A and minH(vI + V2), ti2} to 

player B" by "A-oargmax{v;"v;,} and B-oi2, for a reward of 

maxH(v;, + Vi,), Vi,} to player A and minH(vi, + Vi,), Vi,} 
to player B". 

Replace 'max' by'min'. 

Replace 'of' by 'or'. 

Replace 'max' by 'min'. 

Replace 'B' by 'A'. 

Replace 'Bsafety-window' by 'B-safety-window'. 

Replace last '+' by';::'. 

Replace 'O(A, B)' by 'O(p)', replace 'f(A), by 'f A(P)', and 

replace 'r(B)' by 'f B(P) " 
Replace "every prize of sequence of prizes" by "every prize or 

sequence of prizes" . 

Replace 'paranoid' by 'guaranteed'. 

Delete the redundant condition "and dAi, + d;, i, < dBi , ". 

Replace "At> (i2�il) is accessible but At> (il�i2) is not ac

cessible" by "A t> (il�i2) is accessible but A t> (i2�id is not 

accessible" . 

Replace 'O(A, B)' by'O(p)'. 

Replace 'r(AIB)' by 'f A(P)' and replace O(A, B)' by 'O(p)'. 

Replace 'r(AIB)' by 'f A(P)', replace f(BIA)' by 'fB(p)', and 

replace O(A, B)' by 'O(p)'. 

Replace O(A,B)' by '0(1'1)'. 
Replace 'engine' by 'engines'. 

Replace 'define' by 'determine'. 

Replace 'prosed' by 'proposed'. 

Delete 'the'. 

Replace 'f A(A t> xB t> y)' by 'f A(A t> x, B t> y),. 
Replace "which make" by "that would make". 

In the first table replace 'Vi, < i2Vi.' by 'Vi, < 2Vi.' and in the 

second table replace 'Vi, < i2Vi,' by 'Vi, < 2Vi3" 
Replace 'f(j,X)' by 'fx(j)'. 

Replace 'f(j)' by 'O(j)
,. 

Replace 'that' by 'there'. 
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Replace 'provide' by 'provides'. 

Replace 'defined' by "defined by". 

Replace 'local-optima' by "local optimum". 

Replace "swap to clusters" by "swap two clusters" . 

Delete "in an X-future-family". 

Before "Table 7.2(d) illustrates" insert the sentence "This ex

hibits a potential drawback of enforcing the cluster-no-retum 

rule." 

Replace '[29J' by '[29, page 111]'. 

Replace 'lemma' by 'theorem'. 

Replace 'A�14�12�12' by 'A�14�12�13'. 

Replace 'A�11�9�6�7-+8' by 'B�11�9�6�7-+8'. 

Replace 'playerA�14�12�13' by 'A�14-+12�13'. 

Replace '199' by '179'. 

The caption for Table 7.4(d) should read "Player B FAMILY

PRIZE-GUARANTEE Subpath" . 

Replace 'posible' by 'possible'. 

Add to the end of the paragraph: "In each case the two player 

game table indicates the structure of the root game table and 

'0' indicates an entry remaining to be evaluated." 

Replace "clusters [2J and 35J" by "clusters [2J and [3J" . 

Replace "which is even more confusing" by "which is interest

ing since both players were previously trying to avoid a tactical 

conflict" . 

Add to the end of the paragraph: "Cycling occurs when play

ers perpetually retargeting in response to the opponent retar

geting. It would eventually be resolved as the players move 

closer to their respective candidate target clusters but may 

be detected and resolved earlier by switching to a MAXIMIN 

evaluator. " 

Replace 'governed' by "governed by". 

Replace "be following in" by 'follow'. 

Replace "to straightforward" "to be straightforward" . 

Move 0 to the right hand side. 

Delete "in a player X future-family". 

Delete "in a player A future-family" . 

Replace '{h + l' by '{h+1" 
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{("') 

Optimal and heuristic value of a solution to a 

combinatorial optimization problem ",. 
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combinatorial optimization problem. 

Difficulty of problem instance ",. 

Paths, Game Trees and Branch and Bound Trees 
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Step Planning 
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A game tree node. 

A branch and bound tree node. 

The guarantee value for player A corresponding 

to game tree node j. 

The guarantee value for player B corresponding 

to game tree node j. 

The cooperative value corresponding to game 

tree node j. 

Planning subpath. 

Planning path for player .A. 
Planning path for player B. 
The value of prize on subpath PA claimed out

right by player A plus half the value of those 

prizes on PA shared with player B on sub

path PB. 
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Player X moves directly to location X. 
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Projected time stamp. 
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Follow pairs for each player. 
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Probe. 
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window. 
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committed to travelling all the way to at least 

one of prizes i I and i2 via feasibility window W. 

F inal family requirement enforced. 
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player. 

Clusters remaining and accessible to each 
player. 

Set of target-clusters of player X. 
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X t> [eil The 'look through' scenario that player X is 231 

committed to travelling all the way to some 

prize in cluster reil. 
B t> {[ey!], [ey2]} The 'look through' scenario that player B is 256 

committed to travelling all the way to at least 

one prize from cluster [eyIJ or cluster [ey21. 
B t> ([eyol-t{[CYd, [CY2]}) The 'look through' scenario that player B is 257 

committed to travelling all the way to at least 

one of prize from cluster [cyol and then trav-

elling all the way to at least one prize from 

cluster [eyIJ or cluster [CY21· 
A-t1P' A Ell [cxol t> [cxd Player A moves through cluster [cxol while 238 

committed to cluster [cxIJ as the next look-

through cluster. 

B-tIP'B t> 0 Player B has no look-through commitment. 243 

B-tIP'B Ell [cxol t> 0 Player B moves through cluster [cxol and has 243 

no further look-through commitment. 

B-tIP'B t> [cxol Player B is committed to cluster [cxol as the 253 

next look-through cluster. 

Grid Planning 

GA,GB Grid planning paths. 344 

A-tGA EIlv (i,j) Commitment to grid cell (i, j) via the intra-cell- 344 

direct-path through the current A-grid-cell. 

A-tGA EIlH (i,j) Commitment to grid cell (i,j) via the intra-cell- 345 

harvest-path through the current A-grid-cell. 

A-tGA EIlp (x, y) Commitment to grid cell (i,j) carrying last- 348 

direct, last-harvest and all-direct paths via the 

current A-grid-cell. 



Abstract 

Operations Research studies a wide range of problems, including long-term, strategic, 

business planning and short-term, operational, logistical planning. Long-term business 

decisions revolve around the market demand for goods or services, whereas logistics fo

cuses on efficient scheduling of production and distribution. However, vehicle routing and 
• 

scheduling problems in a dynamic environment require short-term, operational planning 

in conjunction with computationally expensive, short-term tactical considerations. 

This thesis investigates a model of competition in the distribution of goods to cus

tomers, in which a number of independent carriers compete to deliver goods to a fixed 

set of customers. Assuming that the price and quality of the goods are consistent, each 

customer is indifferent towards which carrier actually delivers the required goods, but 

will only accept delivery from the first to arrive at their location. The main source of 

uncertainty is planning for competition against other independent carriers. 

Firstly, we consider the basic elements of competition vehicle routing and scheduling 

problems, and propose a Reference Model for Competition Routing Problems, synthesis

ing the literature from vehicle routing and game theory. The general problem involves 

a number of independent decision makers, each representing a carrier company with a 

private fleet of vehicles, and a fixed set of customers to be serviced. We also formulate 

the Competitive Prize Collection Problem (CPCP) , involving two independent decision 

makers with one vehicle each. The CPCP encapsulates the core elements of competition 

within a two player version of the Prize Collecting Travelling Salesman Problem. 

Secondly, we consider which strategic, tactical, and operational planning elements are 

important in the design of strategies for effective performance on the CPCP. We propose 

a Strategic Planning Architecture (SPA) , i.e. , a strategy framework based on hierarchical 

planning at nested planning horizons. This incorporates strategic and tactical planning 

engines based on modelling the decision problem at each planning horizon as a multiple 

111 



stage game. Dynamic monitoring processes match these strategic plans to the predicted 

and observed movements of the opponent. Strategies which implement the SPA are 

designed to cover a range of planning horizons and problem sizes. 

A series of computational tournaments on problems of different sizes and characteris

tics suggests that strategies which address contingent planning, cognizance of opponent, 

and planning based on existing natural structure, are the most effective of those con

sidered. In the process, benchmark sets of robust strategies, and challenging problem 

instances, are established against which the effectiveness of strategies may be evaluated. 

The significant conclusion is that for small problems, strategic considerations are more 

effective than routing, but for large problems, routing considerations are more effective 

than strategic. Problems in between require a balance between strategy, response, and 

routing considerations. Routing only is not sufficient; response requires good strategic 

information. The CPCP remains a deceptively simple problem which is computationally 

demanding at all scales of planning, from small problems to large problems. There is 

considerable scope for the study of further strategies, especially those able to classify; 

learn from and adapt to, the observed behaviour of the opponent, and for extrapolating 

these results to a richer set of competition routing problems. 
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