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Abstract

Mapping and localisation is a fundamental aspect of mobile robotics as all robots must
successfully know their surroundings and location for navigation and manipulation. For
some navigation tasks, prior knowledge of the 3D environment, in particular the 3D surface
profile, can greatly improve navigation and manipulation tasks such as contacting, sensor
inspecting, terrain traversability, and modifications. This thesis presents the investigation
into the capability of cheap and accessible sensors to capture the floor surface information
and assesses the ability for the 3D representation of the floor to be used as prior knowledge
for a model. A differential drive robotic platform was developed to perform testing and
conduct the research. 2D localisation methods were extrapolated into 3D for the floor
capturing process. The robotic system was able to successfully capture the floor surface
profile of a number of different type floors such as carpet, asphalt, and a coated floor.
Two different types of sensor, a 2D laser scanner and an RGB-D camera, were used for
comparison of the floor capture ability. A basic model was developed to estimate the floor
surface information. The captured surface was used as prior knowledge for the model, and
testing was performed to validate the devised model. The model performed well in some
areas of the floor, but requires further development to improve the performance. Further
validation testing of the system is required, and the system can be improved by improvement
of 3D localisation, minimisation of sensor errors, and further testing into the application.
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Chapter 1

Introduction

Automation in construction is a growing field, particularly around reducing the level of
manual operations and increasing productivity on site. Concrete floor polishing is typically
a significantly manual process requiring workers to push heavy grinding machines along the
floor. Recent innovations in grinding machine design provide remote control features that
increase productivity [64, 55|; however, opportunities for improvement remain. The work
is hazardous, producing concrete dust which is potentially damaging to the lungs, resulting
in increased risk of silicosis, lung cancer, chronic obstructive pulmonary disease, and kidney
disease |78, 4|. In addition, the strenuous labour involved can result in injury. Due to the
repetitive nature of the grinding process, this task has the potential to be automated, thus
eliminating hazardous conditions and the need for hard labour, and potentially providing a
significant increase in productivity. However, before the grinding process can be automated,
there are a number of research areas that require consideration. In particular, capturing the
profile of the floor to highlight areas to be ground (for accurate flatness control), machine
localisation and control, and a control algorithm that can accurately control the grinder in

the way an expert operator would.

1.1 Motivation

The motivation behind this research is to identify research areas that can be applied to
the automated grinding process and to gain further understanding in these areas regarding
this particular application. The grinding process is heavily manual and hazardous, and so

automating the task can help reduce exposure, harm, and injury to operators. In addition,
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there is the opportunity to increase productivity whilst decreasing the physical load on
operators. For this project, two main areas require consideration: how to capture floor
surface profile information, and how to use this information to predict and eventually control
the grinding machine to achieve accurate flatness.

Current methods for scanning large areas are often expensive and take a considerable
amount of time [81]. Whilst 3D laser scanners can provide large point clouds of an area,
prices start at approximately $50,000 NZD and so make their use in some applications
unfeagible. Therefore, there is an advantage in using cheaper, more accessible sensors for
capturing the floor profile in a fast and reliable method. Our approach is to use two cheaper
sensors: a 2D laser scanner for accurate positioning and Simultaneous Localisation and
Mapping (SLAM), and a second sensor for creating a dense point cloud of the floor. The
second sensor used was initially a 2D laser scanner followed by an RGB-D camera.

A basic grinding model is required for predicting material removal along an uneven
surface. The literature contains many models that have successfully captured the grinding
process; however, in many of these models the grind wheel is fixed in position, and so the cut
depth is able to be estimated using probabilistic approaches and the known position of the
tool (wheel) and workpiece. For floor grinding, the tool (the grinding machine) is not fixed;
instead, it moves with the surface of the floor. This results in a non-uniform grind along
the floor that is dependent on the floor surface itself. There is opportunity to devise a basic
grinding model that can take the floor profile as an input and estimate material removal
across that profile. This could provide information that could help control an automated
machine to enable it to accurately grind a floor.

The aims of this project are to carry out fundamental research into how the floor sur-
face profile can be captured, and how this information can be used for concrete grinding

applications.

1.2 Objectives

To achieve the stated aim of this research, the following objectives have been identified:
e Study of existing methods for capturing 3D environment information.

e The development of a research platform to apply existing 3D capture methods using

a fast and relatively cheap approach.
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e Conducting of experiments to assess the capability of the research platform in captur-

ing the floor surface profile.

e Study of grinding process modelling methods and investigation of how they could be

applied to the complex concrete floor grinding process.
e The development of an appropriate basic grinding model.

e Conducting of experiments to validate the basic grinding model and robotic system

developed.

1.3 Project Scope

The scope of this project is to develop testing methods and identify areas of further research
required for the development of an automated concrete grinder or similar. The scope will
be restricted to developing a research platform to be used for capturing floor profiles; an
automated grinding machine will be considered out of scope for this project. The floor profile
capture process will be limited to the use of cheap and accessible sensors for capturing the
3D profile. 3D Terrestrial Laser Scanners (TLS) will not be used due to the substantial cost
involved. The grinding model developed will be used to estimate material removal based on
constant speed and captured floor profiles. Further development of the grinding model into a
more complex system to be used for control is out of scope for this project. In addition, this
research focuses on grinding a concrete floor, and so the model will be limited to concrete

material.

1.4 Thesis Outline

Chapter 1 of this thesis outlines the background information relating to this research, and
the motivations, objectives and scope.

Chapter 2 describes relevant areas of research and reviews the current literature on these
topics. An extensive review of the current state of scanning processes, modelling methods,
and robotic research platforms is conducted. Opportunities for improvement are identified,
in addition to how proven methodologies can be applied to the process under consideration.

Chapter 3 describes the development of a replica robotic research platform and how this

platform can be used to scan and model a floor surface profile. Testing methods and initial
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results are also discussed. From the initial results, the chapter discusses a number of areas
for improvement, and how these were then implemented on the robotic platform.

Chapter 4 discusses the development of a concrete grinding model that can aid further
research into accurate control of the grinding process. Ultimately, the automated grinding
process should be able to identify high and low areas of a floor and grind all parts of the
floor to the required floor flatness standard. Improvements to the model and justification
for the assumptions made are also discussed.

Chapter 5 discusses the experiments undertaken with the improved floor capture system
and the validation of the concrete model. In addition, the experimental results are given.

Chapter 6 is a discussion and review of the methodologies used and the results found.
Justification of decisions made throughout the project are included, and future improvements
to the system are discussed.

Chapter 7 concludes this thesis by discussing successful aspects of this project and offers

areas of required future work.
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Chapter 2

Literature Review

2.1 Chapter Overview

The development of a mobile robot for accurate concrete grinding involves the intersection of
many areas of research. For the mobile robot to act autonomously, research from autonomous
mobile robotics, such as Simultaneous Localisation and Mapping (SLAM), must be utilised.
SLAM is important because the robot must know where in the global frame it is in order
to successfully perform accurate grinding. Prior knowledge of the floor surface profile can
assist with control of the grinding action. Capturing this information requires research into
3D scanning techniques, methodologies, and 3D point cloud processing. Finally, a model
of the grinding action is required both to calculate the optimum grinding path and for
control so that the mobile robot may successfully achieve its task. This requires research
into modelling methods, with particular interest in current grinding models and how they

relate to the niche area of concrete grinding.

2.2 Robot Platform

A robotic platform is required to conduct experiments and further the research. The plat-
form should be able to act autonomously as well as accommodate the required sensors and
systems. There are many types of robotic platform that can be used, and each has its own
advantages and disadvantages for various applications. The robot platform requirements

can be divided into mechanical structure and software system.
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2.2.1 Mechanical

A number of existing robotic platforms are often used for research applications. The three
robots discussed here are; Turtlebot, the Pioneer P3-DX Robot, and the Pioneer P3-AT.

The Turtlebot (Figure 2-1a) is a differential drive robot designed as a research platform
by Melonee Wise and Tully Foote at Willow Garage in November 2010 [32]. The robot is an
Open Hardware Design and information required to ensure compatibility with the system
is therefore provided under the Robotic Operating System (ROS) REP 119 specification
[32]. The Turtlebot platform comes with a Microsoft Kinect RGB-D camera and is ready to
perform spatial operations such as 3D mapping and navigation with ROS integration out of
the box. The Turtlebot is used in various areas of research due to its modularity and ease
of use; for example, 3D Mapping [21].

The Pioneer P3-DX Robot (Figure 2-1b) is a research platform designed for a modular
setup with the ability to add, switch, or customize sensors and effectors. The platform has
a differential drive setup with embedded controllers and ultrasonic sensors. Pioneer robots
also come with an extensive C++ library called ARIA. ROS and MATLAB interfaces with
the ARIA library are available, making the robot simple to set up and effective to modify.
A laser scanner can be used for implementation of the full 2D navigation stack. The Pioneer
robot has been used in many mobile robot applications [10].

Similar to the P3-DX, the Pioneer P3-AT (Figure 2-1c¢) is a modular research platform
designed to greatly accelerate the development process in new research. A large variety
of sensors such as vision, GPS, grippers, and obstacle avoidance can easily be added to
the platform. The P3-AT differs in that it is four-wheel drive and thus uses skid-steer for
control. Skid-steer is different to differential drive in that it relies on the slip of the wheels
for turning, and thus, the kinematics of a skid-steer platform is more difficult to estimate
[53]. Regardless, this platform has been a popular choice for research due to its versatility

and ease of use.

2.2.2 Software System

A fundamental component of robot operation is the software used. The software architec-
ture is an important aspect that must be considered when designing robots, as it can either

accelerate or greatly decelerate development time. The architecture and software used often
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(a) Turtlebot [32] (b) Pioneer P3-DX robot [2] (c) Pioneer P3-AT robot [1]

Figure 2-1: Common robot research platforms

depends on the application and the hardware used. Industrial robots tend to have their
own manufacturer’s software and operating procedures, while that for less-developed mo-
bile robots is largely up to the developer. For some applications, embedded systems and
micro-controllers are sufficient control systems for the robot; however, these are limited to
basic tasks and little computation. A Central Processing Unit (CPU) is often required for

increased computational capability and complex tasks such as localisation.

A common software system used in robotics is the Robot Operating System (ROS) [58].
Developed by Willow Garage in 2007, it breaks down into a number of key components:
each task is attributed to a node; nodes can communicate via topics and services; and these
topics and services are easily remapped to create a highly modular environment. This highly
modular environment is particularly useful for research applications where the methodology,
hardware, and algorithms used must be flexible. Due to the high degree of modularity, ROS
has grown to have a number of community contributors adding to, and supporting, the
network. This provides a large spectrum of applications and software available for new
users, greatly accelerating development time. ROS provides a complete system, in that

robot control can be managed completely from within ROS with relative ease.

A number of other robot software systems, such as MATLAB and LabVIEW, provide
the required computational and analytical capability for robot control, such as kinematics

and path planning; however, these are not a complete, standalone system such as ROS.

23



2.3 3D Scanning Technologies

In order to accurately control the grinding process, a 3D representation of the floor surface
profile is required as prior knowledge. This requires determination of the 3D geometry of
the floor as well as the global position relative to the robot coordinate system. There are a
number of different technologies available for creating a 3D map of an environment. These
technologies fall into two main categories: 3D sensors to capture the map at once or moving
a 2D sensor to capture the map successively. Both of these methods can create detailed 3D
depictions of the environment; however, they each have their advantages and disadvantages.
The various technologies available will be discussed in detail in the subsequent sections,

followed by some conclusions about their suitability for the current application.

(a) Faro 3D laser scanner [44](b) Sick LMS291 2D laser(c) RealSense D435 RGB-D
scanner [3] camera [45]

Figure 2-2: Example sensor technologies

2.3.1 Terrestrial Laser Scanner

A Terrestrial Laser Scanner (TLS) (Figure 2-2a) uses either time of flight or phase-based
laser scans to create a 3D point cloud of the environment. A time of flight laser works by
sending a laser beam to the object and measuring the time for the beam to return to the
sensor [65]. Phased-based scanning emits a constant beam of laser energy and measures
the phase shift of the returning energy which it uses to calculate the distance [65]. From
the distance measurements, the x, y, z position of a measured point can be calculated by
recording the yaw and pitch of the TLS system. TLS systems can provide many data points
quickly, with some reaching 700,000 points per second [47]. In addition, some laser scanners
can achieve sub-millimetre accuracy.

TLS systems have successfully been used to map large areas [15, 72, 7, 47]. The TLS
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output results in dense point clouds of large areas that can then be processed for application,
such as terrain traversability [47] and flatness analysis [7]. However, due to their high spec-
ifications, these sensors are often very costly and thus not suitable for many mobile robotic
applications. In addition, there is a direct trade-off between increased CPU computational
capacity and the large number of points required for high resolution. Some TLS laser scan-
ners cannot continuously scan and so require a Stop and Go approach, which is a limiting
factor for some applications. This is a particular issue when a mobile robot is moving at
speeds greater than 0.5 ms~! where the points begin to suffer from Doppler shifting due
to the robot velocity combined with scan time. Krusi et al [47] overcame this limitation
through software that corrected individual points based on known robot motion. Whilst
TLS provides a robust method for 3D mapping and has been proven through a number
of studies, the high cost of these sensors introduces commercial challenges that render it

difficult to implement in a number of applications.

2.3.2 2D Laser Scanner

A 2D laser scanner (Figure 2-2b) uses similar technology to that of a 3D TLS but only
provides a single scan line. Because of this, 2D laser scanners can have similar specifica-
tions to 3D TLS systems but are often substantially cheaper, at around US $1000-6000 [3]
compared with around US $50,000 for an accurate 3D laser scanner. A 3D map using the
2D scans can be created through two methods: rotating the laser scanner and recording the
rotation and scan information to be stitched together, or by moving the 2D laser scanner
through the environment and recording position, orientation, and scan information. Due
to the affordability of these laser scanners, they have been a popular choice of sensor in
mobile robotics over the past 10-20 years, particularly for 2D SLAM [26, 40, 29, 8|. 2D laser
scanners are a proven method for creating maps through algorithms such as OpenSlam’s

Gmapping [36, 35].

2.3.3 RGB-D Camera

An RGB-D camera (example Figure 2-2¢) is a sensor that provides both RGB colour images
and per-pixel depth information. RGB-D cameras can be relatively cheap 3D sensor options
when compared with laser scanners. There are two main types of these cameras: structured

light and time of flight [24]. In the structured light type, the sensor projects an infrared
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speckle pattern onto the target (for example PrimeSense [79]). The pattern is then captured
by an infrared camera in the sensor and compared with reference patterns stored in the
device. These known patterns can give an indication of the measured depth. The system
then estimates the per-pixel depth based on the reference patterns. This type of sensor is
often combined with stereo sensing. The second type uses time of flight sensors to measure

the per-pixel depth and associates each generated depth estimate with the RGB pixel.

Henry et al. [41] used a PrimeSense [79] RGB-D camera to create dense 3D maps of
an indoor environment. They found that accurate integration of the depth and the colour
images can help to provide robust frame matching and loop closure, which is particularly
useful for SLAM. Endres et al. [30] utilised an RGB-D sensor only to capture the 3D

environment, without relying on odometry or external localisation at all.

Depth data can be correlated with the RGB camera, yielding an RGB image with a
depth associated with each pixel. This is often represented as a depth cloud and converted
into a point cloud. The alignment of RGB image with depth means that these sensors
can be used for object recognition [10]. However, while they provide fast and cheap 3D
point clouds of the environment, they often lack the accuracy, resolution, and range as
compared with other technologies. In addition, the use of infrared light renders the cameras
susceptible to noise and erroneous readings due to changes in lighting. Recent advancements
in sensor technology allow the exposure to be controlled automatically and thus minimise

measurement errors due to changes in lighting [45].

2.3.4 Optical Interferometry

Optical Interferometry uses the projection of structured laser light to study the surface of a
target. It is often used for the analysis of small parts or objects and has incredible accuracy
and resolution. However, Optical Interferometry can be highly sensitive to vibration and
temperature, which renders it difficult to implement outside of a controlled lab environment.
Gao et al. [33] investigated two methods for minimising the errors due to vibration when
using interferometry to measure surfaces in process. The sensor system was able to provide
a highly detailed surface analysis of the target object, but had a too small a field of view to

be useful for large-area applications.
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2.3.5 Photogrammetry

Photogrammetry uses a series of 2D images to form 3D objects using mathematical relation-
ships and triangulation of the images. A number of methods can give insight into the 3D
shape of objects, such as shape from shading, shape from texture, shape from specularity,
shape from contour, and shape from 2D edge gradients [62]. This method is often low in cost
and the instruments are quite portable. However, photogrammetry can fail to capture flat,
recurring surfaces such as walls and ceilings with no texture. The photo-matching methods
rely on features within the images to create the 3D models, and some practical applications
may lack the required level of features. This could be the case with concrete grinding, where
the walls and floor could appear relatively consistent and thus may lack significant features

to build from.

2.3.6 mmWave Radar

Radar is becoming more popular in autonomous driving applications due to its robustness
and cost-efficiency [67, 61]. mmWave radar is robust to lighting, temperature, dust and
humidity changes, making it a reliable sensor in difficult environments. In addition, radar
can penetrate several non-translucent materials, such as thin walls, fog, and snow [67]. Laser
scanning is sensitive to dust and thus can give inaccurate results. Similarly, photogrammetry
and RGB-D cameras are sensitive to lighting. Belaidi et al. [11] utilised a mmWave radar
due to its robust features and created a 3D scan of the terrain for optimal path planning

and traversability analysis.

2.3.7 Contact-based Measurement

In contrast to the non-contact measurement methods discussed above, stylus-type profilome-
ters can provide 2D and 3D surface profiles. Diamond tip styluses are commonly used in
industry for measuring quality and conformity of parts. The main advantage is the robust-
ness of the process: the tip requires contact with the part for measurement, eliminating
the distortions or occlusions that occur with optical measurement methods. However, there
remains a systematic error between the real contact point and the measured contact point
related to the radius of the stylus tip. Whilst these methods can measure with high accuracy,

they require the stylus to be moved over the whole surface; for large surfaces, this could
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result in long scan times or arrays of styluses to measure a larger area at each pass.

2.3.8 3D Sensor Summary

Accurate 3D surface profiles can be achieved using a number of different technologies.
Contact-based approaches can achieve high-accuracy and high-resolution 3D profiles in a
controlled environment, but are challenging to apply to large dynamic environments. Opti-
cal Interferometry can also achieve high accuracies and incredible resolution, however, can
be sensitive to vibrations and temperature. 3D TLS systems do not suffer from such sen-
sitivity issues and can be deployed in a variety of environments; however, these systems
are often very costly and thus unfeasible for some applications. Cheaper options such as
2D laser scanners and RGB-D cameras require additional work, such as moving the sensor

through the environment, to create an accurate 3D representation.

2.4 3D Scanning Methods

Prior knowledge of the 3D geometry of a floor surface does not provide sufficient information
for improved navigation: the floor surface must be related to a global map that the mobile
robot can access and relate to. This can be achieved either through having a 3D map
of the environment, or by registering the points of the 3D surface to a 2D map of the
environment. 2D SLAM is a well-understood area of research in mobile robotics and makes
use of a number of well-understood techniques |26, 40, 29, 8|. It can provide a robot with
an accurate 2D map for localisation within the environment. 3D SLAM can be achieved
through similar approaches, although it is more complicated and thus requires exponential
levels of computation [23]. 3D SLAM would be required to create a full 3D map for use by
a mobile robot. Methods that utilise cheaper sensors and cheaper computation would be
favourable over 3D SLAM. A thorough assessment of the development of SLAM algorithms
over the past two decades can be found in the work of Cadena et al. [19].

In the literature, a number of approaches have been used to create a 3D map of the
environment. These fall into three main areas: stationary scanning, Stop and Go, and con-
tinuous mapping. In stationary scanning, the measurement device is used whilst stationary
and often in a single position. In Stop and go scanning, the scanner is moved through the

environment and stops at predefined points to perform a scan. Finally, in continuous scan-
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ning, the sensor moves through the environment continuously capturing data and does not
have to be stopped to perform a measurement. These different methodologies are discussed

in detail below.

2.4.1 Stationary Scanning

A stationary sensor can capture a large amount of information and, due to it being stationary,
removes a number of sources of error that occur in other methods, such as vibration and
localisation. However, stationary sensors are limited in what they can see, often by line of
sight, and in complex environments they can fail to capture all of the available information.
Grzelka et al. |37| investigated the use of a stationary 3D scanner for analysing the surface
roughness of a concrete slab. The system was able to provide enough information to estimate
the surface roughness of the areas. Olofsson et al. [56] utilised a 3D TLS to create 3D scans
of tree stems and record height using the RANSAC method.

Mobile Laser Scanning (MLS) presents an alternative solution to traditional static ter-
restrial laser scanning that can increase efficiency and provide robust 3D representations of
the environment. MLS does have some limitations: the mobile system must be accurately
localised in the environment, bumps whilst in motion could cause errors, and the 3D res-
olution is often dictated by the velocity of the mobile robot and the sampling rate. Zlot
et al. [81] suggest that a stationary 3D scanning system, whilst providing a large number
of accurate points, relies too heavily on accurate surveyed sensor positions and expensive,

time-consuming, systems.

2.4.2 Stop and Go

A common method for moving a sensor through an area to capture the total environment is
Stop and Go. Stop and Go methods refer to moving the sensor in the environment and stop-
ping to perform a measurement. The method can benefit from many of the advantages that
stationary scanning provides, whilst also providing a more efficient solution. Stop and Go
provides accurately referenced measurements without the vibration effects, velocity-shifted
measurements, or localisation update errors that limit the use of some sensor technologies.
The sensors used are often full 3D sensors and can take some time to perform the measure-

ment.
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Lin et al. [51] utilised a Stop and Go method to improve the efficiency of a traditional
static 3D TLS. They concluded that the Stop and Go approach can provide a more flexible
and faster mapping mode compared with TLS, while also providing the stability and high
sampling density seen in TLS. Putz et al. [57] utilised a 3D laser scanner to scan uneven
terrain for improved path planning using a Stop and Go approach; this method was used
to help minimise measurement errors and ensure that accurate point clouds were created to
be stitched together later. This was effective and provided detailed point clouds; however,
as found by Lin et al. [51], this method resulted in increased scan time and this could
make it impractical for some applications. Chow et al. [22] investigated fusing an Inertial
Measurement Unit (IMU) with an RGB-D camera for assisting the localisation of a Stop

and Go scanning solution.

2.4.3 Continuous Sensing

A faster method for thoroughly scanning an environment involves moving the sensor through
the environment continuously. The sensor captures data whilst the platform moves, and
the data are stitched together to form a 3D representation of the environment. In this
methodology, the sensor can be either 2D or 3D as discussed previously. Wang et al. [73]
investigated replacing expensive 3D laser scanners with two low-cost 2D laser scanners to
create 3D representations of plant structures in indoor environments. The platform supplied
accurate referencing and calibration which enabled each 2D profile to be stitched into a full
3D point cloud. The Wang et al. method proved to be a successful approach to reduce costs
whilst providing sufficient accurate information for application.

Zlot et al. [81] utilised a similar approach to avoid using expensive 3D TLS. They utilised
three 2D laser scanners to create a 3D map of a tunnel. One of the laser scanners was placed
at 25-degrees to the vertical on a rotating platform with an industrial grade MEMS IMU.
This laser scanner created a 3D map of the environment and was used for SLAM and
localisation within the tunnel environment. The two other laser scanners were mounted
vertically so that a 360-degree view of the tunnel was created. The sensor information was
collected and stitched together to form an accurate 3D representation of the tunnel. This
method maintained an even distribution of points along the scan line, which would not be

the case with a single rotating 2D laser scanner.
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A key issue with continuous mapping is accurate localisation. Each data collection
frame must be referenced to a global frame so that they can be accurately stitched together.
This was achieved by Zlot et al. [81] through 3D SLAM from a rotating 2D laser scanner.
In contrast, Wen et al. [76] utilised 2D SLAM for positioning using a 2D laser scanner,
significantly reducing computational complexity. Banica et al. [9] used two sets of laser-
based imaging systems, spatially correlated through the use of proximity sensors, odometry,
and geolocation. Both methods were successful in localising the robot, but varied greatly in
the computation required; this could be a significant limitation for some applications.

A common problem that must be considered in continuous sensing is Doppler-shifted
measurements due to the motion of the robot. Droeschel et al. [27] utilised a 3D range
finder to approach the problem of simultaneous localisation and mapping. The modelling
approach used surface elements to provide efficient and accurate registration of points. A
Hokuyo laser scanner was used on a rotating platform with an IMU that compensated
for motion during scan acquisition; the mapping was performed continuously. Krusi et
al. [47] also recognised the importance of removing distortion from laser data captured
during movement, particularly when using a sensor with a long measurement time. Their
approach involved correcting measurements from a 3D TLS based on velocity and position
information of the moving robot platform. This helped create accurate 3D point clouds of

the environment that could then be used for terrain traversability and path planning.

2.4.4 Sensor Fusion

As discussed above, many of the sensors have both advantages and disadvantages. Some
of these disadvantages can be overcome, or their errors can be minimised, through the use
of sensor fusion. In sensor fusion, two or more sensors gather similar information which is
then fused together, minimising errors. Wen et al. [76] fused a 2D laser scanner with an
RGB-D camera to produce a 3D indoor map. Sensor fusion was used to help improve a
previously identified difficulty of insufficient overlapping frames. Wen et al. [76] utilised a
fusion-iterative closest point method to align frames consecutively. The 2D laser scanner was
used for localisation alongside odometry data. From the localisation, the RGB-D camera
data could be aligned and stitched together, creating a 3D map.

Chen et al. [21] fused an IMU with Visual SLAM information using an Extended Kalman

Filter (EKF) to estimate the pose of a robot in indoor environments. From this known pose,
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2D laser scans were stitched together to create a 3D map in real time. This solution is limited
in that it relies heavily on visual odometry, which can fail if there is a lack of features in the
environment. The fusion of the IMU can help overcome this limitation, as can the fusing of
additional sensors, such as wheel odometry. Chow et al. [22] similarly investigated fusing
an IMU with an RGB-D camera for assisting the localisation of a Stop and Go scanning

solution.

2.5 Data Processing

Once the surface information has been gathered, it must be processed. While the processing
requirements are largely dependent on the particular application, there are a few general
methods that can be applied. The data processing in this study will be restricted to deter-
mining high points, low points, general slope, and flatness. An aspect of data processing
that is widely discussed by researchers and is particularly application-specific is how the data
are represented and stored. Storing the entire data can result in huge datasets that are not
manageable and may not be efficiently processed. Various data representation techniques
used in the field of point clouds, surfaces, and 3D environment are reviewed and analysed
below.

Once the data is ready for processing, a number of different methods can be applied. The
driving factors are the available computational capacity and the end result. Data processing
can be used to aid decision making, such as those relating to terrain traversability and

surface grinding.

2.5.1 Surface Representation

Processing large point clouds of a surface is possible, but is computationally expensive due
to the large number of data points. A number of methods have been implemented to reduce
the computation required for processing large point clouds, relating in particular to terrain
traversability and better representation of surfaces. These aspects are often used for planning
in uneven and rough terrain.

Endres et al. [30] overcame the limitations of pure point cloud representation by using
a 3D occupancy grid approach. The grid utilised the Octree-based mapping framework

Octomap [42]. This tree structure provides an efficient way to represent the voxels of a 3D

32



environment, and inherently allows the map of that environment to be stored at multiple
resolutions. Common 2.5D approaches are memory-efficient; however, Endres et al. [30]
found that they were insufficient for storing a complete environment map and can miss some
data. The Octree structure retains the benefits of graph-based data representation where
data can be accessed and stored efficiently. Putz et al. [57] built upon previous research
into graph-based surface representation to create a triangular mesh of an environment. A
triangular mesh representation is suggested to provide a flexible solution that can be used
for multiple purposes such as environment representation [38], visualisation of human robot

interaction, and ground-based path planning.

Krusi et al. [47] used raw point cloud measurements for surface representation and
utilised a graph-based submap approach to greatly reduce computation, particularly for
navigation of large 3D environments. The number of points in a submap was restricted
before being merged into the graph structure. This reduced computation whilst maintaining
a high level of resolution and accuracy. The graph-based approach provides a rapid method
for searching a total environment for an efficient path to a goal, and additionally provides a
computationally efficient way of updating the map, simply by updating the current submap.
This reduces the need to compare the point cloud with the enitre environment representation.
The graph approach for data representation is said to be a highly scalable system [16]. The

submap approach also reduces the effect of localisation drift on the global map.

A common surface representation in the recent literature involves the use of multi-level
resolution surfaces; the surface is represented by a number of different resolution surfaces, in
particular high resolution near the robot and decreasing resolution with distance from the
robot. This is beneficial for a number of applications. In 3D localisation utilising feature
matching, low-resolution maps can be used to quickly reduce the possible locations of the
robot. The high-resolution maps can then be used to refine the robot’s location [27]. This
reduces computation as the large number of points is only used in a small area. If the
large number of points is used for the entire point cloud area, this would require expensive
computation in order to match the features correctly.

Droeschel et al. [27] used a surface description approach. First, a 3D laser scan is
converted into points in a map. These points are then stored in a multi-resolution grid
structure of the map. Cell size increases with distance from the robot, and so reduces the

large number of cells traditionally required. Each grid cell is then represented by a surfel
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that summarises the 3D points in the cell. The surfel provides an indication of the position
and orientation of the points at each grid cell position. Stoyanov et al. [68] used the Normal
Distribution Transform to create similar surface descriptions. This provided an easy method
for distinguishing between floor, walls, and obstacles from the 3D map of the environment,

which could then be used for navigation and path planning (Figure 2-3).

Figure 2-3: Surfel surface representation of a 3D room [68]

2.5.2 Processing for Surface Analysis

In addition to storing and representing the captured 3D information, it must be processed
for the specific application. For concrete grinding, the information must be processed to
evaluate the floor, particularly its overall flatness. Useful information for concrete grinding
include determination of the high and low areas of the floor and any rolling undulations in
the floor. These undulations can have a number of different frequencies, and can be seen as
a slight change in floor height over a short distance (e.g. 1 m), or even a change in floor
height over a long distance (e.g. 10 m). The approaches discussed below are Straight Edge,

Waviness Index, and Wavelet Filter.

2.5.3 Straight Edge Method

The Straight Edge Method is the simplest and oldest method of analysing surface flatness
[18]. It involves placing a 3 m long straight edge on the floor at random locations. The
deviation of the floor from the straight edge is measured, and if it is less than a tolerance
value then the floor is determined to be in specification. This method is simple and cost-

effective, but is prone to errors and only measures the surface waviness at 3 m wavelength.
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2.5.4 Waviness Index

The Waviness Index (WI) is a quantitative analysis for determining floor flatness for meeting
building specifications [46]. Measurements are conducted at 1 ft (30 cm) intervals along floor
survey lines, and deviations are calculated from the midpoints of imaginary chords defined
by pairs [6]. The WI is measured at five intervals (60, 120, 180, 240 and 300 cm) and so
covers more frequencies of undulation than the straight edge approach. An advantage of WI
is that it expresses the deviation from flatness as a measurement unit (inches or centimetres)
and so is simple to comprehend; however, measurements are only performed along the 1D
survey lines. The WI could therefore miss undulations of relatively short period (less than
60 cm) [14]. In addition, the W1 is difficult to automate, which would limit its use in robotic

applications.

2.5.5 Wavelet Transform

One method of surface analysis involves applying a Wavelet Transform to the data. A
Wavelet Transform is a signal analysis method that is based on convolution of an input
signal with the wavelet function at different locations of the signal at multiple scales. This
means that a signal pattern of the wavelet function can be detected at any scale and any
location. For a floor, this can enable the detection of different patterns and frequencies of

undulations, ultimately providing a characterisation of the surface waviness.

Valero et al. [72] used a 2D Continuous Wavelet Transform (CWT) to process 3D TLS
data for analysing the surface flatness of a concrete floor. The 2D CWT correlated well with
results from the current state-of-the-art waviness characterisation method, the Waviness
Index (WI). They found that the 2D CWT was able to automatically identify several areas
of deviation from flatness, across a range of wavelengths, meaning that the method could
identify short peaks in the floor as well as gentle undulations across it. Previous manual
methods, such as WI, struggle to achieve this range of analysis. Bosche et al [14] found
similar results when applying a 1D CWT to two different floors scanned by a terrestrial laser
scanner. When combining all five undulation periods tested, they found a strong correlation
between the methods, with an R-squared of 0.84, although this was not as strong as Valero
et al.’s [72] value of R-squared of 0.96. These differences in correlation could be explained

by the sampling methods used in the WI approach, as the measurement sampling can lead
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to inaccurate or even failed detection of undulations at specific periods, similar to aliasing.
Additionally, Bosche et al. [14] found that due to the CWT output, it was possible to

identify both concave and convex undulations in the surface.

Alhasan et al. [6] evaluated the performance of two algorithms for processing 3D Station-
ary Terrestrial Laser Scanned point clouds into surface maps that characterise roughness.
The advantage of these algorithms is that they can provide a 2D analysis of the surface

rather than traditional analysis along survey lines (1D).

Tang et al. [70] discussed three methods for analysing surface flatness, following a
similar three step approach: set up a reference frame; smooth noise and calculate deviations
between points and reference; and identify regions deviating from the reference by more than
a threshold value. The data was collected by a stationary 3D laser scanner and was able to
reveal deviations from flatness in the surface; however, further research into the effects of

incident angle and other methodology factors is required.

2.6 Modelling Methods

Once a floor profile has been captured, the surface must be analysed to identify the optimum

grinding specifications. This can be achieved by using a mathematical model.

2.6.1 Grinding model

Grinding is a process that involves many different factors. Research into grinding is vast,
and many findings do not apply to concrete grinding, in particular floor grinding. However,
some researchers have been successful in mathematically modelling the grinding action [69,
5, 52, 80, 49, 54, 66, 25|. Due to the complexity of the grinding process and the high
number of variable factors, many models aim to reduce the complexity of the process to
capture what they consider to be important aspects. A common approach to analysing the
grinding process is the single grit approach [66, 60]. It is suggested that by analysing the
performance and forces involved in a single grit of the grinding process, the model is greatly
simplified. Once the single grit approach can be validated, the model can easily be extended

to accommodate the entire grind wheel.
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Single Grit Analysis

In general, grinding involves the sequential motion of individual grits cutting at a micron-
level depth, which leads to a macroscopic-level removal of material [66]. Therefore, the
grinding performance of a grinding wheel can be described by the behaviour of an individual
grit. As a result, overall grinding performance is largely influenced by the number of active
cutting edges (individual grits), and so the estimation of these active cutting edges is an
important aspect. An exact determination is not possible due to a number of stochastic
variables such as the distribution of the grits and their position, number, and shape.

Ma et al [52] investigated the dynamic behaviour of grinding, in particular the dynamic
behaviour between the workpiece and the grinding wheel. Zhang et al. [80] analysed the
cutting force and frictional forces of a single grain with respect to the stress state of the
grain, and then verified the results using scratch tests. Grain shape is considered to have
significant influence and Lee et al. [48] classified each shape into four categories: conical,
spherical, rounded table, and four pyramid (Figure 2-4). Wang et al. [74] found that when
the cut depth was large, the grains could be regarded as a conical shape, which has become
commonly used in the literature. Zhang et al. [80] used a conical shape to distinguish grains

that were active compared with grains that were not (Figure 2-5).

Figure 2-4: Grind grain shape [80]

Figure 2-5: Active grits based on depth of protrusion [80]
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Stochastic Properties

Grinding is a stochastic process, in that it is impossible to ascertain exactly which grits are in
exactly what cutting phase at all times. However, probabilistic approaches can help predict
the cutting action and grit behaviour of the grinding. Chang and Wang [20] introduced a
stochastic grit distribution function to describe the random grit distribution in the rotating
wheel. The dynamic grinding force was modelled as a convolution of a single grit force and
the grit density function.

Setti et al [66] used the Rabinowicz abrasive wear model to estimate the active grits,
allowing for the effect of depth of cut, grit size, and workpiece hardness to be considered
simultaneously. The simulation of grinding is a complicated process; factors such as grits
stochastic distribution, undefined geometry, and unknown number of cutting edges make
the process difficult to analyse quantitatively.

A particular challenge of concrete grinding is that as the concrete is ground, the concrete
dust (removed material) begins to act as an additional abrasive. This makes accurate mod-
elling of the concrete grinding process very difficult. Weihs et al. [75] addressed this problem
by acknowledging that discrete simulation methods such as finite models cannot be applied
due to the abrasive nature of the concrete material. Their approach was to subdivide both
the material and the diamond into Delaunay tessellations. The resulting micropart con-
nections could then be interpreted as predetermined breaking points, resulting in improved
analysis of the surface geometry and cutting edge interaction.

Similarly, Raabe et al. [59] proposed a geometrical simulation model that describes the
forces affecting the workpiece as well as the chip removal rate and the wear rate of the
diamond in process parameters. The model treats both the material and diamond grain as
tessellations of microparts connected by predetermined breaking points. The process was
then iteratively simulated, with the forces calculated by interpreting the collisions of pairs

of workpiece and grain microparts as force impacts.

Grinding Action

Grinding can be related to traditional milling in that the feed of the material and the speed
of the grinding wheel (or head) greatly affect the rate of material removal. However, grinding

differs from traditional milling in the method of material removal. Traditional milling relies
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on chip formation due to the tool edge to remove material at a macro scale. Grinding
involves the systematic removal of material at a micro scale resulting, in a change in material
at the macro scale. The grinding process is often broken down into different phases of chip
formation. Rasim et al. [60] utilised a previously developed single grain scratching method
which enabled the observation of chip formation in situ with a high-speed camera. This
provided insight into the determination of specific grain engagement depths and transition
points for the material (hardened steel in this case). In the study, Rasim et al. [60] aimed
to develop a quantitative chip formation model that took the grain shape as well as cutting
speed and lubrication into account. Grain shape in both the direction of motion and the
transverse direction has significant influence on chip formation.

Throughout the grinding process it is common for grains to be considered as sliding,
ploughing, and cutting. Zhang et al. [80] divided grains into just two categories, cutting and
ploughing, on the basis of experimental results revealing the boundary between sliding and
ploughing to be fuzzy and hard to distinguish. Durgumahanti et al. [28] categorised grinding
forces into cutting, chip formation force, frictional force, and ploughing force. As the cutting
edges of abrasives come into contact with a workpiece, elastic deformation occurs. As they
traverse further into the workpiece, this deformation continues. This phase of grinding is
purely frictional.

Tang et al. [69] divided the chip formation energy used in model calculations into static
energy and dynamic energy, which is mainly influenced by shear strain, shear strain rate,
and heat in the removal process. This study was performed on metal, so cannot be directly

correlated to concrete.

2.6.2 Physics Model

In order to determine the position of the grinding cutting edges with respect to a global
coordinate system, the robot position must be known. On a perfectly flat 3D surface, the
robot position is easy to determine from the robot’s speed and orientation. This can lead
to changes in x and y position and thus provides the new position of the robot. However,
it is not always possible to operate on a perfectly flat 3D surface, and on an uneven surface
the robot’s position must be defined in terms of x, y, and z , as well as roll, pitch, and yaw.
This is difficult to accurately determine for a grinding robot due to the changing points of

contact.
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2.6.3 Surface Dynamics

As arobot moves along a surface of the floor, the robot will move with 6 Degrees of Freedom
(DOF). This is x, y, and z, and roll, pitch, and yaw. This is important for grinding because,
unlike a CNC or milling machine, the 6 DOF of the cutting tool cannot be perfectly con-
trolled. For a mobile robot grinding application, the cutting tool (diamond tool) will move
with the surface, and therefore the diamond tool cutting position and orientation will be
determined partly by the surface dynamics. The mobile robot dynamics along the surface
can be captured in two ways: using a dynamic model of the surface, or through applying a

physics engine to the model.

2.6.4 Model Validation

Often, a model simulation on its own is not sufficient; the model must be tested against
real-world results to validate any assumptions and equations used. A common method of
validation is to run a similar real-world test and find the error of the model compared with
the real-world measurements [59, 54]. Li et al. [50] used confocal topography to confirm
surface simulations, which provided an accurate method for analysing the scratches in the
workpiece due to grinding. Guo et al. [39] compared the developed model predictions to

experimental results using a stylus to measure the surface roughness.

2.7 Opportunities for Improvement

This review has revealed a number of opportunities to improve upon the existing methods
and approaches and utilise known information for this particular application. The design
of an automated concrete grinding machine requires several areas of development: the au-
tonomous system, capture of the floor profile, and use of the known floor profile for optimised
grind control. There are a number of findings in the literature that can be applied directly.
ROS is a commonly used research platform due to its open-source nature and modular, rapid
development structure. In addition, floor profiles for a number of different applications have
been previously captured with some degree of success. Finally, models of the grinding pro-
cess have been proposed, particularly from a grinding wheel perspective, and a number of

the key concepts can be considered in the development of a floor surface grind model.
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Common sensors used for creating accurate floor surface representations are expensive
3D terrestrial laser scanners, and thus are unfeasible for a low-cost application. There is
therefore an advantage in identifying a fast and cheap method of scanning the floor, which
can then be used as prior knowledge for a second task, such as automated grinding. Other
applications could use this same methodology, such as cleaning and navigation of uneven
terrain. In addition, identifying the limitations of some sensors for this type of application
can benefit the research field.

Further advantage lies in using fundamental concepts to devise a model representing how
a grinding machine removes material on a concrete floor based on the known floor profile.
Little research has been performed in this area, although some concepts and approaches
from related areas may be used. An opportunity exists to develop a basic grinding model
that considers the floor profile as an input, along with traditional factors such as grinding

head speed and machine cut speed, to predict the post-grind surface of the floor.

2.8 Chapter Summary

This literature review has extensively covered current research in the areas that are rele-
vant to this project. Analysis of a number of robotic platforms has helped confirm design
decisions for the research platform. Research platforms with differential drive provide the ad-
vantage of utilising wheel odometry to assist with localisation. In addition, the open-source
Robotic Operating System (ROS) can provide a fast and modular framework to develop
from. Discussion of a number of 3D scanning technologies has illustrated the variety of
sensors available and their limitations, which can help aid decision making regarding sensor
selection.

Researchers have used a number of different methodologies to create a 3D map of an
environment. These methodologies fall into the categories of stationary, Stop and Go, and
continuous scanning methods, with the further option of sensor fusion. Continuous sensing
can provide an efficient method for mapping a large area, such as a floor to be ground, and
errors can be minimised through the use of sensor fusion. Following 3D data collection, the
information must be processed and represented in a useful way. The state of the art of floor
flatness analysis pivots on the application of a Continuous Wavelet Transform to the floor,

providing insight in two dimensions across a number of wavelengths. Extensive research
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into the grinding process has highlighted the complexity of the process due to a number
of stochastic variables; however, assumptions and predictive approaches can help overcome
some of these complexities.

A number of opportunities for further research have been identified. This project will
consider the floor surface capture process and sensor limitations, and research into a basic

grinding model that acts on the captured floor surface.
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Chapter 3

Floor Surface Capture Platform

3.1 Chapter Overview

This chapter describes the development of a robotic research platform for testing the floor
surface scanning and modelling capability. The research platform is designed to be of similar
size and shape to a grinding machine to give insight into system dynamics. The development
of the platform is discussed in terms of the mechanical, electrical, and software systems used.
The algorithm for capturing the floor profile and for planning the coverage path is discussed.
Initial tests of the floor surface capture system provides insight into further development
and challenges. A number of the challenges are addressed and the methodology for testing

as well as improving the system is analysed.

3.2 Research Platform Development

The floor surface capture system aims to utilise cheap and accessible sensors. This can be
achieved through using one sensor to localise the robot and a second sensor to capture floor
surface data. The sensor can be moved through the environment and the resulting captured
data stitched into a 3D profile. In order to move a sensor through the environment to capture
the required data, a moving platform is required. This platform must be relatively robust,
and provide adequate support for the sensors to be mounted on it. Continuous scanning of
an environment also requires accurate localisation of the robot. The robotic platform must

therefore be capable of localising whilst capturing the floor surface profile data.
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3.2.1 System Requirements

The research platform is designed to be a replica of the target grinding machine for im-
plementation. Accordingly, the system does not carry excessive weight from the grinding
motors whilst still providing insights into the dynamics of the size of the system. This allows
the robotic platform to be easily portable and enable fast development of control, as well as

efficient testing of systems such as floor scanning.

3.2.2 Mechanical System

The robotic platform (Figure 3-2) is a differential drive robot with two drive motors at
the rear of the machine. The front of the platform is supported by a castor wheel. The
robot has two levels: one providing a base for a horizontal laser scanner for SLAM, and
the other holding components for control and communication and providing a mount for a
second sensor to scan the floor. Structurally, the system is of similar dimensions to a typical
grinding machine.

An adjustable sensor mount (Figure 3-1) was developed to provide the means for mea-
suring a floor profile at various angles and with different sensors. The mount was designed
to be relatively universal and sufficiently strong to hold a variety of floor scanners in position
as the robot moves around the room. The mount was designed to hold components weighing
at least 6 kgs and could easily be adjusted 180-degrees in pitch and then locked in place. It
was made out of 3 mm steel bent into shape. Figure 3-1 shows the adjustable mount with
an Intel RealSense RGB-D camera on the underside and an IMU on the top. The camera
is mounted on a second adjustable frame that can be manually tuned to ensure that the
camera is level.

The motors are mounted directly into the supports of the frame using 4x M5 bolts. This
mounting is sufficient for the test platform, but it would need to be strengthened for the

final machine due to additional loading from the weight of the machine and grinding motors.

3.2.3 Electrical System

The electrical system consists of power distribution and communication connections. A
power distribution board was designed to provide power to each component, protected by

fuses and controlled through relays. The system power architecture is shown in Figure 3-3.
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Figure 3-1: Floor sensor adjustable mount

The main power demands are 24V, 12V, and 5V. The 24V system is limited to a maximum
of 50 A from the battery and is protected by fuses. Each 12V and 5V component has a fuse
to restrict current , ranging from 0.5 A fuses to bA fuses. Additional ports were supplied
for future expansion.

A schematic of the power distribution board was designed using Circuit Studio. The
board takes in 24V and provides 12V via a 24V to 12V converter. The 12V is then converted
to 5V to power a microcontroller board (Arduino Uno) for relay control. There are 6 relays
on the distribution board, 4 x 24V and 2 x 12V, which can be turned on and off from the
Arduino. Each output port is protected by a fuse to help keep components safe. For a
commercialised product, more-reliable control would be desirable; this could be achieved by
a dedicated USB-controlled relay board or a PLC relay board. This component can easily

be swapped out to achieve the required functionality at a later time.

3.2.4 Software System

The robot uses the Robotic Operating System (ROS) framework for internal communication
and control [58]. ROS is an open-source system that allows for the creation of many nodes
that can communicate efficiently through the use of topics and services.

The ROS system begins with a core, which provides the base communication framework.

Nodes can be added to the system, which can communicate through the roscore using top-
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Figure 3-2: Diagram of the mobile robot platform highlighting the laser scanner position
and orientation

ics and services. Any node can publish or subscribe to any topic or service, providing a
highly modular system. Due to the open-source nature of ROS, a community has provided
a number of existing solutions to common problems, such as Adaptive Monte Carlo Locali-
sation (AMCL), Gmapping, and SLAM. This results in an efficient and proven framework.
ROS was selected as the software framework because of its open-source nature, the modu-
larity provided by nodes, and the ability to accelerate development using existing solutions.
The ROS system for the research platform requires a number of components; the general

architecture is shown in Figure 3-4.

3.2.5 Floor Profile Creation

A ROS integrated package was developed to capture laser scans of a floor profile and assemble
these into a point cloud that could then be analysed and used as prior knowledge. First,
the raw laser scan data is filtered so that only the floor in front of the robot, spanning a
60-degree angle, is captured (Figure 3-2). These laser scans are transformed through the

robot relative to the robot’s base link in the global space. As the robot moves through
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Figure 3-3: Electrical power and data connection block diagram
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Figure 3-4: ROS system architecture

the environment, the base link transform moves through the global coordinate system.
This in turn moves the location of the laser scan and thus the laser scan data. Each laser
scan provides a line scan of the floor profile at a point in the 3D global coordinate system.
Assembling many of these single scan lines together therefore forms a series of lines and
thus a surface of the floor profile. The assembled scans are captured by the laser assembler
package. A keyboard-controlled node calls the laser assembler services to start and stop
collecting data. Once the laser assembler service is called to stop assembling, a point cloud

of the assembled scans is published to the assembled floor scan topic. This topic can then

47



be saved to a .pcd file for analysis. This is performed in real-time; however, the point cloud
can only be viewed and analysed once the full scan process has been completed. Alternative
profile creation algorithms will be required for different scanning methods, such as RGB-D;

and this will be discussed in Section 3.6.5.

3.2.6 Path Planning Program

A program designed to automatically create a coverage path for a set area on a map was
created using OpenCV [17] and ROS integration. The program can operate in two modes.
Each mode takes in a ROS map description consisting of a .yaml configuration file and a
.pmg image of the map. The first mode allows the user to input desired points for the robot
to move to. These are displayed for the user on the map and the robot can then move to each
point in the order in which they were placed (Figure 3-5). A point is added by left-clicking
on the map; a previous point can be removed using the middle mouse button. Points can
then be saved to a file by right-clicking. The points are saved to a text file relative to the
global coordinate system of the map (robot-defined).

The second program mode allows the user to define an area on the map, and then
automatically creates a path to cover this area. The program was developed with the
intended application in mind, in that the machine drives in straight lines at a set, but
variable, distance apart. This creates the desired degree of grind overlap for the grinding
process. Accordingly, the angle of the robot’s parallel paths, and the separation between
each pass, can be set by the user. The coverage path is achieved through a series of parallel
lines and intersections. A large number of parallel lines are drawn on the map, starting at
the desired offset from the first position, at the user-defined angle, and at the user-defined
spacing. The program then calculates the intersection of each of these lines, starting with
the boundary lines defined by the user. Each point is stored in a list of the points required to
cover the area. This method works well, however, does require error checking and correction.
For example, the order of points is not considered by the initial program although this is
crucial for successful coverage path generation.

Accordingly, a few steps were taken to consider the order of points.

e The first point of the path is chosen based on the closest point to the first point clicked

on the map by the user.
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e Each line created by the path generation is compared with the user-defined path angles.

e If a line is on a diagonal (beyond some pre-determined threshold), then the points

must not be in the correct order and are therefore swapped.

A later version of this program was implemented in RQT. RQT provides an easy interface
with the ROS system and can provide a platform with many different plugins running at
a time, including diagnostics and data plotting. This may be useful in later development
where many different aspects of the robot may need to be monitored at one time. A selection
of paths created by the coverage generation program are shown in Figures 3-5 and 3-6. The
interface allows the user to vary the spacing, angle, and offset of the generated path, and

the path updates in real time to allow for fine control.
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Figure 3-5: Created coverage path with vertical machine direction and small grind overlap

The goal positions created by either the user or the program are saved to a text file
that can then be read by the waypoint management node for controlling the robot. Each
waypoint is saved as a global x, y, z coordinate, as well as yaw for the orientation of the
robot. For the 2D robot, the z coordinate is arbitrary. The waypoints generated from the
program are required to be converted from the image coordinate frame into the robot’s
coordinate frame.

The robot’s coordinate frame is determined when the robot is creating the initial map.
0,0 on the robot’s frame is taken to be the lower left pixel in the map [34], whereas 0,0 on

the image coordinate frame is the top left-hand corner. In addition, yaw is considered to be
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Figure 3-6: Created coverage path with horizontalmachine direction and large grind overlap

counter-clockwise rotation. Therefore, each coordinate needs to be remapped and converted
from pixels to metres. When the position is sent to the robot, the robot knows both the
desired global position and its current position, so it can accurately plan a path from its
current position to the goal. The orientation is determined such that the robot achieves its

goal in x, y and then rotates in position to face the next goal.

3.3 Hardware Selection

3.3.1 Localisation Sensor

A sensor must be used to help aid localisation to overcome the inherent accumulation of
errors from wheel odometry. A number of different sensor technologies can be used, each
offering different advantages and disadvantages. A selection of these technologies has been
described in the literature review.

Due to its affordability yet relatively good accuracy, range and resolution, a SICK
LMS291 was selected for localisation of the robot. This scanner provides a 2D laser scan of
the environment, and can produce 50 mm accuracy up to 80 m or 35 mm accuracy up to 8
m [3]. The laser scanner can easily be integrated into the ROS framework with an existing
ROS package. The sensor data can be used by Gmapping [35, 36] to create a 2D map of the
environment or by AMCL [71] to localise the robot in an already created map. AMCL uses

a probabilistic approach to match the laser scans to likely positions in the map.
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3.3.2 Floor Sensor

A sensor is required to capture the floor surface profile information. A number of technologies
can be used for this task. Selected technologies are summarised in Table 3.1.

A 2D laser scanner was selected for initial floor scanning, this is once again due to both
accessibility and affordability. While 3D laser scanners have been used to perform accurate
sensing of an environment, including the floor, they are very expensive and thus make them
not feasible for some applications. The 2D laser scanner used for initial testing was a SICK
LMS291 laser scanner, which is relatively cheap at around US$6000. The SICK LMS291
has an aperture range of 180-degrees, with an angular resolution of 0.25-degrees. At a range
of up to 80 m the accuracy is £ 50 mm, reducing to + 35 mm at a range of up to 8 m
[3]. Additionally, a Hokuyo URG 2D laser scanner was used for further testing, due to its
short-range design. The Hokuyo laser scanner has a detectable range of 20 mm to 5600 mm,
with a field of view of 240-degrees at a resoltuion of 0.36-degrees [63]. However, despite
having been designed for short-range use, the accuracy of this laser scanner is only + 30
mm. The cost of the Hokuyo laser scanner is around US$1080, substantially less than the
other sensors.

An RGB-D camera was selected as a secondary sensor for testing and comparison. The
RGB-D camera used was a D435 Intel RealSense camera, which uses active IR stereo to

produce a depth image alongside the RGB data from a 2 MP camera. [45].

Figure 3-7: NextEngine scan of brick [31]
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Table 3.1: Sensor Specifications

Sensor Range Accuracy Resolution Price

SICK LMS291 8m or up to || = 35 mm || 0.25 degrees || US$6000
80m and 50mm

Hokuyo URG 20mm  to || £+ 30 mm 0.36 degrees || US$1080
5600mm

Intel D435 10m not stated 640 x 480 | US$180

pixels
NextEngine 3D 200mm + 0.30 mm || 3.50 US$2995

Optical Interferometry can also provide detailed scans of a surface; however, often have
long scan times or requires a textured surface for good performance. For example, a multi-
laser-based scanner, the NextEngine 360 [31], performs very well with masonry (Figure 3-7).
However, the sensor can take up to 2 minutes to perform a scan, rendering it unsuitable for
this application. This sensor provides incredible accuracy, with up to & 100 microns for a

macro model and up to £ 300 micron for models with a wider field of view.

3.4 Initial Testing

The platform’s ability to capture a floor surface profile was initially tested using two 2D laser
scanners. One laser scanner (mounted vertically) was used to capture the floor profile, while
the other laser scanner (mounted horizontally) was used to localise the robot within the
environment. The initial testing methodology and results were presented in the Conference

Paper ‘Floor Surface Scanning using a Mobile Robot and Laser Scanner’ (Appendix A) [77].

3.4.1 Experiment Methodology

The scanning experiments were set in an area of 2 x 2 m? marked out with black electrical
tape (Figures 3-8a, 3-8b, and 3-8¢). This tape has low reflectivity and high absorbency,
resulting in a poor laser scan measurement that helps to identify the boundaries of the
scanned area in the final assembled point cloud. The robot was positioned outside the lower
left-hand corner of the square and then followed a coverage path (Figure 3-9). This path
provided sufficient space for the robot to perform a turn and record scans of the surface. The
robot moved at a relatively slow velocity of 0.1 ms~!. At the beginning of each test, all laser

scans were recorded in a ROS bag file for later analysis if required, and the real-time laser
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(a) Carpeted floor (b) Asphalt floor

(c) Coated asphalt floor

Figure 3-8: Test surfaces used for mapping

scan to point cloud conversion begun. This point cloud creation process involved capturing
every laser scan and associated transform and placing them in a 3D coordinate system. The
assembly of laser scans was then converted to a single point cloud of the floor, which was
then saved as a .pcd file for analysis. In each test it took around six minutes to complete

the coverage path.

The robotic platform was used to map three different surfaces: carpet flooring (Figure
3-8a), outdoor asphalt pavement (Figure 3-8b), and a coated asphalt floor (workshop floor)
(Figure 3-8c). These surfaces were chosen to provide a representative sample of various types
of indoor flooring. The test surfaces were expected to give insight into how well the laser
scanning could identify areas of interest for the different surfaces. Each surface was mapped
three times and cross-analysed to determine accuracy. A contour plot from the resulting

point cloud was created and used to identify high and low areas of the floor.
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Figure 3-9: Coverage path for scan area

3.4.2 Measurement Methods

The captured point cloud of each floor surface was saved as a .pcd file. MATLAB was used
for processing, which involved clipping the scanned area to the target size of 2 m x 2 m.
The ‘black tape’ outliers were removed by applying a threshold to the point cloud data set,
and a Gaussian 5 x 5 filter was then applied to the data to smooth the resulting surface and
reduce noise. The point cloud was then presented as a contour plot, indicating high and low
areas throughout the 2 m x 2 m area. The surfaces were inspected by touch and visually
for any deviations in flatness at key areas. These areas were noted and compared to the

resulting point cloud and contour plot.

3.4.3 Initial Floor Capture Results

The mobile robot system was able to successfully locate itself and use this information to
create a surface profile of each floor. The odometry information provided sufficient pose
and orientation estimation to capture the general surface profile of each floor. Odometry
errors were observed consistently in all tests. Additionally, systematic errors from the laser
scanner were observed in all tests, illustrated by a continuous low measurement near the

centre of the scan.
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3.4.4 Carpeted Floor

The carpeted floor was successfully mapped despite being anticipated to be a difficult surface
for consistent performance due to the fibre orientations of the carpet. The laser scan provided
a reasonably thick surface measurement of 0.1 m. The carpet was difficult to inspect visually
and appeared to be relatively flat. The contour plot (Figure 3-10c) shows a relatively flat
area (with the systematic centre scan error) and a slight high area towards the bottom of

the target area.

3.4.5 Workshop Floor

The workshop floor is an example of an indoor surface covered with dust, cracks and pits.
This type of surface could be hard to map; however, from the results it is clear that the
scanning system could successfully create a consistent point cloud of the coated asphalt
(workshop) floor. Despite the consistent low centre measurement due to a systematic error,
a high area was identified by the surface scanning system at the middle right of the target
area (Figure 3-11c). This area was confirmed by visual inspection as a large step change
in the floor. There are two-coin sized dents (30 mm diameter) in the floor of the workshop
that the mapping system was unable to detect. However, the system did detect a general

slope along the y axis.

3.4.6 Asphalt

Asphalt is another example of a difficult surface to map, as the colour and texture may
vary due to weathering and wear and tear. This surface was also successfully mapped,
demonstrating the strength of the developed system. Even though the entire surface was on
a gradual slope, and no IMU data was available, the surface profile suggested a high point
to the right and a low point to the left of the start position. A ridge in the surface was
detected similarly to the coated asphalt floor, but upon inspection this high region was due
to a rougher area of asphalt. The contour plot (Figure 3-12c¢) illustrates the general slope of
the surface, with some deviations of the slope due to surface roughness and the systematic

errors.
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Figure 3-10: Results for carpeted surface

3.5 Initial Challenges

Although initial testing did prove to be successful, there are a number of improvements that
can be made and challenges that can be overcome. The initial development and testing
identified challenges that include: localisation, sensor accuracy, and 2D limitations. These

challenges are discussed in the following sections.
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Figure 3-11: Results for coated asphalt surface

A particular challenge for the robot platform was accurate localisation. Based on research
conducted by Thrun et al. [71], the robot can use the horizontal laser scan for localisation
through the Adaptive Monte Carlo Localisation (AMCL) ROS node. This node provides a
laser scan matching and probabilistic approach for localising the robot from the 2D laser
scans. The probability of the robot position in a number of locations is calculated from
the combined laser scan matching and wheel odometry information. The position with the

highest probability is updated as the robot’s current position in the map. This method
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Figure 3-12: Results for asphalt surface

works well, although due to odometry errors and drift, the robot will jump to the calculated
‘correct’ position every time the AMCL node updates. These jumps are small and manage-
able in some applications, but for this particular application they are not desirable as this
will result in a shift in the floor profile. The transformed laser scans will have gaps when
the position jump occurs, and this could result in inaccurate floor profile estimation.

This challenge can be overcome through a couple of different techniques. First, the jump-
ing action can be minimised by calibrating the odometry to minimise errors and therefore
minimise the possible jump in position. In practice this can be difficult due to a number

of hard-to-control dynamic factors that can contribute to odometry errors, such as uneven
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floor, varying tyre pressure over time, axle alignment, wheel point of contact, and tyre slip.
However, a similar process to that of Borenstein et al. [13] can be used to estimate the
correct wheel radius and wheel separation parameters for odometry tuning. In addition,
this can help identify any alignment issues with the robot that can then be allowed for
through the wheel odometry calculation. An alternative solution for overcoming the jump-
ing is to gather the transforms as the robot moves, and once AMCL updates the robot’s
position, realign the previous positions to fit the known positions of the robot. This could

be computationally expensive but could provide a consistent method of scanning the floor.

3.5.2 2D limitations

The ROS system utilised is largely built around the assumption of a flat 2D surface; in
particular, the robot is set up to have the base link attached to the 2D planar floor, and
the laser scanners can only capture data in 2D. However, the surface the robot moves along
is 3D, and involves 6 dimensions of robot pose and orientation (x, y, z, roll, pitch, yaw).
This means that these 2D assumptions can result in inaccurate readings of the floor profile.
As seen from the results, the system is able to identify high and low areas of a floor however,
the heights and depths of these high and low areas cannot be accurately quantified. This
needs to be overcome for accurate analysis of floor profiles. A number of 3D solutions to this
problem exist, but these are often computationally expensive. In contrast, a computationally
inexpensive solution similar to that implementated by Wen et al. [76] could be utilised. In
this approach, a 2D sensor provides the location of the robot in the 2D plane, and this

location is then extended into 3D using additional sensors such as an IMU.

3.6 Further Development

A number of improvements were identified from the initial floor mapping process and experi-

ment results. The following system and process changes aim to achieve these improvements.

3.6.1 Sensor Accuracy

The laser scanner suffered from systematic sensor errors which could be attributed to its
longer-range design. Therefore, a Hokuyo short-range sensor and an RGB-D camera will

be tested with an aim to overcome some of these accuracy and systematic error challenges.
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Comparison experiments are to be performed using these additional sensors. The short-range
laser scanner requires correction to convert the raw laser scan data from polar coordinates
to Cartesian coordinates. The system methodology will have to be adjusted for the larger

field of view of the RGB-D camera and will need to accommodate a sensor calibration step.

3.6.2 Map Creation

Other software approaches for 3D mapping are to be trialled, in particular Google Cartogra-
pher 3D and 3D Octomapping. These approaches could help to create accurate point clouds
from sensor information that can then be manipulated and applied to the 2.5D grinding
simulation and other terrain navigation applications. This will be particularly important
for managing the large point clouds created by the RGB-D RealSense camera, as the raw

point cloud data will quickly become inefficient to manage.

3.6.3 2D to 3D Extrapolation

The current implementation utilises 2D approaches for capturing a 3D floor profile. Whilst
the methodology gives insight into the general flow of the floor, it lacks the accuracy to be
useful in application. This accuracy can be improved by extending the 2D approaches into
an adapted 3D system. AMCL localisation can provide accurate positioning through the
use of a 2D laser scanner in a 2D plane, however, this localisation does not consider changes
in z height and the orientation of the robot in terms of roll and pitch. These additional
considerations are necessary for accurate mapping of the 3D environment.

Such mapping has typically been achieved through the use of expensive 3D sensors such
as 3D laser scanners, but this is not feasible for this application. In addition, an IMU is often
utilised to provide 6 DOF information on robot pose and orientation [27, 81, 22]. The target
application surface can be considered as a relatively flat floor with simple-shaped obstacles
(flat walls), and so the use of a 2D laser scanner for information on x and y position is a
relatively cheap and effective solution. It is therefore proposed that the current 2D system
be extended into 3D. This will be implemented by utilising an IMU for inertial information,
AMCL for x and y position information, and estimated changes in z based on filtered IMU
data and odometry information (Equation 3.1, below).

A node was created to fuse IMU and odometry information into an updated odometry

frame. This was published as the Odom to base link transform, which was then used by
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AMCL for localisation. AMCL does not take the z, roll, or pitch components of the frames
into consideration, and can therefore successfully update the x, y, and yaw position and
orientation information, whilst the roll, pitch, and global z height can be adjusted. This
introduces modularity and can provide the ability to create other methods for calculating

the z and 6 DOF information, such as visual odometry and point cloud registration.

Spos =V (xi — 2i1)2 + (i — yi—1)?
r=/(70)* + (20)?

Az = tan (pitch) * dpos (3.1)
z = 1% cos (pitch + /2 + 0y) + Az

x = r*sin (pitch + 7/2 + 0p)

An extreme situation was tested to verify this approach, involving capture of the floor
profile of a slope in the form of a 10-degree ramp down from a relatively flat floor (Figure
3-14a). Limitations of the previous system resulted in the floor profile being incorrectly
captured, particularly due to the measurement performed being the distance from the sensor
to the floor. As seen in Figure 3-13, when the robot is on a constant slope the measured
distance to the ground is the same as when measuring on a flat floor. This, combined with
2D localisation assumptions and no consideration of changes in global z height, results in
the system incorrectly capturing a flat floor. To overcome this, the pitch of the robot and
the global z height must be considered. To capture the floor, the robot drove forwards at a
speed of 0.1 ms~! and recorded the resulting point cloud information. The captured point
cloud using the improved capture system is shown in Figure 3-14c; for comparison, Figure
3-14b shows the point cloud captured with no z compensation or consideration of slope.
There is significant improvement in the floor capture capability, with the slope of the ramp
continuing to be captured even when the robot is fully on the ramp. This suggests that the

z height compensation helps to extrapolate the 2D system into a full 3D capture.
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Figure 3-13: Diagram of robot floor measurement on a slope
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Figure 3-14: 3D extrapolation verification test
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3.6.4 RealSense Camera Testing

The Intel RealSense D435 camera is an RGB-D camera and thus provides both a colour
image and a depth image of the environment. This information can be used to create a 3D
map,/model, which can be used to extract surface floor profile information. The camera can
be used in two ways: it can be mounted to view the environment from a horizontal position
and the floor profile can be extracted through processing, or it can be mounted to view only
the ground, potentially increasing accuracy and reducing occlusion errors. Occlusion errors
are common when objects are hidden due to the angle of the sensor scan line. The beam sent
out by a sensor cannot bend around a corner, so the view is limited to the unobstructed line

of sight. In addition, RGB-D cameras can be sensitive to lighting and so must be calibrated.

3.6.5 Floor Profile Creation with RGB-D Camera

The floor profile creation program used for the laser scanner cannot be applied to the RGB-D
camera information due to the different methods of storing information. The RGB-D camera
provides a point cloud of the depth cloud captured. The point cloud resolution is 640 x 480
points and therefore contains 307,200 points. Thus, to store every point and assemble them
correctly requires expensive computation and is inefficient. Further, the camera provides
a new point cloud approximately every 0.1 seconds, resulting in around 3,000,000 points
per second to process. A common solution to this problem is to use the Octomap Octotree
point cloud storage system [42]. In this system, raw point cloud data are down-sampled into
3D voxel grids that are then stored in a tree structure, providing an efficient method for
accessing and processing the information. The Octomap attempts to match the new point
cloud to previous scans based on the 3D voxel grid. This creates a 3D map stored in an
efficient graph-based tree called an Octotree. This has been used by other researchers to
create full 3D maps [30, 42|, but in this application will be used to produce only a 3D profile
of the floor surface.

Due to computational limitations, the real-time processing of the point cloud stream
into an Octomap is restricted to voxel grid sizes of around 8 mm. This eliminates some
information about the floor profile, which needs to be considered for real-time applications.
For testing, the point cloud data is recorded into a bag file and can be processed at a

later time. The processing of the recorded point cloud data results in less computational
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limitations and the resulting achievable voxel grid size can be as small as 2 mm; Octomap
point clouds based on this voxel grid size were used during testing. The raw point cloud bag
file from a 6 minute test can be as large as 30-40 GB; for comparison, a saved point cloud
from an Octomap with a 2 mm voxel grid size is only 20-30 MB, highlighting the substantial

reduction in the amount of data to process.

3.7 Improved Experiment Methodology

The experiment methodology for the test comparing the RGB-D camera and the Hokuyo
short-range laser scanner is similar to that of the initial tests, described in Section 3.4. In
addition to the process outlined in Section 3.4, a calibration step was included prior to testing
to improve floor sensor accuracy and to calibrate the odometry scalar variables. Black tape
was used to outline the 2 m x 2 m target area due to its different level of reflection giving rise
to laser scanner measurements that successfully highlight the edges of the zone. Although
the tape does not show up well on the RGB-D point cloud, the two point clouds and target

areas can be accurately compared due to localisation in the global coordinate system.

3.7.1 Sensor Calibration

In addition to calibration of the odometry and AMCL, the floor sensor itself must be cal-
ibrated prior to testing. The RealSense camera is highly susceptible to infrared light, par-
ticularly differences in lighting conditions. This can introduce errors or even result in no
measurement. Figures 3-15a and 3-15b highlight the difference between no auto-exposure
and an auto-exposed (calibrated) depth cloud. The performance of the RGB-D camera is
greatly improved with auto-exposure, capturing a greater region of the view and containing
fewer artefacts (missed measurement areas). Errors due to changes in lighting conditions
can result in a patterned floor result or even parts of the floor unmeasured (Figure 3-15a).
These errors are overcome through calibrating the RealSense camera using the auto-exposure
function for 2-5 seconds.

The Hokuyo short range laser scanner produces a laser scan result at angles spanning
270-degrees. The raw laser scan data must be converted from polar coordinates to Cartesian
coordinates to accurately capture the floor profile. If this conversion is not performed, the

laser scan has an obvious skew, which can be visualised when looking at a flat floor (Figure
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(a) Screenshot of uncalibrated RealSense camera  (b) Screenshot of calibrated RealSense camera

Figure 3-15: RealSense lighting calibration

3-16). The uncorrected laser scan of the flat floor has a bent shape (bottom curve of Figure
3-16), due in particular to the mapping of coordinates and changes in angle of incidence.
This can be corrected (Figure 3-16) through remapping the laser scan data points to the
correct position relative to the angle of the scan (Equation 3.2). In Figure 3-16, the z height
is indicated by colour, with purple corresponding to the highest z value and red to the
lowest. This results in a significantly improved measurement of the floor, although the scan

still contains noise and measurement errors.

SCAN filtered-ranges|t] = scan fiered-ranges(i] + —0.03 x exp(— fabs(sin (angle))) (3.2)

3.7.2 Measurement Methods

The final surface point clouds were saved as a .pcd file, which was then imported into MAT-
LAB for analysis. The point clouds were converted into a mesh grid and then smoothed
using a Gaussian filter. This helps to reduce noise from erroneous measurements and pro-
vides better insight into the surface trends. The resulting point clouds of the surface were
compared visually through the aid of a contour plot. The resulting surfaces were checked
for deviations and any significant deviations in the floor were inspected manually by visual
inspection, touch, and the straight edge approach. This helps identify if the system is cor-
rectly detecting high and low areas and not just capturing noise from the sensors. Results

from the comparison testing can be found in Chapter 5; Experiments and Results.
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Figure 3-16: Corrected laser scan (above) shown with raw laser scan (below)
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Chapter 4

Grinding Model from Floor Profile

4.1 Chapter Overview

After capturing the floor surface profile, the next phase of the project is to represent the
floor surface as a mathematical model and understand how to implement the cutting action.
A Dbasic grinding model can help to provide understanding of how a grinder performs on
an uneven surface, and this understanding can lead to design and control improvements.
This chapter details the development of a basic grinding model and discusses a number of

assumptions that are required to implement the model.

4.2 Important Aspects of Grinding

For a mathematical model to be accurate with respect to the real world, all of the significant
factors in the problem need to be considered and approximated. For grinding, a number
of different factors need to be considered, and many of which cannot yet be quantitatively
determined. The purpose of the grinding model is to help identify the depth of the cut on
the floor and where the cut is performed. In addition, how the cut varies across the floor
and along the grinding head profile needs to be quantified for an accurate model.

Important factors are:

e Planetary head rotational velocity (back electromotive force (EMF), PID control)
e Forward speed of machine

e Grind head floor pressure
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e Grind depth

e Force from floor to grinder and resulting motion
e Tool cutting profile

e Diamond tool wear (Comet Tails) and glazing

e Wet vs dry floor

e Torque of drive grinding motor

e Hardness of aggregate and concrete

e Aggregate location

e Diamond distribution in tool

As discussed in the literature review, common approaches for modelling the grinding
action, particularly for wheel grinding applications, involve the estimation of the contact
length, chip length, and chip thickness. Due to the horizontal grinding action used in the

floor grinding process, these variables are difficult to quantify due to the following reasons;

e Contact length is dependent on diamond tool wear, tool 3D position and shape, floor
surface profile, and the action of the grinding head. Accordingly, it is very difficult to
accurately determine the contact length of a diamond tool tip with the floor at any

point in time.

e Due to the particle nature of concrete, the ‘chip’ formed when grinding is in the form
of dust. The dust is difficult to quantify, and so the chip thickness variable is difficult
to quantify. This removal mechanism is the reason why traditional grinding models
[52, 69, 80| cannot be easily applied in this situation. In addition, the abrasive nature
of the concrete dust aids the grinding process, introducing another stochastic variable

into the grind depth equation.

Therefore, an alternative approach to traditional grinding models is required. For this
new grinding model, the purpose is to estimate material removal based on grinding head
speed, machine speed, and floor profile. A number of the unknown factors, such as contact
length, stochastic variables, and 3D cut depth, can thus be considered within a cut profile

variable determined through experimentation.
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4.3 Model Development

4.3.1 Concrete Grinding Process

The concrete floor grinding process involves the systematic removal of material at the micro
scale to create a change in the floor at the macro scale. A typical grinding head is modelled
from the Husqvarna 820 Concrete Grinding Machine [43]. The grinding head has a maximum
cutting width of 820 mm and is formed by 3 planetary discs (Figure 4-1). The grinding head
rotates at a maximum of 60 rpm, and the planetary discs rotate at up to 1100 rpm. This
results in a donut shaped coverage area (Figure 4-1). Each disc can hold 3-8 diamond tools,
which perform the cutting action. As the machine moves along the floor, the pressure from
the weight of the grinding head, motors, and machine engages the diamond cutting tools
with the floor and results in material removal in the form of concrete dust. The dust is

extracted using a vacuum system.

820 mm

r'y

Diamond Tools

Coverage Area

= b Y__

Figure 4-1: Diagram of grinding head

69



A number of additional factors contribute to the rate of floor material removal by the
diamond tools. The concrete dust generated is abrasive in nature and so aids the grinding
process. The hardness of the floor material changes due to both the natural properties of
concrete and the process in which the floor was laid. Floor hardness determines the type of
diamond cutting tool used; typically hard, medium, or soft. The type of diamond cutting
tool is determined by the hardness of the metal matrix bonding the diamonds together.
This matrix wears with material removal, and correct matrix selection can greatly improve
productivity and reduce excessive tool wear. In addition, the diamonds can undergo a
process that is commonly called ‘comet tailing’, which results in a reduced cutting edge and
often requires operator intervention to provide efficient grinding once again. Balancing of
matrix hardness with concrete hardness is required to ensure that the matrix does not wear
too quickly or too slowly. Wearing too fast can result in the diamonds not engaging fully
and in tool wastage. Wearing tool slow can underexpose the diamonds, resulting in poor
cutting performance and reducing the exposed cut edge; this has a significant impact on the
productivity of the grinding process. These factors are difficult to capture in a basic model,

and so must be considered in alternative ways.

4.3.2 Initial Process

The initial approach was to adapt traditional grinding models to the floor grinding appli-
cation. This involved estimating the depth of cut of the tool with respect to time and thus
calculating the amount of material removed. However, a number of considerations had to be
taken into account. The grinding head of the machine is not a controlled system: it floats
above the surface and reacts to the forces of grinding. This differs from traditional wheel
grinding, where the grinding head and tool are fixed in a known and controlled position.
Therefore, the first attempt to model the cutting action of the grinding head followed
a similar approach to that used by Setti et al. [66]. First, the tool position and kinematic
path with respect to time was calculated. If the position of the diamond cutting edges in
the tool are known, then it follows that the floor area currently being ground is also known.
As the floor profile can be determined through the capture method described previously, the
interaction of the kinematic path of the diamonds with the varying floor heights could give
insight into the location and rate of material removal. The diamond edges are stochastically

distributed on the tool face and so the kinematic path of the cutting edges can only be
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estimated and assumed to be correct using predictive models [66, 20]. Knowledge of the tool
position can therefore provide insight into diamond distribution and position relative to the

global frame.

A Mathworks Simulink model (Figure 4-2) was created to simulate tool position with
respect to time. The model takes the grinding head rotational velocity, disc head rotational
velocity, robot velocity, and a clock of 0.01 time steps as input parameters and outputs
the tool position in x and y coordinates. Tool position with respect to time is found using
Equation 4.1. In this model, the workpiece surface was modelled in a 2.5D array where the
value of the grid indicates z height. The initial model simply removes 0.05 units of height
at the tool position at each time step, giving insight into how the tool moves with respect

to time.

Oy =04 +wg*t
POSy = My + Tp % COS Og + 1y * cOS Oy

POSy = My + Tp, % sin 0y + 1y, * sin Oy

Where m, and m, are machine position in x and y (metres), 6, and 6, are the grinding
head and grinding disc rotational positions, respectively, and 7, and r,, are the radius of the
grinding head and the grinding disc, respectively. 6, and ¢; are determined by the initial
positions (0y; and 64) multiplied by w, and wg, the respective rotational velocities of the

grinding head and grinding disc in radians per second.

The velocity of the grinding tool and diamond edges can give insight into the forces
involved and thus the rate of material removal. Depending on the direction of the grind-
ing head relative to the grinding discs, the rotational velocities, w, and wq, can combine

constructively or destructively. The velocity of the tooth can be given by Equation 4.2.
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Vge = T * COS 04 * wy
Vdy = T * 5iD0g * Wy
Vgg = Th * COS 04 * wg

Vgy = Tp, * sin By * wy

Where vg, and vg, are the velocities of the grinding disc in x and y, and vy, and vy, are

the velocities of the grinding head in x and y. These two velocities either add to or subtract

from each other depending on the direction of rotation. The direction of rotation is taken

as positive if clockwise, and negative if counter-clockwise. The velocity of a tooth on the

grinding disc can thus be determined by Equation 4.3.
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Figure 4-2: Simulink model of tool positions with respect to time

4.3.3 Initial Model Testing and Results

Results for the initial model show similar tool path patterns to those seen on the floor during

the floor grinding process. An image of the scratch pattern of a floor grinding process is

shown in Figure 4-3a. A comparison of the calculated tool position in a 5-second simulation
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Table 4.1: Time to Complete Simulation

Test 1 2 3 4 5 Average
Single grit 4.17 3.19 2.88 3.30 3.17 3.34
Multiple Grits 143.13 || 148.73 || 142.94 || 147.14 || 145.03 || 145.39

Single-grit Surface 36.78 || 39.69 || 37.98 | 37.56 || 37.84 || 37.97
Multiple-Grit Surface || 175.89 || 177.80 || 169.91 || 170.22 || 171.14 || 172.99

with a time step of 0.001-seconds is shown in Figures 4-3b and 4-3c. Figure 4-3b shows
the path of a single point (grit) on a grinding disc, whilst Figure 4-3¢ shows the path of
6 diamond tool points on three discs (18 paths in total). The simulation parameters used
were based on estimated real-world data: 6 diamond tools per disc; 3 discs; and a constant

machine speed of 0.1 ms™ '

It can be seen that the resulting scratch pattern is similar,
and it can therefore be assumed that the initial model is able to estimate the motion of
the diamond cutting edges in the 2D x and y plane. Interestingly, the scratch pattern of a
grinding machine often looks like a series of large-radius scratches; as can be seen in Figure
4-3c, this large-radius path is in fact generated by the sequential paths of the multiple tools.
The simulation took an average of 3.34 seconds to complete over a series of five runs (Table
4.1) under the same computer conditions, with accelerated simulation computation. With
additional grits, 18 used in this test (3 discs each with 6 tools), the simulation time increases

significantly, to an average of 145.39 seconds. This is probably due to the processing and

storing of large vectors, whereas the single-grit analysis only needs to store single values.

The Simulink simulation was run again with a basic 2 m x 2 m surface manipulation block
added into the model (Figure 4-4a). This can give insight into the increased computational
requirements of surface manipulation. The surface manipulation involves removing 0.05 m
of material at each tool position at each time step. The results are tabulated in Table
4.1, and an example output is shown in Figure 4-4b. There is a significant increase in
computation time when large arrays, due to either multiple grits or surface processing, are
manipulated or fed back into the system. With a single-grit analysis the simulation can run
in real-time with small time steps (0.001 seconds), as the average time taken for a 5-second
simulation was only 3.34 seconds. However, this is not possible for the simulations that
process arrays, where substantial increases in the time required rule out the possibility of

real-time processing. This could be a limiting factor in model development.
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(a) Scratch pattern produced by grinding machine
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Figure 4-3: Scratch pattern results
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Figure 4-4: Simulink simulation with surface manipulation
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4.3.4 Contact Modelling

The results demonstrate that it is possible to calculate the position of the diamond tools
in an x and y plane given the initial positions and the rotational velocities of the grinding
head and planetary grinding discs. However, for a model to accurately capture interactions
with the floor, the contact between the diamond cutting edges and the floor surface must
be captured. Furthermore, the 6 Degrees of Freedom (DOF) dynamics of the machine
are required for full analysis of the grinding motion relative to the floor surface profile.
The machine dynamics and diamond edge contact information will help to extrapolate the
model from the x and y plane into the 3D interactions of the machine and the floor surface.
Modelling the dynamics of the machine can be achieved through three typical approaches,

discussed below.

Impulse

Impulse modelling involves analysing the contact between two objects at a one-time event
when they collide. Before collision, each object has a certain momentum (mass * velocity)
or rotational equivalent. Depending on whether the collision is elastic or inelastic, the mag-
nitude and direction of each object’s momentum will change. These changes in momentum
can then give insight into the forces involved and the resulting velocity (position). This

approach works well in models where object collisions are infrequent.

Force-Based

A force-based approach involves the understanding of the net forces. Each object has a
normal force based on a force law. A penalty force can then be applied, which can allow
objects to overlap (helping to estimate deformation of intersection) when they collide. The
calculation of force-based collisions can require multiple simulation time steps and are thus

computationally more expensive than impulse-based approaches.

Motion Constraint

In a motion-constraint model it is assumed that objects are always in contact, so collision
dynamics are not required. This means that computation around the normal forces and

resulting interactions are not required, and so simplifies the modelling process. However,
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many applications cannot assume the objects are always in contact.

4.3.5 Grinding Head Position

An important consideration for tool position estimation in 6 DOF is how the grinding head
sits on the floor surface. On a flat floor, the grinding head can be considered to also be flat
and grinding of each part of the floor to be relatively consistent. However, on an uneven
floor the grinding head will only grind some areas, and may have an orientation change in
6 DOF. This 6 DOF information is required for accurate modelling of tool position.
Solution of this challenging problem has often been achieved through using physics en-
gines resulting in additional computational overhead. Due to the various points of contact,
the grinding head can sit on a number of available planes. Simplifying the process to a 2D
situation allows it to be modelled such that a line must be touching the highest point, and
is then rotated about that point of contact until it contacts the floor again (Figure 4-5).
The centre of gravity of the machine must be taken into consideration as some solutions
will result in an unstable position. Extrapolating this problem to 3D can be achieved in
a similar approach through large amounts of computation. First, the highest point in the
known target area can be found. This point must be in contact with the grinding head.
From this known point, at least two other points of contact are then estimated and checked
for position stability and machine kinematics. This problem becomes exponentially complex
when considering the stochastic protrusion of the diamond edges in the tool, as it is these

points of contact that will determine the grinding head 6 DOF orientation.

Grind Window

Max Point

— / Surface
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Figure 4-5: 2D Diagram of grinding head surface contact
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While this approach is manageable in theory, in actual application it requires a number
of checks to ensure that unstable conditions or natural limits are not reached. This results
in a large amount of computation, and combined with additional processes results in a

computationally expensive process.

4.3.6 Critical Analysis of Initial Methodology

The approach discussed above provides a robust analysis of a number of variables; however,
in order to incorporate a number of additional variables such as grinding head dynamics,
varying machine speed, tool wear, and tool global position in 6 DOF, the grinding model
quickly becomes computationally inefficient. As seen in the preliminary simulation results,
the manipulation of large arrays results in exponential increases in computation, and this
reduces the practicality of the model. Large arrays fed-back into the system are difficult
to avoid because the current cutting conditions depend largely on the current state of the
floor, and so the floor must be updated by changing the floor surface array and providing
the new array as input to provide an accurate basis for calculations. In addition, the
model assumes that every diamond cutting edge is in the cutting phase, whereas in reality,
only diamonds with sufficient interaction with the floor surface will be removing significant
amounts of material. Some diamonds may be in the rubbing phase, ploughing phase, or
not in contact with the surface at all. Many of these variables rely on predictive models of
stochastic distribution and therefore, despite the extensive computation, may fail to estimate
the correct grind profile. A simplified alternative grinding model will therefore be used for

the second approach.

4.3.7 Initial Process Conclusion

Analysis of the initial approach showed that for the model to be effective, it must consider
a number of additional variables, and these variables are too computationally inefficient to
quantify at this time. In particular, accurate tool position, diamond cutting tool shape, cut
depth, and resulting wear would be required to estimate material removal at any given time.
In addition, in order for tool position to be known with respect to the floor surface, machine
position on the surface in 6 DOF is required. From the machine’s 6 DOF, and considering
the resultant forces involved, the global tool position can be estimated. This would require

implementation of a physics engine and a computational simulation, which was considered
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out of scope for this project. A simplified model will therefore aim to provide insight into
the grinding process by estimating the material removal based on the known floor profile

and grinding head position.

4.4 Simplified Global Flatness Model

To achieve global flatness, a control method that utilises the known floor heights and devi-
ations must be devised. For a simplified model, the grinding action was reduced through a
number of assumptions and simulation methods. The floor profile was discretized into a 2.5D
grid of heights, and these heights were used to determine the amount of material required
to be removed to achieve global flatness at each point. The grinding head was represented
by a moving window of points, initially defined by a rectangle and then extended to be rep-
resented as any shape, in particular a circle and a donut. This representation provides the
ability to adjust the grinding head profile according to experimental data and remove the
need for estimation of diamond and aggregate position and height. The model was created
through MATLAB and can be directly integrated with floor scan processing. This could
enable the model to be integrated into ROS for the robot control.

4.4.1 Assumptions

A number of assumptions were made for the initial model, based on an analysis of the

grinding action of a machine and following thorough discussion with an industry expert.

e The grinder grinds all parts of the floor equally at a particular moment in time. This
is not true in real-world scenarios, as deviations in the floor cause variations in the
contact between the grinding head and the floor. These variations in contact cause
variations in the amount of material removed, and so, given the grinder position, it
is very difficult to quantify the amount of material removed at each point under the
grinder. This assumption reduces the amount of computation required and therefore

reduces algorithm development time.

e The grinding head remains flat with respect to true ground. In reality, the grinding
head can pivot in pitch, and so moves with the floor to some degree. This causes

variations in the cutting depth and cutting action. In addition, it can cause issues

78



such as scalloping at the bottom of undulations. Scalloping occurs when the grinding
head is shifted in terms of pitch and begins to aggressively remove material from the

base of the undulation due to the angle of the grinding head.

e While the model assumes that the area under the grinding head is ground at all times,
the grinder only grinds at the diamond tool tips. The position of the tool tips can
be determined and so this assumption can be overcome in the future with additional

computation.

e The grinding machine will naturally remove high-frequency peaks in the floor, and so
the algorithm focuses on low-frequency, long undulations in the floor. This assumption
is related to the contact area of the grinding head. Due to the contact dynamics, the
grinding head will, to a point, naturally remove small, high-frequency peaks in the

floor.

e The cutting action remains relatively constant throughout the process. In reality,
the diamonds of the cutting tool constantly wear and replace, and thus the cutting
action, depth, and dynamics is constantly changing in a stochastic way. This makes it
difficult to determine exactly how much material is being removed at any one moment;
however, we can assume an approximation and stochastic models can be created to

help verify this assumption. These additional models are out of scope for this research.

4.4.2 Simplified Model Development

The initial grinding model simplifies many aspects of the grinding action. The grinding
area is simplified to a rectangle of 82 x 82 units, where each unit is 0.01 m. The surface
is simplified to the large undulations in the floor: the focus of the grinding model. This is
achieved by reducing the resolution of the floor down to grid sizes of 0.01 m and by smoothing
the surface, which removes any surface roughness that will naturally be removed during the
grinding process. The surface is represented as an array of z heights, similar to that of a
point cloud, and similar to a 2.5D surface representation. This surface representation can be
taken from the point cloud created from a floor profile capture process such as that described
previously. An example surface created in MATLAB, using Equation 4.4, is shown in Figure
4-6. The deviation along this example surface is 45 mm. The grinding area array, called

the grind window, follows the path of the grinding head and moves along the surface 2.5D
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array. The moving grind window array can therefore provide the current surface of the floor

under the grinding head and use this information for control.

a = base__height
b= a+0F 0
rand_num = (b — a) x rand(6,6) + a
x¢ = linspace(1, length, 6) (4.4)
yr = linspace(1,length, 6)
[xql,yql] = meshgrid(1 : 1 : length)

sur face = griddata(xy, yy, rand_num, xql, yql,’ cubic’)

Where a is the base height of the created floor (usually 1), and b is the base height
of the floor plus the desired floor variation. The MATLAB functions rand(), linspace(),
meshgrid(), and griddata() are used to create a randomly generated floor of any size that

can be used for further processing. Floors of 500 units were used in the initial testing.
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Figure 4-6: Example of created surface to be ground
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The position of the robot is stored in a matrix. The next position, hg,, 4., 1s given
by the current position h,,, and the chosen path. The position of the grinding head is
simplified to 2D (x and y) and is assumed to sit on the surface of the floor at that point.
The orientation of the robot is ignored and only the direction of the grinding head along the
path is considered. This removes the need for additional computation to take the dynamics
of the robot itself into account. The robot moves between set positions along the coverage
path at varying speed, which is pre-determined by the time required to grind the surface
down to the target height or by a set value such as a constant machine speed.

To apply the model, the time required at each point in the array to grind to a specified
height must first be estimated (Equation 4.5). This height is determined by the current grit

of diamond tool being used, and thus indicates the desired level of material removal across

the surface.

target _depth = min(input) — cut _depth (45)
4.5

posy = (hg,y — target_depth)/cut_rate

Where input is the input floor surface, stored in a 2.5D matrix; cut _depth is an estimated
variable that captures the depth of cut across the grinding head in a unit of time; and h, 4
is a coordinate value of the 2.5D floor height matrix.

There are some real-world limitations: first, the machine cannot accelerate and decelerate
too quickly. In addition, the amount of material removed affects the overall aesthetics of the
floor, in particular the amount of exposed aggregate. The maximum amount of material that
can be removed is therefore limited to the desired end-aesthetic of the floor. The cutting
rate is a variable that has great influence on the amount of material removed, and without
experimentation is difficult to accurately determine. From discussions with Jason Torbet,
an expert in concrete grinding, the cut rate was assumed to be 3 mm/time step.

The time to grind is then applied to the model by providing an indicator of the speed of
the machine required to remove the desired amount of material at the point. However, as
the grinding head has a certain area, we cannot focus on a single 0.01 grid cell at a given
time. Grinding at one point within the grinding head (grind window) will affect the other
points within the grinding area, and this must be considered for accurate control of the

machine. This was achieved by averaging the required time across the grind window area.
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The method used to calculate the average can be altered, for example to better simulate
aggressive grinding. The average time is then used to control the speed of the machine.
Based on this speed, the machine is then moved step by step along the surface. At each
step, the amount of material removed is determined by the cutting rate divided by the speed

of the machine (Equation 4.6).

Ohgy = cut_rate/vg (4.6)

Where 0h,, gives the material removed and v, is the velocity of the machine in the
forward direction.

In addition, a variety of masks can be applied to alter where and how much material is
removed. The addition of masks provides modularity and the ability to capture variables
that are difficult to simulate, such as the 3D grind profile of the grinding head. At this step,
diamond tool wear could be considered in future improvements by adjusting the cut rate.

The new height of the grind window is found by removing the calculated change in
material across the grind window (Equation 4.7). At this stage the material removed is
consistent across the grind window; however, this methodology provides a means for the

grind window shape and profile to be easily adjusted through the use of magks.

(4.7)

hw1—ﬂ?27y1—y2 = hm—m,yl—yz - 5h9«“,y

Where hg, g, —y, specifies a 2.5D sub-matrix of the grind window position relative to
the global floor matrix, h. The value of the matrix corresponds to the height of the floor at
that position. x1 —x2 and y; — yo specify the bounds of the grind window, which allows the

window to move across the global floor matrix at each time step.

4.4.3 Consideration of End Condition

Throughout the grinding process, turning the grinder around to perform the next pass
is difficult. To ensure maximum coverage of the area (to minimise the area of touch-up

grinding), the operator performs a precise series of turning manoeuvres. This ensures that
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all of the turning area is ground flat. It is computationally unnecessary to implement this
in the model as the aim is to remove the high areas across the floor, and it can be assumed
that the turning areas will be sufficiently ground flat through the operator’s turning pattern
and the first outer cut. Therefore, to accommodate this assumption in an efficient manner,
special end-condition grind depths were used in the model. At the start and end of a pass,
the grind depth was assumed to be a rectangle to cover the area required. This ensures that

the whole area is ground and modelled in an effective way.

4.4.4 Adjustable Grinding Head Profile

The initial model simplified the grinding head profile to a moving rectangular window relative
to the global 2.5D floor surface matrix. However, in 2D the grind profile is donut-shaped
(Figure 4-1), and is relatively unknown in terms of the third dimension (depth of cut). This
shape and unknown third dimension (depth) can be considered in the model by applying
a mask to the rectangular window. The mask provides the ability to remove points not
included in the shape (set to 0), and to scale points relative to experimental data to obtain
the estimated depth of cut across the profile. This provides modularity to the model,
allowing it to be adjusted to suit floor material conditions as well as changing grinding head

configurations.

4.4.5 Grinding Path Overlap

To give a smooth final result, the grinding process involves overlapping passes. With the
assumed rectangular grinding head, all parts of the floor under the head get cut at the same
rate using a single path, which is not the case in reality. Implementing an overlap can lead
to incorrect results, as the overlapped areas receive significantly more grinding. Depending
on the direction of rotation of the diamonds, the grinder can cut more on the inside of the
profile or more on the outside [43]. This can be applied to the simulation through the use of
a mask on the grind window. The mask can take any shape as input, for example a complete
filled circle or a more accurate donut shape. Figures 4-7a, 4-7b and 4-7c illustrates some
examples of cutting masks that can be applied to the grinding process to analyse varying
performance and ideals. Figure 4-7d shows a donut mask with an exponential profile applied
in the x direction, accounting for variation in the depth of cut across the grinding area. The

3D depth can be confirmed through experimentation to produce an accurate analysis.
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(a) Simple rectangular profile (b) Circular mask

(¢) Donut mask (d) Donut mask with exponential profile

Figure 4-7: Test surfaces used for mapping

4.5 Overcoming Issues from Assumptions

4.5.1 Grinding Area

A key assumption is that the grinding head grinds each part of the target head area at
each time step, whereas, in reality only parts of this area are ground due to the rotational
velocity and the tool position. Tool position can be modelled with respect to time; this can
then be used to estimate the amount of material removed with respect to time, in addition
to estimating which parts of the target area are actually ground. The depth of the grind is
not consistent across the grind profile, and this would need to be considered. While this is
a relatively unknown area of research, it can be estimated using experimental data.

In addition, the grinding head does not maintain even contact with the surface and has
a large surface area, so cannot grind the surface of deep grooves. A surface can only be
ground if a diamond cutting edge can come into contact with it; this naturally removes
high points in the surface. However, capturing this behaviour in a model is difficult and
computationally expensive. The pose and orientation of the robot may be captured using
a dynamic model of the machine or through the use of a physics engine, but both of these

are computationally expensive solutions and also themselves entail a number of further
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assumptions. The behaviour of the grinding head can be approximated in two ways: through
assuming that the head follows the surface in such a manner where it sits at a tangent to the
curve along a single axis; or by assuming that the head is controlled and is always perfectly
flat, thus only grinding those parts of the surface that it can reach from this assumed plane.
There is potential for future development of the machine to control the head in a manner
that allows more precise control, rather than the semi-floating-head approach seen in today’s
machines. Such development could increase both productivity and produce better results.
The floating head assumption and the controlled head assumption was therefore modelled

and tested for comparison.

4.5.2 Floating Head Assumption

The grinding head can pivot on the yaw axis only, in that it can only move up and down
along one axis. The perpendicular axis is fixed to the chassis of the machine, and so is
limited to the motion of the machine. If the machine is on a slope, the grinding head
will therefore be on the same slope (assuming a rigid body and stiff connections). As the
machine is operating on a fairly flat floor, we can assume that the angle along the roll axis is
negligible and can be ignored. We thus must only consider the grinding head pose in the x,
y, and z and the orientation in the pitch axis. This can be achieved by analysing the surface
gradients in the direction of robot motion under the grinding area.

This was implemented in the simulation by finding the maximum point along each y axis
of the grinding head, within the region of stability. This reduced the calculation for pose
estimation from 6 dimensions (x, y, z, roll, pitch, yaw) to just 4 dimensions (x, y, z, yaw).
From the maximum y value, the gradient to all other points in the grind window along the y
direction was calculated. The point with the smallest slope was considered to be the second
point of contact, and therefore, the slope estimates the pitch of the grinding head. From the
slope, a mask that adjusts the cutting depth of the diamond based on the distance along the
grinding head is created. This helps estimate the change in grinding due to the undulations

of the floor surface.

85



4.5.3 Controlled Head Assumption

Under the assumption that the grinding head is controlled in such a manner that the head
is always perfectly flat, the cutting area can be estimated with reasonable accuracy. The
head will sit on the highest point in the grinding area, and so only areas within a certain
limit will be ground. This limit is determined by the height of the diamonds in the cutting
tool. The height of the diamond protruding from the surface provides the cutting depth,

and so estimates the maximum depth that can be cut in that time step (Figure 4-8).

Individual Grits
Stochastically
Distributed

in Diamond Tool <

Diamond Tool

Grit Cut Depth

i e A

Max Cut Depth Workpiece

Figure 4-8: Diagram of diamond tool cutting depth

This was implemented in the model by applying a second mask to the grinding area. The
highest point in the area was calculated and this, along with the diamond cutting depth,
allowed calculation of the minimum height that could be cut. The mask then applied a
check to determine which areas could or could not be cut with respect to the depth of the
diamond. Applying this mask to the calculation results in the grinding of only those areas
that can have diamond-surface interaction. This methodology provides a quick method of
changing various parameters, by simply changing the mask and hence changing the grinding

area/ depth, etc.

4.6 Testing Process

Three test floors were created using a developed MATLAB random surface generation pro-
gram (Equation 4.4). Each surface had a maximum deviation of 20-50 mm, similar to

measured floors seen in industry according to Jason Torbet. The simulated floors have a
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width of 500 units and a height of 500 units. The grid size is 0.0 lm. These randomised
floor surfaces were used as input into the model. A control model of each floor was run with

machine speed kept constant throughout.

The measured surface values were:

Min initial e Initial floor deviation

Max initial

e Qutput floor deviation

Min output

Max output e Percentage flatness improvement

These variables were used to evaluate the performance of the model with the different
grind head assumptions and improvements made. Future work will include testing the best
models against real-world grinding. Deviation across the floor will be measured by taking the
maximum minus minimum points in the floor area, excluding the turning area. The turning
area is excluded to isolate the performance of the control algorithm from the additional end
condition assumptions. The grinding head profile used will be rectangular (rect.), circular
(circle), and the more machine-like donut shape. The floating head assumption and the
controlled head assumption will be simulated and compared. In addition, each test will be

performed using a constant speed assumption and a controlled speed.

4.6.1 Measurement Methods

The initial testing was measured by calculating the deviation across the floor for both
the input and the output surfaces. The constant speed model was compared with the
improved grind shape models by calculating the percentage improvement between the surface
deviations. This is calculated by finding the percent difference between the control and
the different model variables, with 100% indicating the surface has no deviations, and 0%
indicating the surface has not changed. In addition, the surfaces are compared visually for

any small changes in how the surface was manipulated.
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4.7 Initial Model Results

The model was tested initially with a series of randomly generated surfaces. The surfaces
were input into the model and the model was run to highlight the changes in the floor. The
minimum, maximum, and deviation of each floor surface for each grinding profile is tabulated
(Table 4.2 for floating head assumption). The deviation results from the controlled head
assumption were identical to those for the floating head assumption. Some exemplar surface
outputs are shown in Figure 4-10. Despite the identical deviations, small differences in the
contour plots of the simulation surfaces can be seen. It can also be seen that there are

significant differences in the output depending on the grind profile used.

4.8 Initial Model Discussion

Interestingly, there was no significant difference between the floating head assumption and
the controlled head assumption in terms of overall floor deviation. This is probably due
to large undulations in the test floors. Visually, there was a small amount of difference,
particularly noticeable in the contour plots. A bigger influence on the grinding model appears
to be the grind profile, in both 2D and 3D. The depth of cut and the tolerances used for
the estimation of which areas can be cut have a much greater influence on the simulation
output. From these results, the floating head assumption will be used for comparison with

experimental results.
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(b) Floating head rectangular grind profile
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(d) Floating head circular grind profile
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(c) Controlled head rectangular grind profile
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Figure 4-9: Test 1 example output
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Figure 4-10: Test 1 example contour output
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Table 4.2: Deviation across Simulated Floors using Floating Head Assumption

Surface Test Max Min (m) || Range Percent
(m) Improvement %
1 Control 1.0476 1.0003 0.0473 -
Rect. 1.0418 0.9944 0.0474 -0.2
Rect. Speed 1.0343 0.9885 0.0458 3.1
Circle 1.0427 0.9980 0.0447 5.5
Circle Speed 1.0349 0.9935 0.0414 12.5
Donut 1.0437 0.9976 0.0461 2.5
Donut Speed 1.0357 0.9923 0.0434 8.2
2 Control 1.0440 1.0044 0.0396 -
Rect. 1.0391 0.9967 0.0424 -7.0
Rect. Speed 1.0333 0.9936 0.0397 -0.2
Circle 1.0399 1.0004 0.0395 0.3
Circle Speed 1.0340 0.9970 0.0370 6.6
Donut 1.0397 1.0000 0.0397 -0.3
Donut Speed 1.0344 0.9967 0.0377 4.8
3 Control 1.0470 1.0106 0.0364 -
Rect. 1.0397 1.0022 0.0364 -3.0
Rect. Speed 1.0322 0.9970 0.0352 3.3
Circle 1.0410 1.0051 0.0359 14
Circle Speed 1.0331 0.9985 0.0346 4.9
Donut 1.0415 1.0045 0.0370 -1.6
Donut Speed 1.0337 0.9981 0.0356 2.2
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Chapter 5

Experiments and Results

5.1 Chapter Overview

This chapter presents the results from the series of final experiments performed for this
research. The results from initial floor testing can be found in Section 3.4, and those for
the initial grinding model development can be found in Section 4.5. In this chapter, the
methodology of the final experiments is discussed, followed by the results of each test. The
experiments consist of a comparison test between a laser scanner and an RGB-D camera
for capturing the floor surface profile of two surfaces, and a validation test of the grinding

model.

5.2 Testing of Improved Floor Surface Capture System

5.2.1 Experiment Methodology

The improved system was tested using two sensors for comparison. One sensor was the D435
RealSense RGB-D camera, and the other the Hokuyo URG short-range laser scanner. These
sensors were compared to identify limitations and the appropriate sensor for testing. The
test was set up similar to those in Chapter 3: first, a 2 m by 2 m area was marked out using
black electrical tape. A 2D map of the area was created using Gmapping. A coverage path
for the target area was devised and the robot platform then followed this coverage path,
capturing the floor surface profile. The laser scans were assembled using the laser assembler
package and then saved as a .pcd file. The RGB-D camera point cloud data was recorded

in a bag file and assembled into an Octomap; the result was also saved as a .pcd file. The
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test was completed on two different surfaces: carpet and coated asphalt (workshop). AMCL
was used to assist localisation throughout the test, and an IMU was used to assist with
estimation of the global z height. The point cloud surfaces were processed using MATLAB,
and contour plots of the results were used to identify high and low areas. Any identified

areas of deviation were investigated visually, by touch, and with a straight edge.

5.2.2 Improved Floor Capture Results

The results of the improved floor capture of the two target surfaces are shown in the Figures
below. The floor profiles captured from the laser scan and the RGB-D camera are compared
for both the carpet floor and the coated asphalt workshop floor. It can be seen that the
laser scan seems to contain a higher level of noise, giving a floor thickness of around 0.02
m. In addition, the laser scan contains consistent high and low measurements regardless of
the floor area measured, and are thus systematic errors. The laser scanner fails to detect
a number of features indicated by the RGB-D camera, and subsequent inspection reveals
that the RGB-D sensor seems to be accurate in its relative floor profile estimation. The
changes in height registered by the RGB-D camera are not yet validated and do not seem
to correlate with measured deviations via the straight edge. This could be due to the voxel

grid size used in the testing.

Capture of Carpeted Floor

The carpeted floor was successfully mapped by both the laser scanner and the RGB-D
camera; however, the laser scanner appears to not have captured some features of the floor
as well as introduced systematic errors. The laser scan of this floor (Figure 5-1b) shows
a relatively flat floor with high areas down the middle of each pass. These high areas are
consistent with robot position, suggesting systematic error rather than measured deviations.
In contrast, the floor captured by the RGB-D camera system (Figure 5-2b) shows again a
relatively flat floor, but with small deviations in certain areas. Visually, the floor looks
flat with no obvious deviations in flatness across the measured floor area. Upon closer
inspection of the floor using a straight edge, the high areas captured by the RGB-D camera

were confirmed.
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(a) Laser scan of carpet floor raw output

1.5

(b) Cropped surface of the laser scan of the carpet floor

X (m)

(c) Contour plot of the laser scan of the carpet floor

Figure 5-1: Laser scan results for carpet floor
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(a) RGB-D capture of carpet floor raw output
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(b) Cropped surface of the RGB-D capture of the carpet floor
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(c) Contour plot of the RGB-D capture of the carpet floor

Figure 5-2: RGB-D capture results for carpet floor
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Capture of Workshop Floor

The workshop floor was captured more successfully by both systems. The laser scan con-
tinued to show the systematic high area in the middle of the scan that was observed in the
carpet tests. Some deviations from flatness were detected, in particular at the sides of the
target area. The RGB-D camera successfully captured a number of high areas that were
confirmed both visually and with a straight edge. The accuracy of the size of the high areas

is not known.
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(c) Contour plot of the laser scan of the workshop floor

Figure 5-3: Laser scan results for workshop floor
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(¢) Contour plot of the RGB-D capture of theworkshop floor

Figure 5-4: RGB-D capture results for workshop floor
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5.3 Validation of Grinding Model

The developed grinding model must be validated to allow it to be applied as a successful
model. This can be achieved by comparing the model estimations with real-world experi-
mental data. The following sections will discuss the research and development required for
implementation to the robot platform. The experiment methodology will also be discussed,

followed by the results of a grinding test compared with the results from the model.

5.3.1 Platform Implementation

To validate the model, the research platform was used to capture the floor profiles before
and after a grinding operation. The sensor used was the RealSense D435 camera, which has
a resolution of 640 x 480 pixels. This camera was selected due to its superior performance in
detecting deviations from flatness in the sensor comparison tests performed previously. The
camera was mounted on the platform at a height of 0.85 m, giving a floor view of 1.2 m by
0.6 m (Figure 5-5). The camera mount is adjustable, and prior to data capture was manually
adjusted to be level in x and y. In addition, the wheel odometry parameters were tuned to
minimise any localisation errors. In previous testing, localisation using tuned odometry and
AMCL was successful, and so the same process was utilised here. The IMU provided robot
pose and orientation information in 6 DOF, which was fused with other robot information
to give an accurate odometry estimate. The IMU was used to allow for the floor slope, and
a calculation using wheel odometry and IMU pitch estimated any deviations in the z height.

This created a full 3D analysis of the floor.

5.3.2 Methodology

An experiment was devised to validate the performance of the grinding model. In this
experiment, the research platform was used to perform an initial capture of the floor profile
of a 2 m by 3 m floor area. The floor was a concrete floor in an old warehouse (Figure
5-6a). The scanning followed a similar format to the tests conducted in Section 3. First,
the research platform created a 2D map of the area using SLAM Gmapping [35, 36] (Figure
5-6b). The research platform then localised itself in the known map using the horizontal 2D
laser scan measurements and AMCL localisation. Next, the platform followed a coverage

path over the target area, capturing 3D floor profile information with known global positions
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Figure 5-5: Robot platform for floor profile capture, with RealSense field of view highlighted

in the map. The speed of the robot platform was set to a slow speed of 0.1 ms™!. It took

the robot around 6 minutes to complete the coverage path.

The floor was then ground by an industry expert a constant speed, with the aim of
removing 5 mm of material during this first cut. After the first grind was complete, the
research platform was again used to scan and capture the floor surface profile using the
same coverage path and system setup as described previously. The point cloud information

was captured in a ROS bag file throughout the test for post-processing, in which Octomap
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(a) Image of target floor area (b) Map of target area created using SLAM Gmap-
ping

Figure 5-6: Grinding model validation methodology

was used to assemble each point cloud into a map of the floor using a voxel grid size of 2

min.

5.3.3 Measurement Methods

The floor surface profile was captured as a point cloud using Octomap and a voxel grid size
of 2 mm. This point cloud was processed into a 2.5D grid surface, which was then input
into the grinding model. The model was run with similar parameters to those used in the
grinding experiment: the speed was constant and the depth of material to be removed was
set at 5 mm.

The results obtained from the developed grinding model were compared with the cap-
tured surface of the ground concrete floor. This comparison helps to validate the grinding
model and identify areas of improvement. Due to resource constraints, the test was only
performed on one surface, but multiple scans and multiple grind passes were used to cap-
ture as much data as possible. The grinding model was input with similar specifications

and performance to the grinder used in the test. For the comparison, the real-world data
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was cropped and any erroneous shifts were corrected. Comparison was initially performed
as a surface correlation. The real-world post-grind data was used as the baseline; an accu-
rate grinding model would have a correlation close to 1. This comparison helps to validate
the model and confirm the assumptions used in the basic grinding model. In addition, the
change in deviation across the floor was compared.

For improved comparison of the pre-grind, post-grind, and simulated output surfaces, a
2D Continuous Wavelet Transform (CWT) was applied. This provided better comparison of
the surface properties, in particular the location and size of deviations from flatness. A cor-
relation of two surfaces does not take into account any shift or rotation in the two measured
surfaces, and so is inherently not accurate in estimating the similarity of two surfaces if any
shift is indeed present. Due to the collection process, small shifts in measurement are ex-
pected as the localisation is not 100% accurate. The slope of the surfaces can be compared;
however, the 2D CW'T provides an analysis of floor flatness at many different wavelengths.
Analysis was carried out using the cwtft2() MATLAB function with a continuous function
of wavelengths and a similar process to that of Valero et al. [72|. The MATLAB function
returns the position and size of peaks in the floor; for each peak a boundary of the points
connected to that peak was created. A fitted bounding ellipse was applied to each peak and
its connected neighbours, and if the major or minor axis of the fitted ellipse was the same as
the wavelength used to find the peak, then this area was considered to be a deviation from
flatness. Each deviation from flatness was then outlined on the surface for visual compar-
ison. The area of each ellipse gives insight into the size of the deviation. Larger-deviation
wavelengths can be considered as large undulations in the floor and an overall smoother

surface.

5.4 Results for Model Validation

5.4.1 Floor Profile Capture

The captured floor profiles pre-grind (Figure 5-7a) and post-grind (Figure 5-8a) are shown
below. The deviation across the floor is tabulated in Table 5.1. Pre-grind, the average
measured deviation along the floor is 0.0375 m and post-grind it is 0.0255 m; a significant
reduction in floor deviation. Visually, the contour plots (Figure 5-7b and 5-8b) show a

significant improvement in terms of the reduction of high areas, particularly on the upper
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half of the floor. The maximum and minimum heights measured for the pre-grind and post-
grind floors are relative to the global robot frame, and so cannot be directly compared.
A global frame would be required to enable comparison of the maximum and minimum
heights. Accordingly, removal of material across the floor can currently only be estimated

and compared relatively, not quantitatively, at each point.
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Figure 5-7: Pre-grind floor surface capture results
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: Post-grind floor surface capture results
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Table 5.1: Deviation across Validation Floors for Pre-Grind, Post-Grind, and Simulation

Surface Max Min Range
Height Height (m)

(m) (m)
Pre-Grind 1.0269 0.9894 0.0375
Post-Grind 1.0223 0.9968 0.0255

Simulated-Grind 1.0201 0.9894 0.0306
Floating Head

5.4.2 Grinding Model Simulation

The results for the grinding model simulation are shown on the following pages. The output
of the simulation using the floating head assumption is shown in Figure 5-9a and a contour
plot of the surface is given in Figure 5-9b. It can be seen that material has been removed,
particularly around the high areas of the floor, and that the floor has become somewhat
‘flatter’. This is supported by the average deviation across the floor being reduced to 0.0306
m for the simulation (Table 5.1). The simulation result will now be compared with the

pre-grind and post-grind experimental results.
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(b) Post-grind simulated contour plot; floating head

Figure 5-9: Simulated floating head floor surface results
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5.4.3 Model Comparison

For comparison of the grinding model simulation results with the experimental data re-
sults, the surface was mapped onto a 0.01 m grid for input into the grinding program and
subsequent analysis.

The correlation between the floating head simulated output surface and the measured
output surface is only 48.1%; however, the measured difference between the slopes of the
floors provides insight into the general flow of the floor. 65% of the slope difference be-
tween the simulated and the measured output surface falls within 1 standard deviation of
the output floor surface 2.9-degrees. We can therefore state that the simulation floor can
represent 65% of the measured floor fairly accurately, and so is an average representation
of the real-life data. The surfaces were compared using Continuous Wavelet Analysis; this
analysis is discussed in Chapter 6.

The correlation between the measured input surface and the measured post-grind surface
is only 55%, indicating that there is a significant difference between the pre-grind and post-
grind surfaces. This could also suggest small differences in floor alignment, which would
result in a poor correlation.

Normalised difference plots were calculated by subtracting the normalised output surface
from the normalised input surface. Normalising the surface removes differences caused by
the global z height inconsistency. The plots highlight the areas where the model differs from
the real-world experiments, and gives insight into how the model could be improved. The
difference between the pre-grind and post-grind floor surfaces is shown in Figure 5-13 and
that between the pre-grind and simulated output floors is shown in Figure 5-14. Difference
can be seen in particular in the top left-hand corner of the figures, where the simulation
failed to remove the amount of material removed by the grinding machine. In addition,
the lines from the simulated grinding machine path can be seen in the profile. This is not

observed in the experimental results, which have a much smoother surface result.
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Figure 5-10: Floor surface pre-grind
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Figure 5-11: Simulated floor surface post-grind; floating head
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Figure 5-12: Experimental post-grind output for comparison
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Figure 5-13: Normalised difference between pre-grind surface and post-grind surface
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Figure 5-14: Normalised difference between pre-grind surface and simulated output surface

112



Chapter 6

Discussion

6.1 Chapter Overview

This chapter discusses the results of the experiments, including thorough discussion of the
performance of the various sensors in capturing the floor profile, and the limitations and
improvements. In addition, this chapter describes the outcomes of model validation and
provides some suggestions as to the cause of the low correlation observed. Further improve-

ments to the system and to the grinding model are also described.

6.2 Floor Profile Creation

The floor profile creation system was successful. The methodology was able to capture areas
of interest in the target zone and provide an overview of the mapped floor. The RGB-D
camera provides a larger field of view and this gives greater insight into the floor features;
in particular, it is able to better capture both local and global areas of interest. The laser
scanner has limitations surrounding the level of noise present in the measurements as well as
material surface reflectivity and deflection errors. The laser scanner is sensitive to a change
in material, which could introduce errors in some applications. The RGB-D camera also has
some limitations; in particular, it must use auto-exposure in dynamic lighting conditions. If
the camera is incorrectly exposed, the resulting point cloud and depth images can be poor.
In contrast to the laser scanner, the RGB-D camera is less sensitive to different materials.
This system can be used for identifying points of interest in a large area, such as high

points or low points. The scanning method does not provide sufficient accuracy for ap-
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plications that require micrometre or millimetre resolution; however, it can produce a fast
scan for a large area, and a second, high-resolution scan could then be applied to key areas.
Further, the profile mapping system can autonomously provide a quick means of producing
an overview of a large area. The floor capture method is able to identify areas of interest,

although, the accuracy of the estimated deviation from flatness is not yet validated.

6.2.1 Sensor Comparison

Overall, the RGB-D sensor captured more features of the floor and suffered from less sys-
tematic errors. Some errors due to camera alignment were observed. This is because the
camera is required to be initially perfectly level for the system to accurately create the floor
profile. In addition, the RGB-D camera was able to detect and highlight high and low areas,
however, the scale of these high and low areas is yet to be validated.

The short-range laser scanner continued to detect the black tape as a higher section of
the floor, particularly in the workshop test. While the RGB-D camera did not detect the
black tape to the same extent, the tape could be visually detected at some points throughout
the test. The laser scanner measured consistent high areas that did not change with floor
profile and robot position, and therefore can be considered to be systematic errors of the
laser scanner itself. These could be overcome through a thorough calibration process. Due
to Octomap point cloud stitching, this error as well as the surface thickness error is greatly
reduced in the RGB-D sensor tests. The laser scanner produced a surface thickness of
around 0.02 m when scanning the workshop floor. Due to the voxel grid approach, the

RGB-D sensor produced a floor thickness of one voxel, 0.01 m.

6.2.2 Floor Capture Capability

The RGB-D camera was able to highlight areas of interest, particularly high and low areas
of the floor. While some errors were observed, the overall floor deviations appear to have
been estimated. In the carpet 2 m x 2 m test, the sensor detected a high area in the middle
of the first pass (Figure 6-1). This area was analysed after the test using a straight edge
and was confirmed to have a deviation from flatness of around 2 mm over 200 mm of floor
(Figure 6-2).

Similar performance was observed in the workshop floor experiments. Areas in the floor

that had visually detectable deviations were successfully detected by the RGB-D sensor
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capture process.

Identified High Area
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Figure 6-1: Captured high point in carpet floor

Figure 6-2: Investigation of corresponding high point in carpet floor using straight edge

6-3 that was also successfully detected during the floor capture process (Figure 6-4). A
second area of interest was investigated using a straight edge and was also confirmed to be

a deviation from flatness (Figure 6-5). The accuracy of these detected high areas is yet to

be validated.

6.2.3 Surface Thickness

In an ideal world with ideal sensors, the measured surface profile would have a thickness of

a single measured point. However, it has been observed that the thickness of the point cloud
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Figure 6-3: Workshop floor with significant bump highlighted
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Figure 6-4: Capture of workshop floor high point

surface varies between floor types, with carpet producing the worst thickness. Such point
cloud thickness is due to the accuracy of the laser scanner (+ 1 mm) and the reflectance

and diffraction of light by the surface. However, this thickness is not an impediment and it

is still possible to identify areas of interest in the floor.
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Figure 6-5: Investigation of high point in workshop floor using straight edge

6.2.4 Sources of Error

Some sources of error have been identified through analysis of the results and the robotic
system. A key source of error is the floor sensor itself producing significant noise in mea-
surements. The noise was observed in both of the sensors used, the laser scanner and the
RGB-D camera. Octomap stitching of the point cloud data helps to reduce the effect of
noise through collecting many frames of data. The frames of data are stitched together and
the ray tracing method removes any erroneous measurements from previous frames. Due
to the high frequency of frames (between 10 and 30 frames per second, depending on CPU
load), and the slow movement of the scanning platform, this process successfully reduces

the noise in the created floor profile.

The IMU is subject to erroneous measurements and drift over time. This can result in
a slow change in the z height over time, or, as observed in some tests, in incorrect readings
when stopping or starting suddenly. In the testing, this was overcome through careful control
and slow acceleration / deceleration of the robot, but remains a source of error that must
be considered and mitigated. Any errors in height estimation can lead directly to errors in
the captured floor profile. In future work, this error will need to be overcome to produce an

improved system.
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6.2.5 Sensor Selection and Limitations

Although the captured floor profile aligns with manual inspection with using a straight edge,
the floor profile capture system and methodology have not yet been validated. Validation
could be achieved by using a 3D TLS and comparing the captured floor surface of the two
systems. This is out of scope for this project due to resource limitations, and remains as

future work to be done.

Material Reflection and Laser Scanner

According to the literature surrounding the use of laser scanners, the reflectivity of the ma-
terial being measured by a laser scanner is a highly important variable [12]. Tests performed
throughout the research demonstrated this effect. During the initial floor capturing tests,
the black tape used to mark the boundary of the target zones was found to be measured as
significantly higher (for the carpet and coated asphalt tests) and significantly lower (for the
asphalt tests), due to the reflectivity of the black tape compared with these three materials.
In addition, the surface thickness captured for the carpet surface was significantly thicker
than for the other surfaces, suggesting a greater amount of noise. This could be due to the

fibres in the carpet causing measurement errors and changes in the deflection of the laser.

Light Interference and RGB-D Sensor

A limitation of a RGB-D camera is its sensitivity to light. Due to the projection and capture
of infrared light, natural light can interfere with the readings. This can be calibrated and
adjusted for through camera settings for indoor and outdoor applications (Section 3.7).
However, this issue persists in applications where the camera is exposed to both indoor
and outdoor lighting in a dynamic environment. The camera can continuously auto-expose;
however, this can introduce other errors and takes time to complete. Auto-exposure can thus

result in erroneous readings. This limitation will have to be considered during application.
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6.2.6 Justification for Improvements

Throughout the development and testing of the research platform, a number of system
improvements were made. Many of these were implemented after initial testing revealed
limitations in the application and through the literature. Two key decisions are justified in

the following sections.

2D Extrapolation Limitations

AMCL localisation using a horizontal 2D laser scanner can provide a relatively accurate
method for global localization; however, this only operates in 2D. In order to create an
accurate 3D map of a surface, the full 3D orientation and position of the robot is required.
This is often achieved by using expensive 3D sensors such as 3D Terrestrial Laser Scanners,
but this research aims to utilise cheaper sensors to achieve similar results. In order to
extrapolate the 2D location into the 3D environment, the 6 DOF data from the IMU is
fused with odometry and AMCL data. This gives the robot location on a 2D map together
with the full orientation (roll, pitch, and yaw). However, it does not address the z height of
the robot. The z height must be taken into consideration in order for an accurate surface
to be created, as illustrated in Section 3.6.

There are limitations to the methodology applied, in that the IMU is often subject to
drifting, and therefore exposes the robot’s 3D location to additional noise. Location noise
combined with noise from measurements could result in significantly inaccurate measure-
ments. These limitations remain a challenge and this remains an area for further research
improvements. A potential solution is to apply a point cloud registration matching algo-
rithm for z adjustments. This algorithm could utilise common methods of ICP to identify
the best-fit point cloud when adjusting only the global z value of the point cloud. This
solution works best with a large number of features, whilst a floor typically has minimal

features. This challenge therefore remains to be overcome.

Localisation

Global localisation was significantly improved throughout the development. Tuning of odom-
etry parameters and utilisation of the AMCL node helped increase localisation reliability

and reduce jumping in x and y position estimation. The localisation method used was an
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adapted 2D approach, where 2D solutions such as finding the x and y global position through
AMCL was applied and then extended through the use of an IMU and position estimates.
This proved to be an acceptable solution that was capable of successfully mapping a ramp,
although the accuracy of the 3D extrapolation could be improved as part of the further
development of the robot system. In particular, the use of the IMU makes the system prone
to drift and resulting errors. This could be overcome using additional visual sensors, such

as a camera for orientation estimation, or through an improved IMU.

6.3 Grinding Model

6.3.1 Model Assumptions and Justification

A number of assumptions were made to simplify the grinding model and reduce the compu-
tation required. These assumptions are discussed in depth in Section 4.4. The assumptions
made can be refined through further model development and testing. It may be possible
to work around some assumptions, such as the 3D grind profile, using experimental data.
This could greatly reduce the required CPU load while also improving the reliability of the
model. A number of challenges remain to be overcome, such as tool wear, varying degrees

of concrete floor hardness, and grinding head localisation.

6.4 Model Validation

6.4.1 Continuous Wavelet Transform Analysis

The Continuous Wavelet Transform (CWT) provides an analysis method for identifying
deviations from flatness across a floor. This gives an improved analysis compared with a
simple correlation of two surfaces, as it does not require the surfaces to be perfectly aligned.
Due to the CW'T, the analysis is carried out across a continuous spectrum of wavelengths and
thus provides a good analysis of floor deviations. Analysing the CW'T result on each floor
surface can give better insight into how the grinding simulation performed in comparison
with the experimental results.

It can be seen that the grinding simulation performed comparably in some areas of the
floor, but also failed to capture some aspects observed in the experimental results. From

visual analysis of the pre-grind floor (Figure 6-6) and the post-simulation floor (Figure 6-8),
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it is clear that floor flatness has been improved. In particular, some significant areas of
deviation from flatness have resulted in increased wavelength deviations; this indicates that
the high or low area in the floor has ‘spread out’ and thus the floor has become flatter. In
the top middle-left of the pre-grind floor, there is significant deviation from flatness at a
number of wavelengths, producing a long and thin peaked deviation. In the post-simulation
floor, this same area has been reduced to a single, wider deviation, and can be said to have
been smoothed. Similarly, in the bottom middle-right of the pre-grind floor there is a region
of significant deviation composed of various wavelengths and two main peaks. In the post-
simulation floor, this area is reduced to two main wavelengths of deviation, and the two
main peaks identified are now merged into a single smoother deviation from flatness. This
suggests that the two peaks in the floor are smoothed and the floor is once again moving

towards flatness.

Comparing the post-grind floor (Figure 6-7) with the post-simulation floor (Figure 6-8)
highlights a number of interesting points that give insight into the model’s performance in
capturing the floor grinding process. The bottom middle-right region of the post-grind floor
illustrates some deviation from flatness and is comparable to the post-simulation floor. The
post-grind floor has one of the two previously discussed high peaks remaining, whereas the
simulation has removed this high point. Interestingly, to the right of this area the simulation
does not, present a deviation from flatness, while the post-grind floor shows a low region. This
region could have been ground more than expected due to a number of unknown factors: the
high regions around this area could have resulted in a small amount of scalloping resulting in
increased grinding at that point; the operator could have unknowingly performed additional
grinding in that area; and the floor could have some unknown variations in hardness resulting

in a variation in material removal.

In addition, similar deviations are detected in the top middle-left region. In the pre-grind
floor, the deviations are long and relatively thin, suggesting significant peaks in the floor
that need to be smoothed. The post-grind floor has wider-wavelength deviations suggesting
that the peak has been smoothed during the grinding process. This is reflected in the

post-simulation floor.

The simulation did not perform well in a few areas. In the bottom left corner area of the
floor, there is a detected high region of significant size. This is seen in both the pre-grind

and post-simulation floors. However, in the post-grind floor, this area has been reduced and
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is not detected as a deviation from flatness at all. This difference in performance could be
due to a number of factors such as floor hardness variations and operator path variations.
In addition, the performance difference could be due to the end conditions of the model,
and the fact that the model does not continue past this high region. In the experiment, the
grinding machine moves beyond this defined area and this could result in additional material
removal in this detected high region. This could be investigated further by extending the

size of the captured floor area and ensuring similar machine paths are followed.
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Figure 6-6: Deviations from flatness, pre-grind floor

6.4.2 Floor Capture Performance

The floor capturing process was able to capture the general profile of the floor; however, due
to the depth resolution of the camera and unreliable global z correction, accurate analysis
of high and low points is not possible. The system was able to detect local high and low
areas, and general trends in the floor. However, the system is not successful in accurately
capturing small (1-5 mm) deviations across the floor. In addition, the accuracy of the
estimated height of the detected high and low areas is not known, which could introduce
errors in the modelling. Accurate deviation estimation in addition to accurate global z
height correction could provide useful information for the grinding process and requires

further research to accurately capture.
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Figure 6-7: Deviations from flatness, post-grind floor
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Figure 6-8: Deviations from flatness, simulated grind floor

6.4.3 Model Performance

The simplified grinding model was able to produce comparable results to experimental data
under some conditions. Grinding model parameters such as cut rate, grind profile, and
grind control have significant impacts on the result of the model. These must therefore be

analysed further to identify the correct parameters to be used in an accurate model. This can
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be achieved through conducting further experiments following the same methodology and
comparing results. Further, with more data, an optimisation technique such as a genetic
algorithm could be used to find optimal process parameters for the grinding model and
could then be applied to many situations. The model end condition assumptions could have
introduced errors into the model, and these could be reduced by capturing larger floor areas
for comparison. A key assumption that needs to be quantified is the material rate of removal
from one pass of the grinding head. This value is currently an estimation only and this could

lead to errors.

6.4.4 Sources of Error

The performance of the model compared with the experimental grind results was average,
as shown by the contour plots and correlation of the surfaces. Visually, the floor appears to
be flattened in that the high peaks are spread out. However, the correlation of the output
experimental floor compared with the modelled post-grind floor was low. In addition, some
aspects of the floor appear to fit hypotheses better in that the upper half of the floor
correlates well, and visually looks to be improved. The lower half of the floor does correlate
well; it could have suffered from measurement drift or could be affected by a number of
unknown experimental parameters. This is likely attributable to a number of sources of

error that can compound to result in a substantial difference.

Floor Capture Error

The floor capture process has been tested in a number of scenarios and produces respectable
results; however, the accuracy of the heights measured has not been validated and so remains
a source of error. The scanning methodology relies on the fusion of IMU, Odometry, and
AMCL information for the 6 DOF pose estimation. The IMU can introduce errors and can
be subject to drift resulting in inaccurate z height and floor angle estimation. This can
have a significant impact on the captured floor profile, and thus will need to be overcome in
future work. This could be achieved by providing additional sensors for z height estimation,
or by improving IMU reliability. There was a noticeable error in z height estimation caused
by the IMU in the post-grind test, and this is reflected in the surface as a significant low
point. Reviewing the IMU data, this error could be caused by a bump whilst performing

the second turn of the path, or arise from IMU drift. Interestingly, the error corrected itself
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after the third turn and the estimated z height was then consistent with the rest of the floor.
Improvement could be achieved by developing a more robust method of estimating the z
height, including integrating the IMU data and using additional sensors.

In addition, the process of stitching the point cloud information into an Octomap grid
is not robust in that the stitching process is dependent on CPU load and the arrival of
the point cloud data. This can introduce small errors between tests in the final surface
generated. Any small positional errors in the surface can result in poor correlation between
floor surfaces because the correlation only compares values at each position, rather than the
features of the floor relative to one another. This results in poor correlation results when
visually the floors could be similar, and alternative methods of analysing the floor profile
were therefore required. This situation could be improved through a more robust method

of stitching point clouds together.

Experimental Procedure Errors

There were a number of steps in the experimental procedure that could result in errors, and
the aim is to overcome these in future work. The model does not consider the condition
of the grinding head, which can vary during experimentation resulting in varying degrees
of material removal along the floor. The condition of the grinding head can be affected
by diamond tool wear, grinding head and disc RPM, and machine velocity. In addition,
the concrete grinding machine did not follow a strict path; the path was determined by
the operator. As a strict path was not followed and thus the coordinates of the grinding
machine could not be accurately tracked, the location of the grinding machine throughout
the experiment is unknown. The operator could have unknowingly ground parts of the floor
more than others during the process.

Throughout the simulation, the grinding model relies on an accurate position of the
grinding machine for estimation of the amount of cutting at each time step. As the position
of the grinding head throughout the experiment is not known, this aspect of the model
could contribute to some additional error and differences in the resulting floor. In addition,
the grinding model does not consider floor hardness, and this can be particularly important
factor in material removal. A change from soft to hard can result in greatly reduced material
removal. Finally, the grinding model does not take into account the forces acting on the

grinding head as a result of the grinding action itself. These forces can cause the grinding
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head to lift from the floor and reduce the rate of material removal. The forces are dependent
on a number of unknown variables, such as diamond edge protrusion. Thus, the resulting

change in grinding head orientation is difficult to accurately estimate from basic parameters.

6.4.5 Model Tuning

The simplified grinding model has many parameters that can be tuned to alter the output
of the simulation. Some of these, such as depth of cut and diamond exposure level, can
have a significant effect on the output of the simulation. However, due to the high number
of variables and unknown interactions between variables, future work could include imple-
menting an optimisation method on the grinding model to better match experimental data.
Once experimental data can be successfully predicted using the grinding model, the model
could be extended to improve the grinding process and identify parameters to be used from
the floor profile. For the model implemented, assumptions were made for a number of the
grinding variables following discussion with industry experts and analysis of the grinding
action. Tuning of the model was considered out of scope for this project, but could provide a
method of improving the model’s performance. Any tuning would have to be verified against

additional experimental data to ensure that the model does not simply fit the captured data.

6.4.6 Model Limitations

A particular limitation of the model validation is that the experimental data being compared
with the model data can only be assumed to be accurate. The floor capture process can
later be validated against a stationary 3D Terrestrial Laser Scanner; however, this was out
of scope for the current research project due to resource limitations. Validation of the data
capture process will be an important future task in continued research in this area. Such
validation can be achieved through a similar mapping and comparison process as outlined
in the experimental methodologies. Use of the robot system entails the correlation of data
points to a global coordinate system with respect to the map, and so any captured profiles
can successfully be compared.

The simplified grinding model assumes the position of the grinding head to be accurate
as it moves along the floor surface; however, without additional sensors this information is
hard to quantify. The model requires accurate localisation of the grinding head, which was

not achieved in these experiments.
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6.5 System Improvements

A number of areas of further research can improve the overall system.

6.5.1 Point Cloud Registration

A point cloud registration method could be applied to the system to aid the 3D alignment
of scans. IMU data alone can result in drift and inaccurate results over time, particularly
when turning. Point cloud registration could help reduce the effects of any IMU drift and
provides a means for loop closure, greatly increasing the accuracy of 2D maps and hence,
potentially increasing the accuracy of the 3D floor map creation. This could also be used to

estimate any changes in the global z height.

6.5.2 Global z Height

Improved estimation of the global z height can not only improve the performance of the floor
capture system, but can also give insight into the amount of material removed at each point
along the floor. In the current system, this cannot be measured and comparisons can only
be made of one floor with another. Currently, the z datum point is assigned by the robot
at the beginning of each test, and the z height of the robot with respect to its surroundings
or between tests is not considered. If the floor is lower from one test to another (as it is
in the process of grinding), then the robot resets its datum point when it begins the next
test, so no estimation of material removal is possible. Such estimation would provide useful

information for grinding performance and model improvement.

6.5.3 Grinding Model Parameters

The grinding model can be improved by implementing more parameters in the grinding pro-
cess. In addition, an important aspect is the exact location of the grinding head throughout
the grinding process, as this results in significantly different simulation output results. While
grinding process parameters such as diamond tool protrusion and estimated cutting rate can

be tuned to improve the model, this was considered out of scope for this project.
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Chapter 7

Conclusions and Recommendations

7.1 Conclusions

This project has successfully identified further areas of research required for the development
of a controlled automatic grinding process. For accurate control, the grinding process can be
broken into two main areas: the capture of floor surface profile data, and using this data to
improve control of the machine to achieve better performance. Capture of the floor surface
profile was demonstrated using a robotic research platform with two sensors: a horizontal
2D laser scanner for SLAM, and a second, swappable, sensor to capture the floor data. The
experimental results showed that the system was able to capture some features of the floor,
but its full capability is yet to be verified. The RGB-D camera performed better than the
laser scanner, providing greater insight into the high and low areas of the floor, which were
confirmed using a straight edge. The developed system utilises cheap, accessible sensors to
create a 3D floor surface map of the environment that can be used as prior knowledge. This
provides advantage in a number of areas, notably polishing, grinding, cleaning, navigation,
inspection, and terrain traversability.

A basic grinding model was devised to calculate material removal along the floor sur-
face, taking into account the uneven floor geometry and how this affects performance. The
model was validated against experimental data and was found to have reasonable success
in predicting the post-grind floor. Some differences were observed in the simulated data
compared with the experimental data and data, which arose from a number of uncharac-
terised variables. The model can therefore be improved by incorporating more aspects of the

grinding process; in particular an accurately known position of the grinding head, tool wear,
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variations in floor hardness, and the condition of the grinding head. In addition, further
tuning of the current model parameters could increase the model’s ability to simulate the
experimental results.

A number of areas of further research have been identified. Validation of the accuracy
of the scanning process remains a requirement for further development. In addition, robust
methods of estimating the z height for 3D extrapolation can be explored. The grinding
model can be developed further and some limitations of the grinding model can be overcome.
Key areas of the grinding process can be incorporated into the grinding model, and this is
expected to improve the performance of the model. Overall, this project was successful and
has added value to the research field in identifying a plausible, cheap, and fast method of
capturing a floor profile and then using this information to improve floor condition through
the grinding process. This has the potential to improve both productivity and floor flatness

in the floor grinding process, as well as other processes such as cleaning and inspection tasks.
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7.2

Recommendations

The following recommendations are made based on the results and analysis of the presented

system and model.

The floor profile capture system using the RGB-D camera should be further developed

to improve robustness and mapping methods.

Limitations of the RGB-D camera such as exposure calibration and environmental
changes, such as lighting and surface reflectivity, should be addressed through further

software and hardware developments.

Alternative methods of estimating the global z height of the robotic system should be

explored.

The floor capture system should be validated using a 3D Terrestrial Laser Scanner or

equivalent stationary, high-performance scanning system.

Further floor capture experiments of floor pre- and post-grind should be performed
and analysed. Sensor calibration prior to each experiment and maintaining consistent
methodology, particularly location and speed, when capturing data are key consider-

ations for further testing.
The grinding model should be tuned further to better fit experiment data.

The grinding model should be developed further to overcome some current limitations

and assumptions.

The grinding model should be validated against more experimental data for a variety

of situations and floors.
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