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Abstract

The interplay of particle and resonant wave scattering including nonlinear effects
creates systems of diverse and interesting quantum many-body physics. A bet-
ter understanding of the physics in these systems could lead to new and exiting
application exploiting their quantum nature.

As an example, in this thesis we investigate the scattering of bright matter-wave
solitons in ultracold gases on a square well in one spatial dimension. For this, solu-
tions of the mean-field Gross-Pitaevskii approximation and a full quantum many-
body method, the so-called multiconfigurational time-dependent Hartree approach
(MCTDH), are compared.

The MCTDH method is based on a finite basis set expansion, which naturally
leads to errors in system properties, such as energies and densities, when compared
to exact results. In this thesis, we propose an efficient solution to this problem
by rescaling the interaction strength between the particles. Even for very large
interactions in the Tonks-Girardeau limit, the rescaling leads to significant im-
provements. This is validated by successfully applying the rescaling to problems
in ring systems as well as external confinements, such as a harmonic well and a
double-well.

The MCTDH method is then applied to the soliton scattering problem and
compared to results from mean-field calculations. The latter verify that solitons,
when scattered on a well, show quantum effects, such as reflection. For the first
time, we show that a soliton can be additionally permanently trapped by the well
due to resonances with bound states.

For this thesis, to extend these results to a full many-body approach, we de-
veloped QiwiB. It is a program package implementing the MCTDHB method,
which is a derivative of the MCTDH method, but optimised for bosonic systems.
Limits for the validity of the MCTDHB approach are addressed by convergence
studies on the soliton scattering problem. Furthermore, we demonstrate that the
scattering on the well enables the creation of macroscopic binary quantum su-
perposition states, i.e. NOON states. Novel NOON states corresponding to a
superposition of a reflected soliton and a trapped soliton are observed. These
states are shown to exist for a large range of initial conditions, and a possible
experimental realisation is discussed.
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Your work is to discover your
world and then with all your
heart give yourself to it.

Buddha 1
Introduction

1.1 Background and motivation

Bose-Einstein condensate (BEC)

All matter in our universe consists of two elementary types of particles, character-
ised by half-integer spin and integer spin, which are called fermions and bosons,
respectively. Bosonic systems obey the Bose-Einstein statistics, where it is pos-
sible that an arbitrary number of particles can occupy the same quantum state.
Fermions, however, are subject to the Pauli exclusion principle, which states that
two fermions cannot occupy the exact same quantum state, and therefore they
are described by the Fermi-Dirac statistics. This essential difference leads to con-
trasting many-body properties. Experimentally, condensation of a gas of bosons
occurs when the average number of particles confined in a cube of the de Broglie
wave length exceeds about three, and therefore the phase space density becomes
larger than ∼ �

−3 (see Sec. 2.1.1 of this thesis). This can be achieved by lower-
ing the temperature of the gas. Such behaviour was first predicted in 1924 by
Einstein [1, 2] based on previous work by Bose [3], and therefore the effect was
named Bose-Einstein condensation. After this discovery, it was found that phys-
ical phenomena, such as superconductivity and the superfluidity of liquid helium,
are related to Bose-Einstein condensation. However, for the latter, due to strong
inter-particle interactions, the condensate fraction contributes only ∼ 10% to the
total particle number, and therefore the effect of condensation is only one of many

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Picture of a BEC confined in a harmonic trap. The three pictures
show the transition from a thermal gas for high temperatures (left) to an emerging
condensate below a critical temperature being surrounded by a thermal cloud of
atoms (middle), and the final condensate at very low temperatures (right) (picture
is provided by NIST/JILA/CU-Boulder and is in the public domain).

others in such a system. To create a gas of bosons with most of the particles in
the condensate state lower temperatures and lower densities were needed. This
closer resembles the system of non-interacting bosons, for which Einstein origin-
ally predicted the condensation. New developments and ideas in laser technology
led to the ways of how to cool down atoms with laser light [4]. These works resul-
ted in first experiments on trapping and cooling atoms, and for their outstanding
contributions in this field, Chu, Cohen-Tannoudji and Phillips received the Nobel
Prize in physics in 1997. But it was not until 1995 when Cornell and Wieman
created the first BEC with 87Rb atoms [5] (see Fig. 1.1), shortly before Ketterle
realised his BEC of 23Na atoms [6]. The latter is also known for his interference
experiments of two colliding condensates to investigate coherence effects [7]. All
three were awarded the Nobel prize in physics in 2001 for their inspiring works on
ultracold atoms.

Since then, an outburst of new developments, ideas and investigations led to
much new and exciting research on ultracold gases. Particularly, the experiment-
ally long coherence lengths (typically exceeding the system size) and the superfluid
characteristics of a condensate made it a playground for scientists to observe the
quantum nature of matter on a macroscopic level. In BECs those quantum ef-
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fects are greatly enhanced because of its very low temperatures, and therefore
condensates allow for direct studies of quantum phenomena.

In recent experiments and theoretical studies, atoms were trapped in optical
lattices to model solid-state systems [8–11]. By increasing the scattering length,
which describes the interaction between the particles, and which can be tuned very
accurately by external magnetic fields, the superfluid to Mott insulator transition
was extensively studied [12, 13]. Moreover, the technology used for cooling down
bosons enabled the creation of degenerate ultracold Fermi gases as well [14–17].
The transition of weakly interacting fermions, described by the BCS theory [18], to
a strongly interacting regime, in which pairs of fermions create a molecular BEC,
were now accessible for experiments [19]. Furthermore, the possibility of creating
macroscopic superposition states with cold atoms shows a potential use for the
field of quantum information and to perform precision measurements [20–31].

One-dimensional BEC and solitons

Theoretically and experimentally, low-dimensional quantum gases are particularly
interesting [32, 33]. We previously mentioned fermions and bosons as the two
elementary types of particles in our universe. This is only fully true for three di-
mensions. For lower dimensions, however, the distinction between both particles
gets blurred [34]. For instance, the statistics for the generalised particles found
in two dimensions, which are called anyons, is a combination of fermion and bo-
son statistics [35]. Furthermore, in the regime of large interactions the bosons
form regular lattices similar to how fermions would crystallise [36, 37]. There-
fore, a strong confinement of the particles in one or two dimensions to reduce the
dimensionality of the system results not only in interesting new phenomena but
its reduced complexity also allows for analytical studies [36, 38, 39]. Theoretical
results for systems in three spatial dimensions are usually cumbersome to obtain,
and often lack accuracy due to the approximations being used [40–44]. Considering
one-dimensional systems, however, a number of analytical solutions for the many-
body problem were derived, in particular for the Tonks-Girardeau gas of strongly
interacting particles [36] and the Lieb-Liniger gas of bosons in a one-dimensional
ring [38, 39] (see Sec. 2.4). Those theories provide exact results and therefore can
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Figure 1.2: Densities ρ(x) for a bright and a dark soliton. The former manifests
itself as a peak in one spatial dimension (x-axis) while the latter is a dip on a
bright background.

be used to gauge the accuracy of numerical calculations.

To model a three-dimensional BEC, the nonlinear Gross-Pitaevskii equation,
which describes particles interacting with a mean field created by all particles
combined, provides a lowest order approximation of the full many-body problem
[45, 46]. Even though, in one-dimensional systems, for many cases a BEC strictly
does not exist, the bosonic cloud can be described as a quasi-condensate, which
behaves similar to a BEC but on a finite scale in the spatial coordinate [46] (see
Sec. 2.2.2 in this thesis for details). This justifies the reduction of the Gross-
Pitaevskii theory to a one-dimensional analogue [46].

Of particular interest for us are solitons. They are non-spreading isolated
(solitary) waves, which emerge from collisions unchanged, and can travel for large
distances without changing their shape or properties. Mathematically, they are
solutions of several types of nonlinear equations and discussed in more detail in
Sec. 2.5. Nonlinear equations describe many different problems, and therefore
soliton solutions can be, amongst others, found in water waves, cloud formations
[47] and fibre optics [48]. Since the one-dimensional Gross-Pitaevskii equation is
a nonlinear equation as well, some of its exact solutions are identified as solitons.
In this thesis we are interested in solitons in BECs, that are therefore referred to
as BEC solitons or matter-wave solitons. Two types of matter-wave solitons can
analytically be derived: Dark solitons and bright solitons. Their names originate
from observations of optical solitons, as shown in Fig. 1.2, where the dark soliton is
a dark localised spot on a bright background, and a bright soliton is bright localised
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1.1. BACKGROUND AND MOTIVATION

peak on a dark background. In this thesis we focus on bright matter-wave solitons.
A well-known property of solitons is that they behave in many respects as classical
particles do, e.g. with respect to their collisional properties or their motion in a
slowly-varying external potential [49]. Recently, experimental progress made it
possible to create matter-wave solitons and to explore their properties [50–52].

Soliton scattering in a BEC

The importance of soliton physics in other areas of physics [53–56] has motivated a
large number of scientists to investigate the scattering of solitons on different kinds
of potentials, like barriers or impurities [28,29,57–61], wells [62–66], steps [67–69]
and a potential ramp [70]. In this thesis, we focus on the quantum well, for which
we can derive exact results for the one-particle Schrödinger equation and find the
discrete energy spectrum of linear bound states.

Those bound states are different to the problems in our classical world, where
a particle always either reflects from a barrier or passes over it once the particle’s
kinetic energy exceeds a certain threshold. Therefore, it always passes a negative
barrier, i.e. a well. However, in quantum physics this is not the case anymore [71].
Particles can now be described as waves and their scattering properties depend on
scattering amplitudes and probabilities. Quantum particles are found to partially
reflect from a well, depending on the resonance of its energy with (quasi-) bound
states of the well.

Going one step further, interactions between the particles turn the previously
one-body problem into a many-body problem of much greater complexity. There-
fore, BECs experience nonlinear mean-field interactions, which present a complica-
tion in the experiments [72,73]. However, due to the collective behaviour in BECs,
Pasquini et al. [74, 75] found experimentally that Bose-Einstein condensates can
be reflected from a surface in spite of mostly attractive atom-surface interactions.
While this shows the similarity to single-particle quantum physics, the nonlin-
ear interactions might result in effects that are not observable in non-interacting
systems.

In the case of matter-wave solitons, it was previously shown that they may ex-
perience “quantum” reflection from a potential well and yet maintain their particle-
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like state to a large degree [66]. In addition to such nonlinear wave effects, macro-
scopic quantum tunnelling, fragmentation and superposition states were recently
discussed as well [28–30,76,77].

In this thesis, we show that a soliton can also be permanently trapped inside
the well, which was to our knowledge an effect not understood before. Similar to
resonant effects for repulsive condensates scattered on a double barrier potential
[78, 79], we find a population transfer between the soliton and nonlinear bound
states of the potential well. This resonant process, together with loss of atoms in
the form of “radiation”, slows down the soliton to form a stationary soliton bound
to the well.

Full quantum many-body approach

Understanding the complexities of many-body quantum physics remains a grand
challenge, in particular when it comes to excited states and dynamical problems.
Systems of ultracold atoms can now be prepared with few to millions of particles
and the experimental control over interactions, system size, and quantum states is
rapidly improving [12,80,81].

Since its first appearance, the mean field Gross-Pitaevskii method was very
successful in describing effects found for condensates of a very large number of
bosons. However, few-particle systems, strongly interacting regimes, high dens-
ities or quantum phenomena, such as entanglement, are not accessible with the
Gross-Pitaevskii method, and therefore more complicated methods involving full
many-body physics have to be used. Nowadays, a considerable amount of research
focuses on the creation of entanglement in ultracold atomic systems, which re-
quires calculations at a single particle level. Methods based on fixed basis set
expansions with Wannier functions describing an optical lattice, which leads to
the Bose-Hubbard model [8], and with harmonic oscillator eigenfunctions [82] or a
plane-wave basis [83, 84] for trapped systems were extensively used. Methods like
time-evolving block decimation [85] and time-dependent density matrix renormal-
isation [86,87] exploit spatial entanglement properties to allow for time-dependent
simulations of larger multi-particle problems. However, these approaches are lim-
ited by accessing only a finite Hilbert space.
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For the research presented in this thesis we focus on two other methods, the
so-called multiconfigurational time-dependent Hartree (MCTDH) method [88–91]
and a variation of it, which was tailored for purely bosonic systems and is called
the MCTDHB method [92, 93]. A finite basis set expansion is used again to de-
scribe the full quantum many-body state. However, the basis functions are now
time-dependent and always variationally optimised. In this thesis we show that
this method is now capable of describing quantum phenomena, such as superposi-
tion states and entanglement. Compared to the Gross-Pitaevskii results, this leads
to new interesting effects, in particular the creation of macroscopic binary super-
position states, so-called NOON states. For this, we developed QiwiB (quantum
integrator with interacting bosons), a program package solving the non-trivial
MCTDHB equations. It is a major open source project and a part of this thesis.

Research based on these methods could potentially lead to real-world applica-
tions of nonlinear-wave scattering. Although the current work addresses matter-
wave solitons in particular, our findings are also applicable to nonlinear optics or
other nonlinear wave problems governed by the many-body Schrödinger equation.

1.2 Outline of this thesis

Starting with the second chapter, an introduction to general Bose-Einstein theory
is presented as well as more specific topics that are relevant to this thesis. The one-
dimensional Gross-Pitaevskii equation for zero temperature and its bright soliton
solutions are discussed in sections 2.1, 2.2 and 2.5. Furthermore, in Sec. 2.4 exact
models for the full many-body problem, namely the Lieb-Liniger model for bo-
sons in a ring and the Tonk-Girardeau gas for strongly interacting particles, are
introduced, while Sec 2.6 presents an introduction to the MCTDH and MCTDHB
approaches.

In chapter 3 we present the soliton scattering problem within the Gross-Pitaevskii
approach. In Sec. 3.1 and 3.2 we introduce the problem and show that the final
wave function exhibits different regimes of reflection, transmission and trapping.
The latter deserves special attention as it is an exciting effect not known from exact
single-particle solutions. The variational two-mode model in Sec. 3.3 and analyt-
ical work on the dynamics of trapping in Sec 3.4 show the underlying mechanism
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of resonant energy transfer and radiation. We furthermore suggest a method to
probe energy levels from a potential of unknown shape.

To extend the calculations from the second chapter to the MCTDHB many-
body approach, studies on the properties of the MCTDH/MCTDHB expansion
with their advantages and, more importantly, their limitations are discussed in
chapter 4. The studies in Sec. 4.1 show that the convergence with the size of the
truncated Hilbert space is extremely slow. Therefore, numerically feasible calcu-
lations are limited to small Hilbert spaces, which leads to errors in the energy
spectrum and density distributions. However, in Sec. 4.2.1 we introduce a very
valuable correction to this expansion in the form of a rescaling formula for the
interaction strength. The last parts of this chapter present evidence that this res-
caling significantly improves the results by testing our approach on three examples,
i.e. for bosons in a ring as well as bosons confined in a harmonic and a double-well
trap.

Chapter 5 combines the knowledge of the previous two chapters by present-
ing full quantum many-body calculations for the soliton scattering problem. We
discuss the creation of fragmented states and NOON states, and their depend-
ence on the potential depth. In contrast to previous studies on superpositions of
counter-propagating solitons, we present a novel superposition of one soliton being
reflected from the well and the other one being trapped. We demonstrate that
this case is observable for all particle numbers, and therefore we expect them to
be achievable in experiments. Furthermore, we discuss convergence properties of
our results and the MCTDHB method in general.

In the appendix we present work on the creation of robust superpositions in a
system of several bosons confined to a one-dimensional ring. To improve its results,
the proposed rescaling scheme from chapter 4.1 was applied. Furthermore, the
appendix discusses numerical implementations for QiwiB and analyses CPU times
for different sets of parameters. We also included an overview of QiwiB, showcasing
its features, numerical implementations, and present a quick introduction to its
usage by discussing two example simulations.
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1.3 Publications

Much of the work contained in this thesis has been published in three articles in
Physical Review A. All the results from chapter 3 and Sec. 4.2 can be found in
Ref. [94] and Ref. [95], respectively. Furthermore, the research presented in App. A
was published before in Ref. [84]. In addition, the QiwiB program was made public
and can be downloaded freely from [96].
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He who loves practice
without theory is like the
sailor who boards ship
without a rudder and com-
pass and never knows where
he may cast.

Leonardo da Vinci

2
Theoretical background

This chapter gives a brief introduction to the main theoretical topics, which are
relevant for this thesis. In Sec. 2.1 we first cover the quantum statistics for cold bo-
sons, introduce an approximate description of the physical particle interaction and
derive the Gross-Pitaevskii (GP) equation as the lowest order approximation for an
interacting gas of bosons. This is followed by a discussion of one-dimensional sys-
tems and how low dimensionality affects the BEC properties of superfluidity and
long-range order. For this thesis, we conveniently introduce dimension-less equa-
tions and observables in Sec. 2.1, and later present exact results for one-dimensional
many-body systems. In Sec. 2.5 the mathematics of solitons as solutions of nonlin-
ear equations, in particular the GP equation, are shown. Finally, the last section
discusses the multiconfigurational time-dependent Hartree (MCTDH) method and
the multiconfigurational time-dependent Hartree for bosons (MCTDHB) approach
They are both full many-body theories that go beyond the GP method to simulate
the full multiple-particle quantum problem.

2.1 Simple theories on Bose-Einstein condensates

2.1.1 The ideal gas

Consider an ensemble of non-interacting bosonic atoms propagating freely in space.
Even in this simple case, it is possible to reach a regime for Bose-Einstein con-
densation.
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Assume a uniform gas of bosons of mass m that is in equilibrium with temper-
ature T . From popular text books [45, 46, 97] we find that there exists a critical

temperature Tc =
2π�2

kbm

(
n

ζ(3/2)

) 2
3 below which we obtain a macroscopic population

of the single-particle ground state of the system. Here, � is Planck’s constant,
kb the Boltzmann constant and ζ the Riemann zeta function. The condensate
fraction for an atomic gas of density n is given by

n0 = n

[
1−

(
T

Tc

) 3
2

]
. (2.1)

Compared to the uniform case, a confinement leads to a larger increase of n0 when
decreasing the temperature. To find a physical meaning for the condensation
process we take a look at the de Broglie wavelength for bosons λdB =

√
2π�2

mkbT
. At

T < Tc we find

λ3
dBn > ζ

(
3

2

)
≈ 2.612. (2.2)

Therefore the Bose-Einstein condensation can occur if the quantum-nature length
scale λdB is of the same order as the separation between the particles ∼ 1/n1/3.
For the typical momentum of a particle given by ∼ (kbTm)1/2, this corresponds
to a critical phase space density of ∼ �

−3. At this critical point, the wave packets
start to overlap and to behave coherently.

2.1.2 Interactions

In the previous section it was shown that interactions between bosons are not ne-
cessary for the formation of a condensate. However, in reality particles are always
interacting due to Coulomb interaction, Van-der-Waals interaction, dipole inter-
actions and many more. In order to find an appropriate model for the physical
interaction potential all possible types of interactions have to be considered. This
is, however, computationally not feasible. In scattering theory for two weakly in-
teracting bosons a Born expansion of the finite range interaction potential leads
to a form of the final wave-function where the scattering amplitude does not de-
pend on the interparticle distance anymore. Low temperatures in BECs lead to
small kinetic energy of the particles, and therefore the scattering amplitude is ap-
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proximately constant [32]. The total cross section for two bosons is then given
by [46]

σ = 8πa2s. (2.3)

The scattering length as depends on the atomic species but can be determined
very accurately in experiments. For a detailed derivation the reader is referred to
the books of Pethick and Smith [45] and Pitaevskii and Stringari [46].

In the limit of low densities, the exact interaction potential is replaced with
a regularised pseudo-potential which maintains the same scattering properties as
the real one. The most common choice is given by [98,99]

V (�r1, �r2) = V (r12) = g3Dδ
(3D)(r12)

∂

∂r12
r12 (2.4)

with r12 = |�r1−�r2| , the three-dimensional interaction strength g3D = 4πas�2

m
and the

three-dimensional delta potential δ(3D). For the work presented in this thesis this
approximation is sufficient. But we also note that there are other cases involving
higher energies where it is recommended to include higher order scattering, i.e.
d-wave scattering [100].

2.1.3 Gross-Pitaevskii equation

There are different approaches to derive the equation of motion for N Bose-
condensed particles. For convenience only one of them is shown here (see Ref. [46]
for further details). The three-dimensional many-body Hamiltonian for interacting
particles in second quantisation has the following form

Ĥ =

ˆ
d3�rΨ̂†(�r, τ)H0Ψ̂(�r, τ)

+
1

2

ˆ
d3�r1

ˆ
d3�r2Ψ̂

†(�r1, τ)Ψ̂†(�r2, τ)Vint(�r1, �r2)Ψ̂(�r2, τ)Ψ̂(�r1, τ) (2.5)

with the single-particle Hamiltonian H0 = (�2/2m)Δ�r + Vext(�r, τ) and the in-
teratomic interaction potential Vint(�r1, �r2). Here �r is a three-dimensional vector
determining the spatial position and τ is the time. The creation and annihilation
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operators for bosons, Ψ̂ and Ψ̂†, satisfy the usual commutation relations for bosons

[Ψ̂(�r1, τ), Ψ̂
†(�r2, τ)] = δ(�r1 − �r2), [Ψ̂(�r1, τ), Ψ̂(�r2, τ)] = [Ψ̂†(�r1, τ), Ψ̂†(�r2, τ)] = 0

We further replace Vint with Eq. (2.4). Substituting Eq. (2.5) into the Heisenberg
equation of motion for the operator Ψ̂ gives

i�
∂

∂τ
Ψ̂(�r, τ) =[Ψ̂(�r, τ), Ĥ] (2.6)

=
[
Ĥ0 + Vext(�r, τ) + g3DΨ̂

†(�r, τ)Ψ̂(�r, τ)
]
Ψ̂(�r, τ). (2.7)

The operator Ψ̂ can be expanded for a basis of single-particle functions φi, given
by

Ψ̂(�r, τ) =
∑
i

φi(�r, τ)âi(τ).

where â annihilates a particle in state i. For a BEC, only one single-particle
function is macroscopically occupied, which we assume to be φ0. Therefore, to
a good approximation, the operators â0 and â†0 can be replaced by

√
N0, where

〈â†0â0〉 = N0 is the number of particles in state 0. Therefore, we find

Ψ̂(�r, τ) =
√

N0φ0(�r, τ) +
∑
i �=0

φi(�r, τ)âi(τ) (2.8)

and to lowest order Ψ̂(�r, τ) =
√
N0φ0(�r, τ) =: ψ(�r, τ) [46]. This leads to the

time-dependent Gross-Pitaevskii equation (TDGPE)

i�
∂

∂τ
ψ(�r, τ) =

�
2

2m
Δrψ(�r, τ) + Vext(�r, τ)ψ(�r, τ) + g3D|ψ(�r, τ)|2ψ(�r, τ). (2.9)

Assuming that the solutions are stationary and the only time dependence comes
from a global phase then the wave function can be written as ψ(�r, τ) = |ψ(�r)| exp(Θτ).
A convenient choice of the phase is given by Θ = − i

�
μ for the so-called chemical

potential μ1. Inserting this ansatz into Eq. (2.9), we obtain the time-independent

1This is strictly speaking only true for temperatures T � Tc, for which the depletion is
negligible and the occupation of the order parameter is macroscopic. In these limits, μ can be
identified with the true chemical potential which is then equal to the Hartree-Fock single-particle
energy [32].
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Gross-Pitaevskii equation (GPE)

μψ(�r) =
�
2

2m
Δ�rψ(�r) + Vext(�r, τ)ψ(�r) + g3D|ψ(�r)|2ψ(�r). (2.10)

The GPE is applicable to simulate experiments at temperatures T much smaller
than the critical temperature Tc. Also, the particles should only interact very
weakly so that the scattering length as � λdB [46].

The Gross-Pitaevskii mean-field theory has been proven to successfully describe
a large variety of experiments. However, the increased sensitivity and control of
the experimental equipment has made it possible to study new phenomena for
which a more advanced theoretical treatment is necessary.

2.1.4 Beyond Gross-Pitaevskii

In the last two decades, improvements and new theories have been developed to
model systems beyond the limitations of the GPE. In this section we will briefly
discuss two methods that have been shown to be successful in describing excitations
and other features in ultracold gases that can not be seen by using the GP method.

Hartree-Fock Bogoliubov

Assuming that for a BEC the majority of particles occupy the same state, we can
write the Bogoliubov ansatz [46]

Ψ̂(r, τ) = ψ(�r, τ) + δψ̂(�r, τ) (2.11)

where ψ(r, τ) is the order parameter for the condensate and δψ̂(r, τ) describes the
thermal and quantum fluctuations. For the bosonic operators ĉ† and ĉ, that create
and annihilate non-interacting quasi-particles, we can use the ansatz δψ(�r, τ) =∑

j

(
uj(�r, τ)ĉj − v∗j (�r, τ)ĉ

†
j

)
to obtain coupled equations for u and v, from which

the non-condensed fraction of the gas can be determined. This approach also allows
for finite temperature time-dependent calculations. The Hartree-Fock-Bogoliubov
(HFB) method has been very successful in describing many-particle phenomena
[40,101]. However, HFB is not quite consistent in the sense that it needs corrections
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due to ultraviolet divergences. They arise because of the non-physical contact
interaction potential that is being used. In addition, HFB demands a large number
of particles to be valid and therefore can not be used for few-particle systems.

c-field method

Recently, c-field methods, or classical field methods, have risen in popularity. They
share the same idea of describing the density operator with a quasi-probability
function within a basis of coherent states. The exact knowledge of this function
determines the system and its time-dynamics. In addition, the action of a quantum
mechanical operator on the density operator can now be mapped to an action
of a classical operator on the quasi-probability function [102]. Nowadays, the
positive-P [103, 104] and the truncated Wigner methods (TWM) [105–107] find
most attention and a huge development has happened recently which is expected
to extend even further. In the TWM, it is numerically not possible to directly
integrate the quasiprobability function. Therefore, a large number of different
trajectories are calculated instead. The idea is that a finite number of those
trajectories can accurately sample the Wigner function. The TWM is dynamically
stable and gives remarkable results for a number of problems. However, it is not
suitable to describe few-particle systems and their long-time dynamics considered
in this thesis.

2.2 One-dimensional system

2.2.1 Gross-Pitaevskii equation in 1D

So far a fully three-dimensional theory to model an ultracold Bose gas has been
introduced. However, for the course of this thesis we are interested in quasi-
one-dimensional systems. They are characterised by a strong confinement in two
transverse dimensions. In this situation the condensate is said to be frozen in
the transversal plane as the energies of the particles are not sufficient to pop-
ulate excited states in this direction. Therefore, the much weaker longitudinal
confinement ensures that the dynamics of the system is restricted to this one di-
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mension. Hence, an effective one-dimensional theory is expected to give accurate
results as long as the temperature T is small. Further details can be found in
Refs. [46, 108, 109]. The one-dimensional interaction potential is now given as
V (r1, r2) = V (|r1 − r2|) = g1Dδ(|r1, r2|) [109] with an effective one-dimensional in-
teraction strength g1D = 2�asω⊥ and the delta function δ in one dimension. This
leads to the 1D time-dependent GP equation which can now be written as

i�
∂

∂τ
ψ(z, τ) =

[
− �

2

2m

∂2

∂z2
+ V1D(z, τ) + g1D |ψ(z, τ)|2

]
ψ(z, τ) (2.12)

for the GP wave-function ψ(z, τ) in longitudinal direction z and confined by the
longitudinal potential V1D(z, τ). In this particular case a transversal confinement
with cylindrical symmetry V⊥(r) = 1

2
mω2

⊥r
2 has been assumed. The normalisation

of ψ(z, τ) is given by

N =

ˆ
|ψ(z, τ)|2dz

where N can be chosen arbitrarily since the only relevant information is given by
g1DN . In Sec. 2.3 we will show how to introduce a proper scaling to relate the
normalisation to physical properties.

2.2.2 Long range order

Off-diagonal long-range order (ODLRO) of the reduced one-body density n(�r, �r′) is
related to a BEC [46]. A particular set of single-particle functions, so called natural
single-particle functions or orbitals, exists that satisfy n(�r, �r′) =

∑
i niφ

�
i (�r)φi(�r

′).
For a BEC we find that n0 ∼ N is the only large occupation number while the
others are much reduced to ni �=0 = 〈â†i âi〉 � N . According to Eq. (2.8) this leads
to

n(�r, �r′) = 〈Ψ̂†(�r)Ψ̂(�r′)〉 = N0φ
�
0(�r)φ0(�r

′) +
∑
i �=0

φ�
i (�r)φi(�r

′)〈â†i âi〉.

For a uniform gas the single-particle functions are simply plain waves φi(�r) =
1
V
exp(i�pi�r/�). Then the Fourier transform of Eq. (2.8) leads to

n(�p) = N0δ(�p) + . . .
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This delta function ensures that

n(�r, �r′)|�r−�r′|→∞ =
N0

V
	= 0

approaches a non-zero value for |�r − �r′| → ∞. This feature is known as ODLRO
and arises solely due to a macroscopic occupation of a single state.

However, for one dimension this long-range order does not exist anymore.
There one can find for |z − z′| > ξ

n(z, z′) ∝
(

ξ

|z − z′|
)ν

(2.13)

where ξ =
√

a2⊥
8asn1

is the one-dimensional healing length that determines the length
scale over which the condensate density changes. Furthermore n1 is the one-
dimensional density, as is the three-dimensional scattering length, a⊥ =

√
�/(mω⊥)

the transversal harmonic oscillator length and ν = 1/(π
√
2n1a2⊥/a). The precon-

dition n1a⊥/as � 1 ensures that ν is small. This was seen in experiments, where
ν ∼ 10−3 [110]. Therefore, the long-range order does not vanish for finite distances
much larger than the healing length. Strictly speaking, a BEC does not exist in
one dimension but Eq. (2.13) still suggests a BEC-like state that is usually called
quasi-BEC.

The derivation presented above assumes zero temperature. It should be noted
that due to thermal fluctuations at finite temperature the long-range order is
further reduced and destroyed for large temperatures. For the work presented
in this thesis, however, we are only considering the zero temperature regime and
therefore will not go into further detail here.

2.2.3 Superfluidity

Associated with the BEC is the effect of superfluidity, an unusual state of matter.
Superfluids behave like fluids that can travel through guides without viscosity and
energy dissipation. This makes them stable under rotation. For example, the
rotational velocity of a gas flowing in a ring would be constant in time, i.e. there
would be no existing friction to decelerate the gas. Landau derived criteria for the
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existence of a superfluid [46, 111]. According to his results excitations can only
occur if the velocity v of the superfluid relative to the stationary confinement is
greater than some critical velocity vc, i.e. the velocity of sound. It is given by

v < vc = min
p

ε(p)

p

where ε(p) is the energy of a single excitation. For an ideal gas ε(p) ∝ p2, and
therefore vc = 0, i.e. no superfluid. However, for an interacting gas at zero
temperature one can find, from the Bogoliubov spectrum for small momentum
excitations,

vc =

√
ng

m
.

For one-dimensional systems the velocity of sound is given by

vc =
�

ma⊥

√
2an1.

Clearly, at least for zero temperature, superfluidity arises due to the interactions
between the particles. The situation changes for finite temperatures, but for the
scope of this thesis we do not present a detailed discussion on this, and refer the
reader to popular text books [45,46].

The superfluid velocity is commonly given by

vs(z, τ) =
�

m
∇θ(z, τ) (2.14)

where θ is the phase of the superfluid order parameter ψ(z, τ) = |ψ(z, τ)| exp[θ(z, τ)].
Notice that the superfluid velocity defined in this fashion can be time-dependent
and is generally not spatially constant.

2.3 Dimensionless equations

For convenience we would like to introduce equations and observables in dimen-
sionless units. This is necessary to improve the accuracy in numerical simulation.
Choosing an appropriate scaling, multiplications of numbers that differ in tens of
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orders of magnitude can be avoided. First, we choose an arbitrary energy scale
Ẽ > 0, the length scale z̃ and the unit density ñ to introduce following dimension-
less properties:

t := τ/t̃

x := z/z̃

ψ(x) := φ(xz̃)/
√
ñ

E := ε/Ẽ

where the total energy is given by

ε = 〈Ĥ〉.

A convenient, but special choice for the natural energy unit is Ẽ = �
2/(mz̃2) =

�
2/(ma2⊥) = �ω⊥, the energy scale of the transversal plane. The time scale is given

by t̃ = �/Ẽ. Performing the adequate replacements in Eq. (2.12) we can rewrite
the 1D Gross-Pitaevskii equation in dimensionless form, given by

i
∂

∂t
ψ(x, t) =

[
−1

2

∂2

∂x2
+ g|ψ(x, t)|2 + V (x)

]
ψ(x, t). (2.15)

We have introduced V (x) = V1D(xz̃)/Ẽ and the dimensionless coupling constant
g = g1Dñ/Ẽ. In addition, the normalisation of ψ, which is given by

N =

ˆ
|ψ(x, t)|2dx, (2.16)

relates to the physical number of particles N in the system by

N = N ñz̃.

The energy and length scales can typically be chosen to match certain system
parameters. In the following section Sec. 2.5 we will give typical numbers for BEC
solitons.

We will see for the case of the full MCTDH/MCTDHB many-body approach
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that N =
´
d�r1 . . . d�rNΨ(�r1, . . . , �rN) = N . Therefore we find ñ = 1/z̃. Hence, in

MCTDHB we do not need the extra unit density but instead all properties can
be made dimensionless with a natural energy Ẽ and natural length z̃. For the
simulations described in chapter 3 and chapter 5 the natural scales are given in
terms of the transversal scales, while in chapter 4 more convenient scalings are
introduced.

2.4 Exact solvable models

A one-dimensional uniform gas of N bosons with a short-range interaction is de-
scribed by a Hamiltonian of the following form:

H = −
N∑
i=1

∂2

∂x2
i

+ 2γn1D

∑
i>j

δ(xi − xj). (2.17)

Here, γ is the Lieb-Liniger parameter, a dimensionless coupling strength, which
is defined as γ = c/n1D, where c is the interaction strength between the particles
[38, 45]. Furthermore, n1D = N/L is the one-dimensional density for a system of
length L. This system can be generally solved via a Bethe ansatz [112], which
assumes a free particle solution except when two particles overlap. In this section
we present two analytical models, one for a strongly interacting gas of bosons, the
Tonks-Girardeau gas [36], and the other one for arbitrary interaction strengths,
the Lieb-Liniger model [38].

2.4.1 Tonks-Girardeau (TG) gas

In the interaction-free case, γ = 0, the solutions to 2.12 are trivial and for many
problems well known. For the other extreme case of very strong repulsive in-
teractions γ → ∞, a gas of bosons in one dimension at zero temperature can
be described via the Tonks-Girardeau theory [36]. This particular case exhibits
a very interesting behaviour. If the interaction is strong enough, the repulsion
becomes so dominant that the particles can not pass each other anymore. This
phenomenon is similar to a non-interacting Fermi gas confined to one dimension
where the particles can not pass each other because of the Pauli exclusion principle.
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Therefore, the full may-body wave-function should be

ΨTG(. . . , xj, . . . , xk, . . .) = 0 if xj = xk. (2.18)

In Ref. [36] a Bose-Fermi mapping procedure was proposed to describe the wave-
function in the TG limit. A general ansatz to describe such a state preserving the
bosonic symmetry is given by a Slater determinant, which solves the free particle
equations. The full many-body wave-function is given by [45]

ΨTG(x1, . . . , xN) = ΨF (x1, . . . , xN)
∏

1≤s≤t≤N

sign(xt − xs)

= det

∣∣∣∣∣∣∣∣∣∣
eik1x1 eik1x2 · · · eik1xN

eik2x1 eik2x2 · · · eik2xN

...
...

...
eikNx1 eikNx2 · · · eikNxN

∣∣∣∣∣∣∣∣∣∣
∏

1≤s≤t≤N

sign(xt − xs) (2.19)

with sign(|x|) = 1 and sign(−|x|) = −1. Furthermore, ΨF describes the ground
state of non-interacting fermions. This ansatz preserves the bosonic symmetry
under particle exchange. Both, the Fermi gas and the TG gas have been shown
to share the same expressions for the energy E =

∑N
j=1 k

2
j and momentum p =∑N

j=1 kj, which is an indication that in one dimension fermions and bosons are
not clearly distinguishable anymore. Therefore, the transition from a weakly to
a strongly interacting TG gas is often called fermionisation. We note, however,
that the smooth momentum distribution of a TG gas differ greatly from a step-like
distribution in the fermionic case. This is related to the fact that two fermions are
unable to occupy the same momentum state while bosons still can. Furthermore
it can be shown that due to the different symmetry properties under particle
exchange higher order correlation functions differ as well.

Assuming periodic boundaries to avoid problems with the system ends, the
wave-function now satisfies

Ψ(. . . , xi, . . .) = Ψ(. . . , xi + L, . . .) ∀i. (2.20)

22



2.4. EXACT SOLVABLE MODELS

This leads to a discrete spectrum for the kj, given by

kj =
2π

L
nj

(
N + 1

2

)
(2.21)

for any positive integer nj. Minimising the energy yields the kj for the TG ground-
state wave-function, which is given by

ΨTG(x1, . . . , xN) =
2N(N−1)/2

√
n!LN

∏
i<j

| sin[π(xi − xj)/L]| (2.22)

Analogous calculations can be done to calculate excited-state wave-functions
and energies as well. In addition, the one-body density matrix

ρ(x, t) =

ˆ
dx2

ˆ
dx3 . . .

ˆ
dxN |ψTG(x, x2, . . . , xN , t)|2 (2.23)

and the reduced pair correlation function

g(0, x, t) =

ˆ
dx3

ˆ
dx4 . . .

ˆ
dxN |ψTG(0, x, x3, x4, . . . , xN , t)|2 (2.24)

can then be calculated numerically, and for specific systems even analytically. In
principle this holds for any arbitrary external potential.

Recent experimental progress in creating effectively one-dimensional systems
made it possible to test the TG model and to prove the fermion-boson duality in
lower dimensions [113,114].

In chapter 4 we will make use of the TG approach to compare exact results
with our numerical MCTDH results. This allows us to study the accuracy of
MCTDH/MCTDHB. Furthermore the exact TG energy is used to extend the res-
caling method in Sec. 4 to many-particle systems.

2.4.2 Lieb-Liniger model

Unfortunately, the Bose-Fermi mapping described in the previous section can not
give us any information about finite values of the interaction γ < ∞. However, for
the limiting case of vanishing external potential, which is similar to the physical
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situation of bosons in a ring of length L, exact results can still be obtained. This
system was first solved by Lieb and Liniger in 1963 [38]. For a complete derivation
we refer to Refs. [38,45,112] and only present the results that are relevant for the
thesis at hand. An analytical calculation for the two-body problem leads to the
more general jump condition [45] for N particles(

∂

∂xj

− ∂

∂xk

)
Ψ|xj=xk+ε −

(
∂

∂xj

− ∂

∂xk

)
Ψ|xj=xk−ε = 2cΨ|xj=xk

(2.25)

with ε → 0. This equation has to be satisfied by a generalised form of the wave-
function in Eq. (2.19), which is given by

Ψ(x1, ..., xN) = N
∑
P

(−1)[P ] exp(i
N∑
i=1

kPnxn)
∏
j<l

[kPj
−kPl

−icsign(xj−xl)] (2.26)

with the normalisation N . Furthermore, P describes all permutations of (k1, . . . , kN)
and [P ] is the the parity of the permutation. Similar to the TG case, this state
has the energy E =

∑N
j=1 k

2
j and momentum p =

∑N
j=1 kj. The periodic boundary

conditions then lead to the relations

kkL− 2πIk −
∑
kl

θ(kk − kl) = 0 (2.27)

with θ(k) = −2 tan−1(k
c
) and Ik = nk−N+1

2
. This equation can be solved iteratively

for all kj. We follow the work by Yang and Yang [115] to illustrate how to solve
Eq. (2.27) numerically. Ik give us a degree of freedom and every particular choice
results in a different set of k’s. Minimising

B(k1, . . . , kN) =
1

2
L

N∑
i=1

k2
i −2π

N∑
i=1

Iiki− 1

2

N∑
i,,j=1

ˆ ki−kj

0

θ(ki−kj)d(ki−kj) (2.28)

solves Eq. (2.27) for a given set of Ik. This is trivial to show by calculating ∂
∂kk

B

which equals the left hand side of Eq. (2.27). For the ground state the Ik are
chosen to be centred around 0. Excited states, however, are not as trivial. There,
we have to distinguish between two types of elementary excitations [39]. Type
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1 excitations take a particle from K, which is the largest value for the k in the
ground-state configuration, to a value q > K. Type 2 excitations take a particle
from |q| < K to sign(q) [K + 2π/L].

The Lieb-Liniger approach is very useful in testing approximate approaches.
For instance, one can compare the excitation spectrum with results from the
Bogoliubov theory [116]. I was shown in Refs. [38,39] that the low lying Bogoliubov
excitations are in good agreement with the Lieb-Liniger theory for weak interac-
tions. Analogous, in Sec. 4.2 we will compare MCTDH calculations with the exact
Lieb-Liniger results and show the generality of the rescaling approach presented
in Sec. 4.

2.5 Solitons

Solitons are classical phenomena first observed and studied by John Scott Russel
(1808-1882). In 1834, when walking along the Scottish Union canal, he observed a
single wave travelling for a few kilometres. He named this effect wave of translation
[117]. Later it was renamed to solitary wave or soliton. Since then, solitons have
been identified in other media than water: Clouds can form solitons [47], and even
light has been shown to produce solitary waves [48].

Solitons are characterised by their stability, their spatial localisation, and their
particle-like scattering properties. They can scatter from each other and remain
unchanged afterwards, apart from a phase shift.

The underlying mechanism for the formation of solitons is a subtle interplay
between dispersion and nonlinear effects. While dispersion broadens the width
of any wave packet, the nonlinearity stabilises it. This can easily be seen when
looking at light propagating through glass. In this case, the refractive index varies
for different frequencies. This is known as the optical Kerr effect. When a light
wave packet of appropriate shape travels through the medium, the nonlinear Kerr
effect can result in the self-focusing of the light.

Applications arose due to the invention of fibre optics where solitons can be
used for high speed transport of information and data [48]. Furthermore, recent
investigations have found solitons in biological structures like DNA and proteins
[118].
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Therefore, in many respects, solitons are not only unique and exciting but also
a highly important physical phenomenon. A theoretical description is desirable
and many attempts have been made to describe solitons analytically. One ansatz
leads to a nonlinear equation of the form

iu̇(x) =

[
−1

2
Δ + U |u(x)|

]
u(x). (2.29)

This equation can be solved analytically. Comparing Eq. (2.15) with Eq. (2.29) we
find that they are similar for V (x, t) = 0 in Eq. (2.15). This suggests that solitons
should be observable in Bose condensed gases as well. Two analytical solutions
exist, depending on the sign of the interaction parameter g. For repulsive bosons,
i.e. g > 0, the solutions are called dark solitons. In a uniform gas their general
analytical expression is given by

ψ(x, t) = A

(
i
v

c
+

√
1− v2

c2
tanh

[
B(x− x0)

√
1− v2

c2

])
eiθ(x,t)

where A and B are system-dependent constants, x0 is the initial position at t = 0,
v is the velocity of the travelling soliton, c is the speed of sound and θ(x, t) is the
time-dependent phase. For V = 0 the soliton is characterised by a dip in density
at xdip = x0 and a π-phase jump at xdip, and therefore it is called a dark soliton.
For time-dynamical simulations and experiments with v 	= 0 grey soliton solutions
exists. In this case, the dip is not as pronounced, i.e. the density at the soliton
centre is non-zero. Therefore, one of the ways to create such a dark soliton is to
stir a condensate confined in a ring geometry [119]. Their stability and relation to
higher-dimensional objects, the so-called vortices, is discussed in Ref. [120].

The work presented in this thesis solely focuses on bright solitons, which means
that the interparticle interaction is attractive, i.e. g < 0. Hence, the solution of
Eq. (2.15) for a vanishing potential V (x, t) = 0 is given by

ψ(x) = Asech
(
A
√−g(x− x0 − vt)

)
eiθ(x,t), (2.30)

with an amplitude A, velocity v, and x0 being the position at t = 0. The solution
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is normalised according to

N =

ˆ
dx|ψ(x, t)|2 = 2A√−g

. (2.31)

The phase is given by θ(x, t) = vx − ωt and ω = v2/2 + μ is the frequency. The
chemical potential of a stationary soliton is given by μ = gA/2. Furthermore, the
width of the soliton is defined as ls = 1/(A

√−g) [49].

For all the numerical simulations in chapter 3 we set g = −1. This leads us to
the relation Ẽ = −g1Dñ. Moreover, we assume the amplitude to be A = 1, and
therefore N = 2ñz̃. Hence, solving the equation Ẽ = −g1DN/2z̃ = �

2/(mz̃2) for z̃
fully determines the energy scale as Ẽ = mN2g21D/(4�

2) = N2ω2
⊥a

2
sm and the unit

length z̃ = −�/(Nω⊥asm). Therefore, the unit length is determined by the width
of the soliton which is simply given by ls = 1.

Typical experimental values for a BEC of 7Li [50, 51] are ω⊥ ≈ 2π × 710Hz,
as ≈ −0.2nm and N ≈ 6 × 103. This yields a length scale of z̃ ∼= 1.7μm, which
is consistent with experimental observations [50]. The time unit is t̃ ≈ 0.3ms
which relates to a velocity scale of z̃/t̃ ≈ 5.7μm/ms, a value that is experimentally
accessible as well. Because of the quasi-one-dimensionality there are restrictions
on the particle number and the interaction: The transverse energy unit �ω⊥ must
be much larger than the interaction energy [46] and the longitudinal width of the
soliton should be small enough so that the transverse potential energy does not
expand and destroy the condensate [50, 121–124].

2.6 MCTDH/MCTDHB - Theory behind QiwiB

Two approaches have already been discussed in Sec. 2.1.4 for going beyond the
mean-field Gross-Pitaevskii approach. In this section we introduce the multicon-
figurational time-dependent Hartree (MCTDH) approach and its bosonic version
(MCTDHB), two theoretical methods based on a finite basis-set expansion. It
shows great promise for describing multi-particle systems to high accuracy.
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2.6.1 Finite basis-set expansion

Consider N quantum particles in three dimensions interacting with each other
via W (�ri, �rj), following the notation in Ref. [92]. The particles are subject to an
external potential Vext(x, t), which may depend on time:

Hmb =
N∑
i

hi(�ri, t) +
∑
i<j

W (�ri, �rj). (2.32)

Here hi = − �2

2m
Δ�ri + Vext(�ri, t) is the one-body Hamiltonian for the ith particle

and �ri its spatial position. For simplicity we assume that all particles have the
same mass m. Although we will specifically deal with identical bosons later on, at
this point considerations are not restricted to a specific quantum statistics and the
Hamiltonian (2.32) could describe single or multi-component Bose or Fermi gases
or mixtures thereof. All these possibilities are of interest and related to actual or
possible experimental scenarios.

The true N -particle wave function can be expanded in the form

Ψ(�r1, . . . , �rN , t) =
∑
J

AJ(t)ΦJ(�r1, . . . , �rN), (2.33)

in a basis consisting of products of single-particle wave functions

ΦJ(�r1, . . . , �rN) =
N∏
k=1

φjk(�rk), (2.34)

where we have introduced the multi-index J = (j1, . . . , jN) for the set of N single-
particle indices. The single-particle wave functions (or mode functions) are mutu-
ally orthonormal, i.e.

´
φ∗
j(�r)φk(�r)d�r = δjk.

In practice we choose a finite set of M single-particle functions to define the
finite basis-set expansion. The size of the finite basis of multi-particle Hilbert
space is nominally MN , although for identical particles this number is significantly
smaller by accounting for bosonic or fermionic exchange symmetry. For bosons,
which we investigate in this thesis, the size of the Hilbert space reduces to a
binomial coefficient

(
N+M−1

N

)
= (N+M−1)!

N !(M−1)!
. Note that for M = 1 the problem
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reduces to the GP approach.

Therefore, the full problem in Eq. (2.32) is approximated by truncating the
Hilbert space to span a finite basis and represent the Hamiltonian as a finite
matrix with elements

HIJ = 〈ΦI |Hmb|ΦJ〉. (2.35)

We denote the solution of the corresponding matrix Schrödinger equation for the
coefficient vector with ĀJ and the eigenvalues of the truncated matrix Ēν . These
approximate the exact coefficient vector AJ and eigenvalues Eν , which form part
of the spectrum of Hmb. Since the basis-set truncation can be understood as a
variational procedure with a restricted variational space, the approximate ground-
state energy ĒG ≥ EG is an upper bound for the true one. By increasing the
number of modes M , and thereby computational space, the approximation im-
proves and the approximate energy converges to the correct one. However, for an
interacting system this convergence is painfully slow, as seen in chapter 4.

2.6.2 Variationally optimised basis - MCTDH

Variationally optimising the set of single-particle functions defined in Eqs. (2.33)
and (2.34) is the aim of the MCTDH method [88–90]. Starting from the same
many-body problem Eq. (2.32), we use the same basis-set expansion as in Eqs. (2.33)
and (2.34), where we now allow the single-particle wave functions φj(x, t) to be
time-dependent in addition to the time-dependence of the coefficients AJ(t)

Ψ(�r1, �r2, . . . , �rN , t) =
∑
J

AJ(t)ΨJ(�r1, �r2, . . . , �rN , t)

=

M1∑
j1

M2∑
j2

. . .

MN∑
jN

Aj1,j2,...,jN (t)φ
(1)
j1
(�r1, t)φ

(2)
j2
(�r, t), . . . , φ

(N)
jN

(�rN , t).

(2.36)

This allows us to perform a consistent derivation of the best possible state by
optimising AJ and φ

(k)
j simultaneously as we will show later on. Now, each degree

of freedom is described by a separate set of Mi single-particle wave functions.
For Mi → ∞ this expansion is exact. These single-particle functions are still
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orthogonal and normalised via
ˆ

d�rφ
(k)†
ji

(�ri)φ
(k)
jj
(�ri) = δij

for all k, i, j. A variational principle leads to the MCTDH coupled equations of
motion for the coefficients and single-particle wave functions, which can be solved
with the MCTDH program package [88,90,91].

For a fixed basis of single-particle functions MCTDH reduces to the exact di-
agonalisation method. Therefore, the key advantage is that MCTDH always stays
in a variationally optimised basis. This generally ensures higher accuracy or keeps
the Hilbert space as small as possible for a given accuracy. MCTDH is there-
fore effective at describing different trapping potentials, yet requires a numerically
unattainable number of single-particle functions to describe strongly interacting
systems. In chapter 4 we will investigate the convergence properties of MCTDH
with respect to M in more detail.

2.6.3 MCTDHB/QiwiB

This thesis exclusively investigates bosonic systems in one dimension. For this,
a bosonic version of the MCTDH, the so-called MCTDHB, where “B” stands for
bosons, can be derived. This theory takes advantage of the bosonic symmetry,
and therefore many Hartree products in Eq. (2.36) are the same. This reduces the
truncated Hilbert space significantly compared to MCTDH, which always includes
all permutations of a Hartree product, even for purely bosonic simulations. Also,
numerical inaccuracies in the simulations lead to errors that can destroy the bo-
sonic symmetry in MCTDH which leads to the system converging into a fermionic
state. This problem, however, is not present within MCTDHB. Therefore, we de-
veloped QiwiB (see chapter 5), a program that solves the MCTDHB equations.
For the derivation of the MCTDHB equations of motion we follow Ref. [92].

First we simplify the derivation by considering N interacting bosons in one
dimension subject to an external potential Vext(x, t), which may again depend on
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time. The Hamiltonian for this system is given by

Hmb =
N∑
i=1

hi(xi) +
∑
i<j

gδ(xi − xj), (2.37)

where hi = − �2

2m
∂2

∂x2
i
+ Vext(xi, t) is the one-body Hamiltonian for particles of the

same mass m interacting by contact interactions of strength g. This model is able
to describe, for instance, quantum gases of ultracold atoms in an elongated and
tightly confining trapping potential [109] and is therefore suitable for the problems
presented in this thesis.

Since we are dealing with indistinguishable particles only one set of single-
particle functions is necessary to describe all particles. Therefore, Eq. (2.36) for
the purely one-dimensional bosonic case reduces to

Ψ(x1, x2, . . . , xN , t) =
∑
J

AJ(t)ΨJ(x1, x2, . . . , xN , t)

=
M∑
j1

M∑
j2

. . .
M∑
jN

Aj1,j2,...,jN (t)φj1(x1, t)φj2(x, t), . . . , φjN (xN , t)

(2.38)

but with the same set {φj} for all degrees of freedom compared to Eq. (2.36). It
is convenient to turn to second quantisation and define our problem in terms of
operators and Fock states. For this we introduce the bosonic field operator Ψ̂(x)

that annihilates a particle at position x and the related annihilation operators bk

for the single-particle functions φk, defined as

bk(t) =

ˆ
φ†
k(x, t)Ψ̂(x)dx,

[bk, bl] =[b†k, b
†
l ] = 0,

[b†k, bl] =δkl.

In terms of the new operators b and b† Eq. (2.37) transforms into

Ĥ =
∑
k,q

b†kbqhkq +
1

2

∑
k,s,q,l

b†kb
†
sbqblWksql, (2.39)
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with

hkq =

ˆ
dxφ�

k(x, t)hq(x, t)φq(x, t),

Wksql = g

ˆ
dxφ�

k(x, t)φ
�
s(x, t)φq(x, t)φl(x, t).

Moreover, Eq. (2.38) can then be written in terms of bra and ket vectors as

|Ψ(t)〉 =
∑
�n

C�n(t)|�n, t〉

=
∑
n1

· · ·
∑
nM

Cn1,n2,...,nM

M∏
k=1

1√
nk!

[b†k(t)]
nk |vac〉, (2.40)

where we introduced the new prefactors C�n. The occupation of the single-particle
functions is given by �n = (n1, n2, . . . , nM). Naturally, this means that

∑M
i=1 ni =

N , where N is the number of bosons in the system.

Within the Lagrangian formalism we can define the action as

S[{C�n(t)}, {φk(x, t)}] =
ˆ

dt

{
〈Ψ|Ĥ − i

∂

∂t
|Ψ〉 −

M∑
k,j=1

μk,j(t)[〈φk|φj〉 − δkj]

}
,

where the μkj ensure orthogonality and normalisation. Hence the variation with
respect to {C�n} and {φk} leads to two coupled equations of motion. The details of
the derivation can be found in [92]. Before we can write down the final equations
of motion, we introduce the reduced one-body density matrix

ρ(x1, x2, t) = 〈Ψ̂†(x2)Ψ̂(x1)〉 =
M∑

k,q=1

ρkqφ
�
k(x2)φq(x1) (2.41)

and the reduced two-body matrix

ρ(x1, x2, x
′
1, x

′
2, t) = 〈Ψ̂†(x2)Ψ̂

†(x′
2)Ψ̂(x1)Ψ̂(x′

1)〉 (2.42)

=
M∑

k,s,q,l=1

ρksqlφ
�
k(x2)φ

�
s(x

′
2)φq(x1)φl(x

′
1). (2.43)
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The ρkq and ρksql together with hkq and Wksql form the so-called mean-fields in
the numerical integration and are updated every so-called mean-field time step
(see appendix B.3.4 for details and the numerical implementation). Finally, the
equations of motion are given by

H �C(t)
�C(t) = i

∂

∂t
�C(t)

i
∂

∂t
|φj〉 = P̂

[
ĥ|φj〉+ g

M∑
k,s,q,l=1

{ρ−1}jkρksqlφ�
s(x)φl(x)|φq〉

]
(2.44)

with the projector

P̂ = 1−
M∑

m=1

|φm〉〈φm|,

the inverse of the density matrix ρ = {ρkq}, H �C =
{
H�n�m = 〈�n|Ĥ|�m〉

}
and

�C = {C�n}. Eq. (2.44) can now be solved numerically. Details for this and the
implementation into QiwiB can be found in appendix B.3.

The projector in Eq. (2.44) also implies that the single-particle wave-functions
are orthogonal to their variation in time:

〈φi| ∂
∂t

|φj〉 = 0

for all i, j. We also want to note that this is only a special case of constraints
that can be defined and included into the equations of motion [125, 126]. Those
constraints do not change the physics of the problem. However, they might benefit
certain systems by decreasing convergence times or simulation times. Generally
these constraints ĝ are defined as 〈φi| ∂∂t |φj〉 = 〈φi|ĝ|φj〉. However, for the QiwiB
and the MCTDH calculations described in chapter 5 we choose ĝ = 0 as otherwise
the equations of motion are slightly more complicated.

Fragmentation of BECs

In MCTDH(B) there is a freedom of choice for the optimal basis since a unitary
transformation φj =

∑M
i=1 Uijφi can turn a given basis {φi} into a equivalent basis{

φj

}
. One particularly interesting basis is the natural orbital basis

{
φNO
i

}
. The
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basis diagonalises the density matrix ρkq so that the reduced density matrix is
given by

ρ(x1, x2, t) = 〈Ψ̂†(x2)Ψ̂(x1)〉 =
M∑
k=1

ρk
[
φNO
k (x2)

]�
φNO
k (x1). (2.45)

For all k, where ρk is macroscopic, i.e. ρk ∼ O(N), the natural orbitals φNO
k

represent a macroscopic population of Gross-Pitaevskii-like mean-field wave func-
tions. As shown in Sec. 2.2.2, a large value of ρk is related to long-range order
in the one-body density matrix and therefore Bose-Einstein condensation. One
single non-zero value of ρk leads to the same results as predicted by the GP theory
(see Sec. 2.1.3). However, for two or more large values of ρk MCTDHB describes
fragmented states, which goes beyond what is achievable with GP theory. This
is demonstrated in chapter 5 where we will numerically create stable fragmented
states, so-called NOON states, during dynamical scattering processes.

So far MCTDHB has been used to study several physical problems, such as
the fermionisation of a few-particle system [127] or the dynamics of bosons in a
double well [128]. More recently, the scattering of a soliton on a positive barrier
and the existence of NOON states have been subject of investigation [28–30,76].

MCTDH and MCTDHB overview

We summarise the advantages and disadvantages of MCTDH:

• variationally optimised basis - usually gives higher accuracy for the same size
of the Hilbert space compared to exact diagonalisation

• suitable for bosonic and fermionic systems and different kinds of particles

• suitable for weak interactions as well as strong interactions

• few approximations are needed and only the restriction to a finite number of
single-particle functions is relevant

• Heidelberg MCTDH program package is written in Fortran and source code
is available upon request [91]
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– calculation of excited states achievable

– calculation of stationary states is possible as well as time-dependent
simulations

– well documented and no programming skills required

– highly parallelised

– not suitable for large number (>10) of particles

• inclusion of temperature non-trivial

• We do not mention the many other details of MCTDH that are not of much
relevance for the work presented in this thesis but refer to [90].

On top of that, the MCTDHB method has additional advantages:

• takes advantage of bosonic symmetry - reduced Hilbert space

• program package QiwiB developed for this thesis solves MCTDHB equations
(for more information see App. D)

– capable of performing calculations with up to thousands of particles

– automatically keeps bosonic symmetry

– user-friendly interface

– documentation available

– open source
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The most exciting phrase
to hear in science, the
one that heralds new dis-
coveries, is not "Eureka!"
("I found it!") but rather
"hmm....that’s funny..."

Isaac Asimov

3
Bright soliton scattering with

Gross-Pitaevskii

This chapter focuses on the scattering of a moving soliton from an attractive rect-
angular well. While exact solutions of the one-dimensional Schrödinger equation
for the scattering of single particles from a well are well known, the nonlinearity
in the Gross-Pitaevskii equation gives rise to new and exciting phenomena. Pre-
viously, it was found that under certain conditions the soliton fully reflects from
the well [66]. The quantum nature of the discrete bound states is found to be
responsible for this non-classical behaviour, which the authors introduced as en-
hanced quantum reflection. In this thesis, we show that in addition other effects
can be observed as well. In particular, the soliton can be permanently trapped for
a range of potential depths. This is a new and exciting result that does not occur
for single-particle scattering. The studies in this chapter, for the first time, explain
the non-trivial physics during the scattering process and its resulting interesting
effects, such as quantum reflection, resonant tunnelling and trapping.

After an introduction to the problem in Sec. 3.1, numerical results are presen-
ted and discussed (see Sec. 3.2). Furthermore, to get a deeper understanding of the
underlying mechanism, we solved a variational two-mode model and present ana-
lytical work on the trapping process in sections 3.3 and 3.4 respectively. Finally, a
method to probe energy levels in a potential of unknown shape is proposed. The
results presented in this chapter have already been published by the author [94].
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-V0

2a

velocity v

Figure 3.1: A bright soliton is being scattered by a rectangular well with width 2a
and depth V0.

3.1 Introduction to the problem

In this chapter we use dimensionless units as described in Sec. 2.3 and solve the
one-dimensional Gross-Pitaevskii equation given in Ref. 2.15. In chapter 2.5 we
already discussed the general theoretical description of a bright soliton travelling
with velocity v. Here we investigate its scattering behaviour when adding an
attractive well. For simplicity we assume the well to be a rectangular potential
well defined as

Vext(x) =

{
0 for |x| > a

−V0 for |x| ≤ a.
(3.1)

Initially a soliton solution of the form given by Eq. 2.30 propagates towards the
well which is shown in Fig. 3.1.

The width of the potential well has to be chosen small enough so that a particle-
like propagation of the soliton due to an adiabatically changing potential can be
avoided. For such a potential the soliton is expected to behave classically and
always pass the well. Here ls = 2a = 1 satisfies this condition and is chosen unless
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specified otherwise.
Previously Lee and Brand [66] investigated in detail the enhanced reflection of

solitons for the special case of a Rosen-Morse potential Vext(x) = −V0sech
2(αx)

at low velocities. They discovered that the soliton is reflected from the well for
velocities below a critical velocity vc, while for v > vc the soliton fully transmits
over the well. This was observed by investigating the phase of the soliton when
scattered of the well and it was suggested that resonant processes are responsible
for these effects.

Here, we solved Eq. (2.15) numerically via the Crank-Nicholson method using
a standard finite difference discretisation of the spatial derivatives (see Appendix
B.1). The results were verified with an adaptive 5th order Runge-Kutta-Fehlberg
method. The algorithms were implemented in standard C/C++ and Octave [129].
The simulations were performed in a box with hard wall boundaries. The box
length was set to lbox = 80 unless stated otherwise. Furthermore, we used Ng =

2001 grid points and a fixed time step of Δt = 0.01. The convergence of our
calculations with respect to these quantities was monitored carefully. Reflection
from the boundaries was avoided by appropriate timing of the simulation. We
also used complex absorbing potentials at the boundaries to verify that reflection
effects remained below a quantifiable threshold.

3.2 Phenomenology of soliton scattering by a quantum

well

In this section we present results from numerical solutions of Eq. (2.15) corres-
ponding to a soliton approaching the well given by Eq. (3.1). Here, the interaction
between the particles is chosen to be g = −1 while the wave function is normalised
according to

´ |ψ|2dx = 2. Therefore, the soliton’s amplitude is given by A = 1. In
Sec. 2.5 this was shown to be a convenient choice. In the initial set-up the soliton
(2.30) is being placed at position x0 = −12 left of the quantum well and moving
with the velocity v > 0 towards it (see Fig. 3.1).

As physical observables we introduce the reflected (R), trapped/localised (L),
and transmitted (T ) fraction of the soliton, which are calculated at a time signi-
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Figure 3.2: The reflected (R) and transmitted (T ) fraction after the collision
with the well for varying initial velocities and two different potential depths. For
V0 = 4 the top panel shows that for small values of vinitial the soliton is being fully
reflected while above a critical velocity vinitial > vc the soliton travels over the well
undisturbed. A slightly smaller depth of V0 = 3 shows a smooth transition from
the fully reflecting to the fully transmitting regime.
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ficantly after the initial impact of the soliton from the well:

R =
1

Ns

ˆ −8a

−∞
dx|ψ(x, t)|2

L =
1

Ns

ˆ 8a

−8a

dx|ψ(x, t)|2

T =
1

Ns

ˆ ∞

8a

dx|ψ(x, t)|2, (3.2)

with R + L + T = 1 and a = 1
2
. Fig. 3.2 shows R and T for varying initial

velocities and two different potential depths. For V0 = 4 the top panel shows that
for small values of the initial velocity vinitial the soliton is fully reflected, while
above a critical velocity vinitial > vc the soliton travels over the well undisturbed.
A slightly smaller depth V0 = 3 shows a more smooth transition from the fully
reflecting to the fully transmitting regime. From this we draw the conclusion that
it will be interesting to study the dependence of the scattering properties on the
potential depth.

Figure 3.3 shows R, T and L as a function of the depth of the well for a fixed
initial velocity vinitial = 0.3. We chose to study the case of small velocity where
v2initial/2 � |μ| = 0.5. For the parameters of Ref. [51] (see also Sec. 3.1), this
velocity amounts to v ≈ 1.7mm/s.

The upper panel of Fig. 3.3 shows several regimes with similar results. On a
background of almost complete reflection we find potential depths that allow the
soliton to be fully transmitted or trapped. We thus call these regimes transmission-
reflection-trapping (TRL) windows. In the following, we focus our discussion
mostly on the second window around V0 = 5, as shown in the lower panel for a
smaller range of V0.

For certain values of V0 the soliton reflects completely from the well. But by
increasing the depth of the quantum well R suddenly drops to zero while the trans-
mitted fraction jumps to an absolute maximum. Further increase gives a sudden
drop of T to almost zero and most of the soliton is trapped inside the quantum
well. Then the trapping component L starts to decrease while the reflected part
increases. At least some of the reflected and transmitted amplitude in this part
of Fig. 3.3 can be attributed to what we define as radiation, i.e. small amplitude
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waves. This becomes apparent in Fig. 3.4, where snapshots of the density of the
time-dependent wave function are shown. We will discuss the role that radiation
plays in enabling trapping by carrying away kinetic energy in Sec. 3.4. For slightly
larger V0 we observe the co-existence of a reflected soliton with a trapped com-
ponent together with radiation in the transmission channel becoming very small
again.

Figure 3.4 reveals another remarkable feature: The condensate density has a
single node localised close to the centre of the well. Our simulations show that
the number of nodes located in the well is a characteristic of each TRL window.
Indeed we find that TRL windows appear around a critical well depth, at which
a new linear bound state with the appropriate number of nodes is formed. In the
first TRL window, the density reveals no node, the second one shows one, the third
one shows two nodes and so on. The density of the soliton while located above the
well is similar to the density functions for bound states of the Schrödinger equation
in a quantum well. A more detailed analysis of the relation of the TRL window
to linear resonances and nonlinear bound states of the well is given further on in
this section.

The time-dynamics of the soliton are summarised in the density plot in Fig. 3.5.
The pictures show the four different scenarios of full reflection, full transmission,
full trapping and partial trapping. On the lower left picture the density sloshes
around the centre but a closer look reveals that the radiation reduces the amplitude
of this oscillation and therefore stabilises the trapped soliton. Furthermore, the
position of the dip in density remains almost stationary, varying by not more than
5% of the potential width. The reason for this is that for our choice of parameters
the energy differences between the bound states in the well are large compared to
any energy scale of the incoming soliton. Hence only one of these states can be
populated, in the case of Fig. 3.5 it is the first excited state.

We now discuss the relation of the trapping phenomenon to (stationary) non-
linear bound states of the well. Figure 3.6 compares two different observables.
The first is the trapped component L from the time-dependent simulations. The
other observable is the relative number of particles NL,rel(V0) in an eigenstate
of the time-independent Gross-Pitaevskii equation for a fixed chemical potential
μ. This is set to the same value as the chemical potential of the initial soliton
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Figure 3.3: Reflection R, Transmission T and Trapping L (L for localised) as a
function of V0 and a fixed velocity v = 0.3 by solving Eq. 2.15. The lower picture
shows the section around the second TRL window. The well width 2a = 1 is kept
constant and we use A = 1 and g = −1. The same parameters are used throughout
the paper unless explicitly stated otherwise.

43



CHAPTER 3. BRIGHT SOLITON SCATTERING WITH
GROSS-PITAEVSKII

0

0.2

0.4

0.6

0.8

| ψ
 |2

-20 -10 0 10 20x
0

0.1
0.2
0.3
0.4
0.5

| ψ
 |2

V =5.2

V =6.5

0

0

radiation

Figure 3.4: The upper picture shows a snapshot of the condensate density at t = 77
for V0 = 5.2 where trapping is maximised in the second TRL window. One can
see the trapped mode in the first excited bound state (see text) and the radiation
which stabilises the trapped soliton. The lower picture shows partial trapping with
a reflected soliton at t = 65 and V0 = 6.5.
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Figure 3.5: Time and spatial dependence of the condensate density |ψ(x, t)|2 (nor-
malised to a maximum amplitude of 1) for four different V0 as in Fig. 3.3 but with
lbox = 40 The case of full reflection is shown in panel a) while the one for full
transmission is given in b). Furthermore, c) presents a fully trapped soliton while
in d) the case of partial trapping and reflection is shown (the additional reflection
towards the end comes from the hard wall boundary conditions).
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(μinitial = −0.5) in the time-dependent simulations. Specifically, NL,rel(V0) is given
by

NL,rel(V0) =
NE(V0, μ)

NS(μ)
(3.3)

where NE(V0, μ) is the normalisation constant (2.31) of the single-node stationary
solution of Eq. (2.15) with the chemical potential μ while NS(μ) is the normalisa-
tion of a free soliton with the same chemical potential. In the numerical procedure
V0 is changed iteratively to keep the chemical potential at the desired value. The
results for NL,rel(V0) can then be compared with the relative number of trapped
atoms L, obtained from the time-dependent simulations. Even for different para-
meters the agreement between both graphs is very good. Therefore, the trapped
part of the soliton in the time-dynamical simulations populates an eigenstate in
the well. These findings indicate that trapping is a resonant phenomenon with the
chemical potential being the parameter of primary relevance.

Another feature in Fig. 3.3 are the resonant transmission bands. They are
closely related to the above-barrier transmission resonances in the linear Schrödinger
equation, which is found from Eq. 2.15 for g = 0. There one can find an exact
solution for the transmission [130]

Tlin(V0) =

[
1 +

V 2
0

v2(v2 + 2V0)
sin2(2a

√
v2 + 2V0)

]−1

. (3.4)

In Fig. 3.7 we compare the transmission for g = 0 with the case of solitons at
g = −1 at different velocities v. For very high velocities both curves approach
each other. This is easily explained by the fact that the kinetic part in Eq. (2.15)
becomes much larger than the nonlinear term and therefore dominates the trans-
mission spectrum. Thus decreasing v smoothly increases the effects of the non-
linearity, in particular the formation of resonant transmission windows instead of
transmission resonance lines. But their positions remain the same, which means
that the nonlinearity just affects the shape of the transmission lines. Therefore, the
basic mechanism of above-well shape resonances known from the linear Schrödinger
equation remains valid for solitons.
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Figure 3.6: L(V0) (solid line) from the time-independent solutions and NL,rel(V0)
(dashed line) from the time-independent calculations around the second bound
state at V0 ≈ 5 for a fixed chemical potential μ = −1

2
. Both quantities show

similar behaviour, even for different potential width. In addition the bottom right
picture a similar agreement for calculations near the first bound state at small V0.
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Figure 3.7: Comparison of T for solitons (g = −1, solid line) with the analytical
solution Tlin(V0) [Eq. (3.4)] for linear waves (g = 0, dashed line). From top to
bottom we increased vinitial of the incoming soliton. For increasing velocities the
kinetic term in the Gross-Pitaevskii equation becomes dominant, and therefore
both curves approach each other.
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3.3 Variational analysis

3.3.1 Two-mode model

Goodman et al. [63] studied soliton-defect interactions by simple two-mode models
featuring a mobile soliton and a localised (trapped) mode. Here we extend this
approach by including a so-called breathing mode for the trapped soliton which
allows for an oscillation of the soliton width over time.

We approximate the well by an attractive delta potential, defined as

V (x) = −δ(x)V0 (3.5)

with V0 > 0. With this simplification there is exactly one linear bound state for all
potential depths. Therefore, we use an ansatz that splits the total wave function

ψ = ψs + ψt. (3.6)

into a free soliton (see Eq. 2.30)

ψs = Assech(Asx−Qs)e
iΦseiVsx (3.7)

and a trapped part

ψt = Atsech(x/at)e
iΦteiσt log [cosh(x/at)] (3.8)

that models a nonlinear mode that is localised at the well. Here we assume that,
for small values of V0, the trapped soliton solution can be approximated by a free
stationary soliton with a particular form of a chirping term log [cosh(x/at)], which
is capable of describing breathing modes. This can be used as a substitute for
radiation effects which should allow the soliton to be trapped as the chirping term
can transfer kinetic energy into another form of excitation. The choice for this
particular form of the chirping term is consistent with Ref. [62] where it has been
shown to be suitable for soliton scattering. The system’s Lagrangian is given by
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L =

ˆ ∞

−∞
dx

{
i

2

(
ψ† ∂

∂t
ψ − ψ

∂

∂t
ψ†
)
− 1

2

∣∣∣∣ ∂∂xψ
∣∣∣∣2 + 1

2
|ψ|4 − V (x) |ψ|2

}
.

This Lagrangian can not be integrated analytically due to cross terms in the in-
tegrand. However, it has been suggested to neglect all cross terms that are not
connected to the delta function [63]. This can be partly justified because typ-
ically those cross terms are highly oscillatory. Therefore they can be considered
to be much smaller than the other terms after the integration. Brief numerical
calculations seem to verify this assumption. That leads us to the approximate
Lagrangian, which is given by

L ≈ −2A2
tatΦ̇t − 2A2

tatσ̇t(2− log(4)) + 2A2
t ȧtσt − 1

3

A2
t

at
(1 + σ2

t ) +
2

3
A4

tat

−2AsΦ̇s − 2V̇sQs +
1

3
A3

s − AsV
2
s

+V0

{
A2

t + A2
ssech

2(Qs) + 2AtAssech(Qs) cos(Φs − Φt)
}
. (3.9)

To obtain the equations of motion one has to solve the Euler-Lagrange equa-
tions

d

dt

(
∂L

∂q̇i

)
=

∂L

∂qi
(3.10)

for qi = As,Φs, Qs, Vs, At,Φt, at, σt.

50



3.3. VARIATIONAL ANALYSIS

This leads to

d

dt
As = V0AsAtsech(Qs) sin(Φs − Φt)

d

dt
Φs =

1

2
(A2

s − V 2
s ) + V0

[
Assech

2(Qs) + Atsech(Qs) cos(Φs − Φt)
]

d

dt
Qs = AsVs

d

dt
Vs = −V0

[
A2

ssech
2(Qs)tanh(Qs) + AsAtsech(Qs)tanh(Qs) cos(Φs − Φt)

]
d

dt
at =

σt

3at
+ (2− log(4))

V0

At

Assech(Qs) sin(Φs − Φt)

d

dt
σt =

1

3a2t
(1 + σ2)− A2

t

3
− V0

2at
+

V0

2Atat
Assech(Qs) [2σt sin(Φs − Φt)− cos(Φs − Φt)]

d

dt
Φt = −σ̇t(2− log(4)) +

ȧtσt

at
− 1

6a2t
(1 + σ2

t ) +
2

3
A2

t

+
V0

2Atat
[At + Assech(Qs) sin(Φs − Φt)] . (3.11)

Two of these eight dynamical variables can be eliminated due to conservation
laws. Hence, the amplitude At can be found from the normalisation of the wave
function

N0 = 2As + 2A2
tat, (3.12)

since N0 is a constant of the motion. We obtain

At =

√N0

2
− As

at
. (3.13)

Furthermore, it is not necessary to calculate Φt and Φs separately as the only
interesting and physically important property is the phase difference

ΔΦ = Φt − Φs. (3.14)

We note that the total phase Φt + Φs has a trivial time dependence since it is
canonically conjugate to the total energy (Hamiltonian), which is a another con-
stant of motion. This way the problem to solve consists of six coupled first-order
ordinary differential equations.
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Figure 3.8: The phase difference ΔΦ for different potential depths and for the time
when the incoming soliton reaches the quantum well at t ≈ 30 [see Eq. (3.11)].
The solid line and the dotted line show clearly a phase difference close to 0. This
is where transmission and trapping occurs respectively. An example for reflection
with a turning point at t ≈ 29 is given by the dashed line where ΔΦ ≈ ±π.

3.3.2 Numerical results

This ansatz allows us to calculate the time dynamics of a soliton without solving
the Gross-Pitaevskii equation directly. But, of course, this is still a very simple
approximation and thus the results are not expected to be as accurate as the GP
results. However, they can give further insight into the mechanism involved. As
in the previous section, the initial velocity is set to vinitial = 0.3 and the initial
position of the soliton is Qs = −10. We choose physically reasonable, small initial
values for the parameters of the trapped mode (At = 10−4 and at = 10−2) in order
to avoid numerical divergences. Furthermore, we use ΔΦ = 0 at t = 0, yet we find
that the results are not dependent on this initial choice.

Fig. 3.8 shows the phase difference ΔΦ for different V0 during the scattering pro-
cess. For V0 = 0.2 the soliton is being transmitted and we find ΔΦ � 1. Increasing
the potential depth to V0 = 0.5 results in (partial) trapping and ΔΦ � 1 while
for a even larger V0 = 2 there is full reflection (ΔΦ ≈ ±π). From Eq. (3.11) we
can see that the time dependence of the velocity Vs strongly depends on cos(ΔΦ).
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Figure 3.9: Results for soliton scattering on a quantum well from the collective
coordinate Eq. (3.11). From top to bottom: Reflection R and transmission T
versus V0, the total trapping Ltotal, fraction Lt in the trapping mode, fraction Ls

in the soliton mode as a function of the potential depth V0.
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At all times we find that for a small phase difference the velocity does not change
sign for all times, and therefore the soliton is transmitted or gets trapped. In the
other case of ΔΦ ≈ ±π the soliton is reflected from the well as the sign of the
velocity can change. The reason for either trapping or transmission, however, is
found in the potential depth that determines how fast the trapped mode can be
populated, i.e. large values for V0 result in a faster population as can been seen
in Eq. (3.11) for Ȧs and ȧt. Therefore, we can find a band between the reflection
and the transmission regime where trapping can occur.

It is a well-known feature of collisions between bright solitons that a π-phase
difference induces repulsion [131]. Further discussions can be found in Ref. [66]. In
particular π-phase difference avoids trapping. Conversely, a resonant process with
a small phase difference is responsible for the population of the trapped mode.
This is consistent with the findings of the previous section where trapping was
described as a resonant process.

To complete the comparison with the previous section, Fig. 3.9 shows the re-
flection R, trapping L and transmission T as a function of the potential depth
V0. We see similar features as in Fig 3.3. For very small V0 the soliton is almost
completely transmitted (Fig. 3.10a) while for large V0 full reflection (Fig. 3.10e)
is observed. In-between both of these regimes we find a more complicated and
interesting behaviour. Most of the time partial trapping of the soliton is observed
after the scattering event. Furthermore, we find two different forms of trapping. In
the first case, the trapping mode is populated by the incoming soliton as expected,
while the remaining fraction in the soliton mode is moving away from the well to
either positive or negative infinity (see Fig. 3.10b and 3.10c). In addition, another
kind of trapping can be observed. In this situation the soliton mode oscillates
around the delta potential (Fig. 3.10d). According to the numerical simulations
this is the only event when full trapping occurs.

We conclude that the basic ideas from the previous section are still valid: For
small V0 there is full transmission, then (partial) trapping and for very large V0

the soliton reflects completely.
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Figure 3.10: Condensate density as a function of time as a result of solving
Eqs. (3.11), analogous to Fig. 3.5. For V0 = 0.2 panel a) shows the typical situation
of a fully transmitted soliton. Partial trapping at V0 = 0.7 is shown in b). Panels
c) and d) present the cases for V0 = 0.38 and V0 = 0.78. In c) the soliton is being
trapped by population of the trapped mode. The soliton sloshes around the well
for d) while populating the soliton mode only. The last plot for V0 = 1.75 shows
the whole soliton being completely reflected.
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3.4 The trapping process

3.4.1 Analytical model

In order to study the role of energy conservation and radiation in the trapping
process more closely, we consider the GP energy functional [46]

E[ψ(x)] =

ˆ
dx

[
1

2

∣∣∣∣ ∂∂xψ(x)
∣∣∣∣2 + V (x)|ψ(x)|2 + g

2
|ψ(x)|4

]
. (3.15)

We split this energy into different energy terms

E[ψ] = Ed
kin + Ev

kin + Eint. (3.16)

These are defined as

Ed
kin ≡

ˆ
dx

[
1

2

∣∣∣∣∂|ψ(x)|∂x

∣∣∣∣2
]

Ev
kin ≡

ˆ
dx

[
1

2

∣∣∣∣|ψ(x)| ∂∂x exp[iθ(x, t)]

∣∣∣∣2
]

Eint ≡
ˆ

dx
[g
2
|ψ(x)|4

]
(3.17)

with ψ(x) = |ψ(x)| exp[iθ(x, t)]. The first term gives the contribution to the
kinetic energy from the density variations (Ed

kin) while the second term represents
a contribution from the phase gradient (Ev

kin), which is connected to the superfluid
velocity (see Eq. 2.14). Eint is the interaction energy. Specifically for the soliton
solution ψs from Eq. (2.30) we find

Ed
kin =

1

3

√−gA3, Ev
kin =

A√−g
v2, Eint = −2

3

√−gA3 (3.18)

and hence for the total energy

E[ψs] = −
√−g

3
A3 +

A√−g
v2. (3.19)
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Figure 3.11: Transmission Trel(V0) = T (V0)/T (4.85) and velocity contribution to
the kinetic energy Ev

kin,rel(V0) = Ev
kin(V0)/E

v
kin(4.85) relative to the values at V0 =

4.85 where transmission is maximal. As the transmitted fraction of the incoming
soliton decreases for deeper wells, so does its velocity vt.

In particular, we find the universal ratio

Eint

Ed
kin

= −2 (3.20)

for a soliton solution. If this ratio differs from −2 we know that the wave function
can not have the same form as the soliton solution.

We now show that radiation loss during a scattering event leads to a decreased
velocity due to energy conservation. We consider a soliton (2.15) with initial
velocity vi that, during a collision event, suffers a small loss in amplitude due
to ’radiation’, i.e. small amplitude waves spreading away from the soliton. The
amplitude is reduced by the effect of radiation to At = A − ε with 0 < ε � A.
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Figure 3.12: Time dynamics of different kinetic and interaction energies for the
transmitted part of the soliton for V0 = 4.9 (solid line) and V0 = 5.1 (dashed line)
well after the collision (t ≈ 45)). The soliton undergoes breathing oscillations
after the scattering process that can be identified as oscillations in the energy. For
deeper wells Ev

kin becomes smaller, i.e. the velocity of the transmitted soliton vt is
smaller.
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Figure 3.13: Logarithmic density plot of the condensate for different times at
V0 = 4.9. A reflected component (radiation) is clearly visible.
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Figure 3.14: Logarithmic density plot of the condensate for different times at
V0 = 5.1. Compared to Fig. 3.13 the reflected part is clearly larger.
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Figure 3.15: Time dynamics of different kinetic and interaction energies for the
reflected part of the soliton for V0 = 4.9 and V0 = 5.1. The ratio

∣∣Eint/E
d
kin

∣∣ � 1
is different to what one expects from a soliton. As the interaction energy is small
the reflected part is mainly radiation. This is only valid in the regime where
the soliton is almost fully transmitted or fully trapped. Once the reflected part
becomes larger, the ratio becomes

∣∣Eint/E
d
kin

∣∣ = 2 again.
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Figure 3.16: The plot shows the maximum fraction of atoms Lmax that can be
trapped around the second transmission resonance. Lmax drops significantly with
increasing velocity vi as proposed by Eq. (3.21).

The energy of the transmitted soliton travelling with velocity vt is given by

Et[ψ] = −
√−g

3
(A− ε)3 +

(A− ε)√−g
v2t

=

[
−
√−g

3
A3 +

A√−g
v2i

]
+
√−gA2ε

− A√−g
v2i ε+

2A√−g
viδv +O(ε2) +O(δv2), (3.21)

where the result has been linearised in ε and δv ≡ vt − vi. Identifying the term in
square brackets as the energy of the initial soliton and assuming that radiation loss
carries away a positive amount of energy (since the only negative contributions to
energy could come from the negative nonlinear term, which is negligible for small
densities), we realise that the linear term in Eq. (3.21) must be negative due to
energy conservation. For v2i < −gA (which is the case in our simulations), we can
derive the relation

vt ≤ vi +
vi
2
ε− −gA

2vi
ε < vi (3.22)
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since ε > 0. The slowing down of solitons after the collision can be seen in
Fig. 3.11, which compares the velocity part of the kinetic energy Ev

kin ∝ v2t to
the transmission.

The same parameters are used as in Fig. 3.3, where the transmission window
was found between V0 = 4.85 and V0 = 5.2. Fig. 3.11 shows that a small change in
the transmission (≈ 5%) results in a strong decrease of the transmitted soliton’s
velocity vt (≈ 70%). Extrapolating Eq. (3.22) beyond the regime of small ε we
find that

ε ≈
(−gA

2v2i
− 1

2

)−1

(3.23)

leads to vt ≈ 0, which allows the soliton to be trapped in the well.

For vi >
√

−g
2
(1 + A/2)−1A we find that the right hand side of Eq. (3.22) is

always positive as ε ≤ A. Therefore, we expect that trapping is reduced until it
vanishes for very high velocities vi when kinetic energy dominates over nonlinear
energy contributions. Then the system becomes approximately linear and can be
approximated by a non-interacting system of particles see (Fig. 3.7).

In Figs. 3.11-3.15 we show results for the energy contributions after the soliton-
well collision. In particular, Fig. 3.12 gives energy contributions of the transmitted
part of the soliton after the collision. There we can find that Eint

Ed
kin

≈ −2. The curves
show oscillations in energy which can be explained due to breathing excitations of
the soliton after the collision with the well. In the bottom panel Ev

kin is given for
two V0. We find again that the velocity vt decreases for larger V0.

Pictures of the condensate density for different times are given in Figs. 3.13
and 3.14. The incoming soliton transmits almost completely through the well,
only a small portion is reflected and can be described as radiation. Furthermore,
both figures show once more that the radiation increases for deeper wells, i.e. the
transmitted fraction is reduced.

Next, we look at the reflected part in Fig. 3.15. There the ratio between
interaction and the density contribution to the kinetic energy is∣∣∣∣Eint

Ed
kin

∣∣∣∣ � 1. (3.24)

Comparing to Eq. (3.20) this clearly indicates that the reflected part in this regime
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Figure 3.17: Density plot for V0 = 5.182 in a) and V0 = 5.183 in b) (lbox = 40).
In part a) the soliton decelerates and remains at the edges of the well before it
continues to move to the right hand side. In b) the soliton slows down and remains
at the edges of the well before it moves back to get trapped by the well.

is not soliton-like. Instead, the almost vanishing absolute value for the interaction
term shows that the main contribution, the kinetic energy, is being carried by
radiation as proposed in [66].

The findings in this section help to understand the finite width of the transmis-
sion bands that we found in Sec. 3.2. If vi decreases the width of the transmission
bands decreases as well, because less radiation is needed to trap the soliton.

We illustrate the transmission and trapping behaviour at the critical point for
V0 in Figure 3.17.

Furthermore, we want to note that strictly speaking trapping is not a resonant
elastic process. The reflected small amplitude waves with positive kinetic energy
are clearly responsible for the trapping. Therefore, trapping is actually a “resonant
energy loss” process.

3.4.2 Temporal trapping

In addition to the trapping process described above, there is a second mechanism
to trap a soliton which is similar to the temporary trapping of a linear wave
packet. It occurs at the boundary between reflection and transmission regions
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Figure 3.18: Time delay of the soliton due to the existence of the potential well
(solid line). These are results for the simulations in Sec. 3.2. Near the transition
point from full reflection to full transmission (left vertical dashed line) the time
delay, given by Eq. (3.25), increases very fast and becomes very large. This means
the soliton remains in the vicinity of the trap on a very long time scale. Within
the transmission region it decreases again until the trapping mechanism kicks in
(right vertical dashed line). This picture for the nonlinear regime differs from the
analytically calculated time delay for the linear case (dashed-dotted line) not only
in the position and value of its maximum but also for the non-existent negative
time delay (right of the dotted vertical line).
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Figure 3.19: Density plot for V0 = 4.842 (lbox = 40). The soliton decelerates and
more than 99% of the initial soliton is trapped for a long time period (see also
Fig. 3.18). This is connected to a temporary trapping of a linear wave packet.

where radiation is negligible. For this situation we find that the soliton remains
in the well for some time td until it reflects. We can measure this time delay td as
the time the centre of mass reaches the centre of the well for the first time until
it leaves the centre again. Furthermore, we see that by carefully adjusting the
potential depth, td can be large enough to observe a temporary trapped soliton in
experiments. Fig. 3.18 shows the delay of the soliton during the transition through
the well. It is remarkable that the whole soliton can be trapped with negligible
losses due to radiation (> 99%). The losses are indeed much smaller than for
the first trapping mechanism described before. The time evolution of the density
given in Fig. 3.19 shows an example of the temporal trapping of the soliton. This
delay within the well is analogous to the interaction free case for a travelling wave
packet with velocity v towards a well. There, an analytical expression for the time
delay is known [130] as

tlind =
∂

∂E

[
arctan

(
1

2

√
E√

E + V0

tan
(√

2(E + V0

))]
E=v2/2

, (3.25)
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which is shown in Fig. 3.18. This delay can be explained as a temporary trapping of
the linear wave packet. During the time the soliton is trapped, it oscillates between
both ends of the well before it escapes again. However, due to the nonlinearity, the
position and the value for the maximum time delay differ significantly from the
linear case. Furthermore, the time delay of Eq. (3.25) becomes negative, which
happens if the quantum well is deep enough to turn a quasi-bound state into
a bound state which is in contrast to the nonlinear case. One should however
note that in the linear case about 42% of the wave packet reflects at the point of
maximal time delay. For smaller velocities this value seems to converge towards
50%. In addition, the maximum time delay for the linear case lies well below the
one for the nonlinear case, where it seems to diverge at the critical value for V0.
Therefore, the connection to the nonlinear case remains unclear and needs further
investigations that go beyond the scope of this work.

We want to remark that, although this would be an elegant way for lossless
trapping of a soliton, Fig. 3.18 also shows that the potential depth associated with
a long delay time has to be chosen very accurately. Therefore this type of trapping
is harder to realise and to observe experimentally. In a BEC experiment with a
small enough number of atoms it should be expected that superposition states will
occur in this region [28]. Hence, the other trapping method is favourable when it
comes to experiments, even though one has to take into account minor losses.

3.5 Probing energy levels

Trapping of a soliton is sensitive to bound states in the well. Data presented in
the previous sections has already suggested that trapping results from a resonant
interaction of the soliton with a stationary defect mode. The relevant energy scale
is the soliton’s chemical potential. By exploiting this resonant relationship, we
are able to extract the bound-state energy by analysing soliton scattering data.
We proceed by comparing the scaled particle number of nonlinear bound state
solutions with the trapped component after scattering a soliton with the same
chemical potential.

In this section we model the defect as an attractive delta potential V (x) =

−V0δ(x), which has only one bound state at Eb = −V 2
0 /2. We solve Eq. (2.15) for
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g = −1 with a soliton initial wave function (2.30). We vary the amplitude A and
thus the chemical potential μ = gA2/2. After the soliton has been scattered, we
integrate the scaled particle number NL =

´ b

−b
|ψ|2dx of the trapped component

(choosing b such as to capture at least 99% of the initial soliton’s normalisation).
In Fig. 3.20 we compare this data with the normalisation NS =

´ |φ|2dx of a
stationary localised solution ψ(x, t) = φ(x) exp(iμSt) of Eq. (2.15) with the same
chemical potential μS = μ. We find the analytical expression

NS = 2
(√

−2μ− V0

)
, (3.26)

as seen in Fig. 3.20. The energy Eb of the linear bound state [of Eq. (2.15) with
g = 0] is found at the intersection of the line with the μ axis, i.e., Eb = μ at
NS = 0.

As expected, trapping is observed in the time-dependent simulation only for
μ � Eb (Figs. 3.20 and 3.21) with the scaled particle number increasing for decreas-
ing μ, roughly following Eq. (3.26). As seen in Fig. 3.20, the trapped component
is systematically about 20% larger than expected from the exact stationary solu-
tion. We have verified that the final state of the trapped component in the time-
dependent simulations corresponds to a stationary solution with further reduced
chemical potential compared to the initial μ. This behaviour can not be explained
yet because of non-trivial time-dependent variations from nonlinear effects. We
hope that in the future new methods make a systematic study of the differences
in trapping accessible. Fortunately, we obtained enough important information
from recording the trapped component as a function of μ to allows us to locate
the bound-state energy Eb.

In Fig. 3.21 we have plotted the trapped component as a function of the soliton’s
initial chemical potential μ for different trapping potentials. Least square fits of
the data (for convenience only data points with NL > 0.003 were included) to the
functional form Nfit = α

√
β − μ, where α and β have to be determined. This fit

provides estimates β for the bound state energy Eb = μ.

We expect that bound state energy levels of narrow potential wells of more
general shape than the one studied here could be probed experimentally by scat-
tering bright solitons using this scheme. For defects with more than a single linear
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Figure 3.20: The scaled number of trapped atoms NL versus μ from time-
dependent simulations of Eq. (2.15) is compared with NS(μ) for stationary solu-
tions from Eq. (3.26). Stationary solutions were also found with our numerical
code for checking numerical accuracy. Results taken over a range of initial velo-
cities vi show a consistent picture. The most significant deviations occur at the
onset of trapping around the location of the linear bound state at Eb = μ = −0.5.
This feature is most clearly distinguished for the smallest velocities.
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Figure 3.21: Scaled particle number of the trapped component NL versusμ after
soliton-defect scattering as in Fig. 3.20 for different values of the defect strength
V0. Short vertical lines indicate the energy of the bound state Eb for each of the
values of V0. Square-root fits (as explained in the text) provide estimates β for
Eb from the scattering data. Values for β found are -0.120, -0.505, -1.12, -1.97,
-3.08, -4.43, which correspond to the analytical values for Eb given by -0.125, -0.5,
-1.125, -2, -3.125, -4.5, respectively.

69



CHAPTER 3. BRIGHT SOLITON SCATTERING WITH
GROSS-PITAEVSKII

bound state, we expect that only the least strongly bound one can be detected in
this manner. This is supported by the results of Sec. 3.2 that were obtained with
a well with multiple bound states.

3.6 Summary

In this chapter we investigated the scattering of a bright matter-wave soliton on
a narrow linear defect within the mean-field Gross-Pitaevskii approach. We con-
sidered the regime of solitons with small velocity such that nonlinear energy scales
dominate over the kinetic energy. From numerical simulations shown in Sec. 3.2, we
found that solitons can be reflected, transmitted and trapped, which is strongly
influenced by the energy level structure of the defect. This is analogous to the
single-particle case, where the solutions of the linear Schrödinger equation show
that a coupling of the incoming wave with (quasi-) bound states in the well lead
to partial transmission and reflection. However, in contrast to the scattering of
linear waves, the transitions between minimal and maximal transmission are not
smooth, but we found that the nonlinear interactions lead to abrupt changes in
the transmission instead. Even more importantly, part of the incoming soliton can
now be trapped above the well by populating bound states or nonlinear localised
modes in the well. The mature of these resonant processes were verified in Sec. 3.3
by solving a variational collective-coordinate two-mode model, which shows that
the soliton transmits or is trapped once the eigenfrequency of the incoming soliton
is in resonance with a bound state.

In addition, we derived an analytical expression in Sec. 3.4 to describe the trap-
ping as a consequence of radiation of matter. The requirement of energy conserva-
tion then ultimately leads to the conclusion that the transmitted soliton’s velocity
decreases for increasing radiation which eventually leads to trapping. Therefore,
during the trapping process occurs both, a resonant energy transfer to a bound
state as well as a resonant energy loss process.

At last, an application for our findings was proposed for an experimental prob-
ing mechanism to find bound states of an unknown localised potential well.
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The important thing is not to
stop questioning. Curiosity
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Albert Einstein 4
MCTDH - simple improvements due to

rescaling of the interaction

When tuning the interactions from weak to strong in a one-dimensional system,
the bosons undergo a crossover from a Bose-Einstein condensate to the fermionised
and strongly correlated Tonks-Girardeau (TG) gas (see Sec. 2.4.1). This system
is well suited to benchmark computational many-body methods as exact results
are available from integrable models in the limits of infinite interactions (TG)
or a vanishing external potential (Lieb-Liniger model, see Sec. 2.4.2). Previous
calculations of the ground state with exact diagonalisation in a fixed product
basis [82, 132, 133] and with the MCTDH method [134, 135] have shown that for
finite values of the interaction strength the results give a reasonable approximation
of the completely fermionised state, which in exact theory is only reached for
infinite interaction. Our calculations with the MCTDH method show that larger
values of the interaction produce worse results in the calculation for the energy
and lead to spuriously enhanced density oscillations.

This is due to the previously mentioned methods using a truncated Hilbert
space. This leads to errors, and therefore elaborate schemes have previously been
developed to generate effective Hamiltonians that remove this problem. However,
these techniques are cumbersome and require careful application [31, 136–139]. A
simpler, yet powerful method is desirable to accurately describe different interact-
ing regimes for a variety of applications [140–143]. Here we present a rescaling
method that increases the accuracy or decreases the required Hilbert space by
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mapping the interaction in the simulations to the physical interaction. This ap-
proach is closely related to the known renormalisation of the two-body T matrix
but extends this method into the strongly-interacting regime. Therefore, numerical
simulations can be sped up and used to approach previously inaccessible regimes
and systems.

Sec. 4.1 of this chapter studies the convergence properties and errors for calcula-
tions on a bosonic system with MCTDH (see Sec. 2.6). In Sec. 4.2 we demonstrate
how the rescaling of the contact interaction can preserve the low-lying energy spec-
trum and long-wavelength structure of wave functions in one-dimensional systems.
Its analytic expression is found for a two-particle system. Furthermore, we com-
pare finite Hilbert-space calculations and exact results, obtained in the strongly
interacting regime for up to five particles, and show that rescaling can signific-
antly improve the accuracy of numerical calculations in harmonic and double-well
confinements. In addition to ground-state energies, the low-lying excitation spec-
trum, density profile and correlation functions are studied. This shows that time-
dynamical simulations can make use of the rescaling as well. An article on the
results in Sec. 4.2 was published as Ref. [95].

4.1 Convergence studies

In this section we present studies on N = 3 bosons in a one-dimensional ring of
length L using the Heidelberg MCTDH package [91]. The observables are scaled
according to z̃ = L and Ẽ = E0 = 2π2

�
2/(mL2) (see Sec. 2.3). Here, E0 is the

energy of the first excited state for a single particle in the ring and x = z/z̃ ∈ [0, 1]

(for the spatial coordinate z).
As already stated in 2.6, MCTDH is capable of simulating any kind of inter-

action potential between particles. However, unlike MCTDHB/QiwiB, there is no
direct implementation of the specific contact interaction V (x) = gδ(x). Instead,
it is approximated by a Gaussian function, which is given by

δσ(x) =
1√
2πσ

e−x2/2σ2

. (4.1)

Here, σ determines the width of the Gaussian function. For σ → 0 the Gaussian
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Figure 4.1: Top panel: This plot shows the total CPU time as a function of the
number of single-particle functions M for Ng = 256, g = 5.093 and σ = 0.05. For
the system under investigation a cubic dependence is found which highly limits
the choice of M .
Bottom Panel: This plot shows the total CPU time tCPU as a function of the
number of grid points Ng for M = 18, g = 5.093 and σ = 0.05. For the system
under investigation a cubic dependence is found which highly limits the number
of grid points that can be used.
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function δσ converges to δ(x). This approximation imposes inaccuracies. To obtain
a reasonable approximation δσ has to be short-ranged compared to the system’s
spatial extension but also larger than the grid spacing Δgrid = 1/Ng to be smoothly
represented. The latter is necessary to avoid convergence problems arising from
the specific numerical implementation of the MCTDH equations in the Heidelberg
MCTDH program package. Ng is the number of grid points in the discrete variable
representation (DVR) [144] as implemented in the Heidelberg MCTDH package.
The mean inter-particle distance 1/n, where n is the average density of particles,
further restricts the choice of σ. However, it can be safely assumed that δσ(x)

properly emulates δ(x) if σ is chosen to be smaller than the 1D scattering length.
However, this constraint is not as important as the other two. Mathematically the
constraints can be summarised as [90]

σ � 1/n

σ � Δg = 1/Ng

(σ � 2/|g|) (4.2)

Hence, we have performed several convergence studies for three bosons in a one-
dimensional ring to ensure the validity of our simulations.

For all the simulations in this section we used the plane wave fast Fourier
transform (FFT) DVR which is equivalent to a spatial grid representation with
equidistant grid points. We also performed an improved relaxation scheme to
the ground-state solution via the implemented Davidson integrator (DAV) (see
Ref. [89, 90] and App. B.3.3). We note, that other integration methods exist
that are implemented into the Heidelberg MCTDH package, such as RDAV and
RRDAV. They can be applied to real Hamiltonians only, but allow for a much lar-
ger number of single-particle function. However, for the real-time time-dependent
simulations of the problems presented in this section the nonlinear terms in the
equations of motion create a hermitian Hamiltonian. Therefore, we used the com-
plex DAV integrator for the convergence studies to be able to generalise our results
to the time-dependent case. For the propagation of the single-particle functions
the built-in 8th order Runge-Kutta method has been used (see appendix B.1). The
error estimate for the MCTDH propagators are chosen to be considerably small
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Figure 4.2: Relative energy difference (E − ELL)/ELL shown for a range of g for
Ng = 256 and σ = 0.05. Clearly, for large values of M the accuracy of the simula-
tions improves. At increasing values of g it is expected that the curves converge.
Instead, the left graph shows an enhanced increase of the energy difference for
g � 100. This can be explained by the stronger effect of the finite width of the
Gaussian function which was used to model a contact potential. For large g this
interaction potential is no longer a good approximation of a delta function and the
particles see a smoothly but already strongly increasing potential at non-zero in-
terparticle distances which leads to higher energies. Furthermore, the right graph
demonstrates that the convergence is very slow with respect to M .

(∼ 10−9).

4.1.1 Discussion on CPU times

The total CPU time until convergence of the simulations is reached is highly de-
pendent on several factors: The number of single-particle functions M , the number
of grid points Ng for the DVR basis and the number of particles. Here, conver-
gence of the ground-state calculations is reached when the change in total energy
is less than 10−7. We already mentioned how the Hilbert space scales as a function
of the number of particles. In this section we only focus on M and Ng, while we
will briefly discuss the dependence on N in chapter 5. Increasing the number of
single-particle functions increases not only the total number of grid points for the
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whole system, Ng ·M , but also the size of the Hilbert space, MN . The results in
the top panel of Fig. 4.1 confirm that for Ng = 256 and N = 3, the total CPU time
tCPU mainly depends on the size of the Hilbert space ∝ M3. However, simulations
for M = 25 already take 70 times longer until converged than M = 6 and almost
five times longer than M = 15. Another aspect not mentioned yet is that a lar-
ger Hilbert space also demands more computer memory. The maximum amount
available in today’s computer generation is finite and in addition its bandwidth is
limited as well. Taking all this into account we are clearly limited with our choice
of M .

A larger number of grid points is needed to improve the interaction potential
in Eq. (4.2) to accurately approximate a contact δ-potential. From the bottom
panel in Fig. 4.1 we find that tCPU for varying Ng shows an unfavourable scaling
of tCPU ∼ N3

g .

4.1.2 Convergence with respect to the number of single-

particle functions

Fig. 4.2 gives an overview of the relative energy difference (E − ELL)/ELL for
different M . ELL is the exact many-body ground-state energy from the Lieb-
Liniger theory in Sec. 2.4.2a. Clearly, for large values of g, when the system enters
the TG regime and starts to fermionise, the errors become very large, up to 30%

for M = 6. The shapes of the curves, however, seem to be independent of M ,
increasing from almost zero for small nonlinearities until they reach a plateau
for larger values of g. We also find an additional increase for extremely large
g. This behaviour has two main sources: First of all the finite width of the
Gaussian interaction potential becomes important and numerical convergence of
the calculations is not guaranteed anymore. Therefore, the results might become
unphysical in this regime. For Fig. 4.2b we studied the convergence of (E −
ELL)/ELL with regards to M for different interaction strengths. It is obvious
from the graph that the MCTDH results converge towards the exact Lieb-Liniger
results. Secondly, the convergence is very slow for increasing M . This makes it
particularly hard to study properties that rely on high accuracy. In Sec. 4.2 we
discuss the problem of finite M , i.e. finite Hilbert space, and propose a solution
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Figure 4.3: Relative energy difference (E −ELL)/ELL vs g (a), M (b) and Ng (c)
for M = 18 and σ = 0.05. As expected, the energy difference shown in a) becomes
larger for increasing interaction as a larger Hilbert space is needed to describe
the many-body state. The differences between the energies for different Ng are
small and only for Ng = 64 the curve is clearly distinguishable from the others.
Plot b) shows a the differences between the energies compared to the ground-state
energy for Ng = 1024 on a logarithmic scale. It is remarkable that for a grid with
Ng = 128 the energy difference to the Ng = 1024 case is of the order of O(10−7).
This is comparable to the overall accuracy in our calculations. Furthermore, plot
b) again demonstrates that a small number of grid points is sufficient for accurate
results as the graphs flatten out very quickly.
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by rescaling the interaction.

4.1.3 Convergence with respect to the number of grid points

For the simple problem of three bosons in a ring, presented in this section, we
find a small value of Ng to be sufficient (see Fig. 4.3). In Fig. 4.3 the relative
energy difference does not change significantly for a large range of g. Only for very
small grid point numbers, i.e. Ng = 64, the results become much worse compared
to smaller grid spacings. However, the difference is only 1 − 2%, and therefore
Ng = 64 can be considered to be large enough to give accurate results. In Fig. 4.3,
however, the differences become more distinct. The graph shows that an increase
from Ng = 64 to Ng = 81 gives one order of magnitude higher accuracy. We chose
Ng = 256 for the calculations in this section because more grid points do not give a
considerable improvement and the time tCPU for the numerical calculations is still
feasible. Overall, the effect of the grid spacing on the results is negligible compared
to the restrictions given by truncation of the Hilbert space. Fig. 4.3 supports the
previous finding, showing that the relative energy only weakly depends on Ng > 64.

4.1.4 Convergence with respect to the width of the interac-

tion potential

We studied how the results are related to the finite width σ of the Gaussian function
in Eq. (4.1). In Fig. 4.4 the convergence of the relative energy for different σ has
carefully been investigated. It is obvious from the graphs that large interactions
worsen the results dramatically for large values of σ. However, we find that a value
of σ = 0.05 already gives accurate results, differing only by ∼ 1% compared to
σ = 0.025 for interactions strengths up to g = 40. We find that for these values
of σ, the major source for the energy difference with respect to the exact energy
originates from the truncation of the Hilbert space. Smaller values of σ would
demand a smaller grid spacing and, hence, a larger number of grid points. This
is, however, numerically not feasible for simulations on large time scales.
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Figure 4.4: Relative energy difference (E − ELL)/ELL as a function of g (a) and
σ (b) for M = 18 and Ng = 256. Smaller values of σ guarantee smaller energy
differences. Also, the for large interactions and to large σ the energy differences
become larger. However, results for σ = 0.025 and σ = 0.05 are near very close up
to g = 40.

4.1.5 Conclusion

It has been shown that several factors have to be considered restrict the errors in
our numerical simulations to a minimum. A reduced Hilbert space, i.e. finite value
of M , is the major contribution to the errors. The dependence on the number of
grid points and the width of the Gaussian function, used to approximate a contact
potential, are negligible for the problems in this section. However, the next section
introduces a simple and efficient method to reduce the errors by rescaling of the
interaction.

4.2 Rescaling of the interaction

4.2.1 Theoretical background

The purpose of the work presented in this chapter is to improve the approximations
for a given, finite, basis-set expansion (see Sec. 2.6.1) and to find improvements
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Figure 4.5: Ground-state energies for two interacting bosons in a periodic box
before (lines) and after (symbols) rescaling according to Eqs. (4.9) and (4.13)
compared with the exact (Lieb-Liniger) energy (solid line). The calculated energies
have been obtained via exact diagonalisation of the truncated Hamiltonian matrix
with different numbers of modes M . Clearly, rescaling of the interaction reduces
the errors in the energies significantly.

on the slow convergence of our simulation as shown in the inset of Fig. 4.6. While
previous works have explored elaborate procedures to approximate an effective
finite Hamiltonian with the exact eigenvalues Eν [136–139], we show that it is
possible to obtain significant improvements by simply rescaling the interaction
parameter g.

4.2.1.1 Two particles on a ring

For two particles without external potential an analytic expression for the rescaled
interaction constant g̃ can be found that reproduces the correct ground-state en-
ergy and the Fourier components of the wave function up to a cutoff. The rescaling
procedure is thus exact for this case. Consider N = 2 bosons in a one-dimensional
box with length L and periodic boundary conditions. We again use dimensionless
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equations by setting x = z/L, E = ε/E0 and g = g1D/E0L for the first excited
single-particle energy E0 = 2π2

�
2/(mL2). This model might be realised with ul-

tracold atoms in a tightly focussed ring trap. The Hamiltonian (2.37) simplifies
to

H2p = −1

2

(
∂2

∂x2
1

+
∂2

∂x2
2

)
+ gδ(x1 − x2) (4.3)

where xi is the spatial coordinate of atom i and g the physical interaction strength.
A finite basis-set expansion for this system is

ψ(x1, x2) =

(M−1)/2∑
k1,k2=−(M−1)/2

Ck1,k2e
i2πk1x1ei2πk2x2 . (4.4)

For simplicity, we assume here an odd number of momentum modes M in the
expansion. First consider the case for the full Hilbert space with M = ∞. To
find the ground-state we substitute Eq. (4.4) and Eq. (4.3) into the Schrödinger
equation (E − H2p)ψ = 0. Projecting to zero momentum solutions k1 + k2 = 0

and by multiplying with exp[−i2πk(x1 − x2)] and integrating over the particle
coordinates we obtain

(E − 2k2)Ck,−k = g
∞∑

q=−∞
Cq,−q. (4.5)

The right hand side of Eq. (4.5) is independent of k. Therefore we find C−q,q ∝
(E − 2q2)−1 and

1

g
=

∞∑
q=−∞

1

(E − 2q2)
, (4.6)

which relates the exact energy E to the physical interaction strength g. Employing
the finite basis-set expansion limits the sum over q to only M terms and thus yields
a different, approximate, value Ē for the energy. Here, we choose a different path
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and introduce the rescaled interaction strength g̃ by

1

g̃
=

(M−1)/2∑
q=−(M−1)/2

1

(E − 2q2)
, (4.7)

=
1

g
+

1

g0
, (4.8)

where the last equation defines the constant g0. While Eq. (4.7) guarantees that
g̃ yields the exact energy E, it is Eq. (4.8) that provides the rescaled interaction
constant g̃ as a function of g:

g̃ =
g

1 + g/g0
. (4.9)

Therefore, solving the Schrödinger equation with this rescaled value g̃ instead of
g in the Hamiltonian (4.3) in the finite basis-set expansion gives the exact energy
E for the physical interaction strength g. Also the finite number of expansion
coefficients Ck,−k is identical to the full Hilbert space expansion and, according to
Eq. (4.5), is given by

Ck.−k =
A

E − 2k2
, (4.10)

where

A = g
∞∑

q=−∞
Cq,−q = g

(M−1)/2∑
q=−(M−1)/2

Cq,−q. (4.11)

The value of g0 is found by expanding the sums in powers of 1/M from

1

g0
=

2

M
+

2E − 1

2M3
+O(M−5). (4.12)

For a large number of modes and sufficiently low energy E (with the approximate
condition M2 � E/2) we thus find to leading order that g0 is independent of the
energy and given by

g0 ≈ 1

2
M. (4.13)

Figure 4.5 shows how the rescaling in the approximation (4.13) significantly im-
proves the ground-state energy. For M = 6 the energy after rescaling is only 3%

off the exact energy whereas before rescaling the difference was ∼ 20%, i.e.∼ 7
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times larger.

The constant g0 is readily interpreted from Eq. (4.9) as the value of the rescaled
interaction g̃ where the physical interaction g reaches infinity. Physically, this is
the TG limit where the contact interactions are arbitrarily strong and the system is
strongly correlated. Our results thus indicate that a finite basis-set expansion with
a finite value of the rescaled interaction constant g̃ = g0 can produce exact results
for infinite value of the physical interaction strength! Since the energies and wave
functions in the TG limit can also be calculated by the Bose-Fermi mapping [36],
this limit is an important reference point.

4.2.1.2 Empirical rescaling

The analytical results of the preceding section motivate us to extend the idea
of rescaling to more than two particles and to problems with arbitrary external
potential, which, generally, cannot be solved analytically. We propose to replace
the Hamiltonian (2.37) by the rescaled version

H̃mb =
N∑
i=1

hi(xi) +
∑
i<j

g̃δ(xi − xj), (4.14)

where we have only changed the value of the interaction strength from the physical
value g. Within a finite basis-set expansion we obtain a matrix with elements
H̃IJ , which is to be used for numerical simulation. The smallest eigenvalue is the
approximate ground-state energy ĒG(g̃). For the rescaled interaction g̃ we continue
to use Eq. (4.9) and determine the value of g0 by requiring that the approximate
ground-state energy at g0 equals the exact energy of the TG limit

ĒG(g0) = ETG. (4.15)

A finite solution for g0 can always be found since the approximate value of ĒG(g)

overestimates the real value and ĒG(g̃) is a monotonously growing function of g̃
with ĒG(0) ≤ ETG. The value of ETG is equal to the ground-state energy of a
system of non-interacting fermions due to the Bose-Fermi mapping theorem [36]. It
is given by the sum of single-particle energies, which can be determined analytically
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or numerically to very high precision.

This rescaling procedure is very simple to implement, since only knowledge of
the value of the single constant g0 is needed. We assume here for simplicity that
g0 is independent of the energy of the wave function and can be used for any set
of (low-lying) excited states as well as time-dependent processes involving such
states. As an approximation, this is consistent with the analytic findings for two
particles from the previous section.

Rescaling improves numerical calculations by either increased accuracy or de-
creased computational effort for a given desired accuracy (CPU time ∼ M3 for
our five particle simulations). For g̃ > g0 we find unphysical results. Therefore,
CPU times are further reduced as only results for g̃ ≤ g0 are used in the rescaling.
Further studies on CPU times were already presented in the previous section 4.1.

Before detailing our numerical results and benchmarking, we introduce the
MCTDH method suitable for general trapping potentials.

4.2.1.3 Connection to T matrix renormalisation

The rescaling approach introduced in Sec. 4.2 is closely connected to the well-
known renormalisation of the scattering T matrix (for a readable account see
Ref. [32]). In this approach, the coupling constant of an effective many-body
theory is renormalised to produce the correct T matrix for the two-body scattering
problem, which is known exactly. Indeed, Eq. (4.9) for the rescaled interaction
strength together with Eq. (4.13) for the value of g0 are identical to the result of
Ref. [32] for the renormalised T matrix of a high-momentum cutoff introduced there
due to discretisation of space (identifying the computational volume of momentum
space 2πM/L with the Brillouin zone of Ref. [32]). This result was rigorously
derived for weak interactions and high cutoffs. In Sec. 4.2.1.1 we have extended the
approach to the strongly interacting regime for two particles where now the rescaled
interaction constant in principle becomes energy dependent. The extension to non-
perturbative, strongly interacting multi-particle systems in Sec. 4.2 with Eq. (4.6)
for the value of g0 is heuristic in nature. The purpose of the numerical studies
reported in the following section is to establish the usefulness and to quantify the
accuracy of the this approach.
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4.2.1.4 MCTDH

For the simulation presented in the this chapter we used the Heidelberg MCTDH
program package [88–91] if not stated otherwise. Eigenenergies and eigenstates
can be obtained by the relaxation method [145], i. e., by propagation in neg-
ative imaginary time. Here we use a modification, improved relaxation [146] (see
App. B.3.3), which can also be used in block form [147] to simultaneously compute
a set of eigenvectors.

In practice, the single-particle wave functions in the MCTDH method are rep-
resented on a large number of primitive basis functions, the choice of which de-
pends on the spatial geometry (typically 128 and 162 grid points in the harmonic
oscillator discrete variable representation for the harmonic and the double-well
potentials respectively and 155 points in the exponential discrete variable repres-
entation as per Ref. [89]). The set-up of MCTDH for ultracold atom calculations
follows Ref. [134]. In particular, the contact potential is replaced by a narrow
Gaussian for practical purposes. In Sec. 4.1,we have carefully studied the depend-
ence of our calculations on the parameters of the primitive basis and the Gaussian
interaction to make sure that the results presented here are converged and the
influence of these further approximations is negligible.

4.2.2 Bosons in a ring

We first benchmark the rescaling method of Sec. 4.2.1.2 for the Lieb-Liniger model
[38] of bosons in a box with periodic boundary conditions, where exact eigenstate
energies are easily available for any values of the interaction strength and particle
number. Fig. 4.6 shows the relative deviation from the exact ground-state energy
obtained from MCTDH calculations before and after rescaling. Rescaling is seen
to significantly reduce the error. The rescaled results reproduce the exact energy
in the TG limit by construction but the improved accuracy for finite interaction
strength is non-trivial. As expected, both the raw and rescaled data improve with
increasing M . The maximal errors for, e.g., M = 13 can be reduced from ∼ 23%

down to ∼ 0.6%, i.e. a factor of 40. This is a significant improvement.

In order to test how well the wave function is approximated in the TG limit
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g

0

Figure 4.6: Relative deviation of the approximate ground-state energy from the
exact Lieb-Liniger (LL) result [38] before rescaling (white area of panel a) and
after rescaling (gray area of panel a and panel b) for five particles in a box of
length L with periodic boundary conditions. Rescaling reduces the maximum
errors from 23% to 0.6% (M = 13). The inset shows the relative energy deviation
versus the number of modes M for three particles at g = 1.9099. Results for
the truncated Hamiltonian without rescaling (squares) converge very slowly while
rescaling (circles) significantly reduces the errors already for small M .
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we investigate the reduced pair density

ρ
(g)
2 (0, x) =

ˆ
· · ·
ˆ

dx3 . . . dxN |Ψ(g)(0, x, x3, . . . , xN , t)|2. (4.16)

The results of MCTDH calculations are shown in Fig. 4.7 for different values
of the interaction g along with the exact solution in the TG limit ρTG

2 (0, x) =

[(2 + cos x) sin2 x
2
]/3π2 [36]. Agreement between the finite basis-set expansion at

the value of g0 = 5.3958E0L and the exact solution is reasonable. The discrepan-
cies can well be explained by the absence of short-wavelength modes in the finite
expansion. Most importantly, the agreement between the approximate and ex-
act functions clearly worsens for interaction strengths larger than g0, where the
structure in the finite basis-set calculation overshoots.

In order to quantify the quality of the approximation, we define the overlap
with the exact solution at the TG regime by

F (g)(ρ
(g)
2 , ρTG

2 )

=

´
ρTG
2 (0, x)ρ

(g)
2 (0, x)dx√´

ρ
(g)
2 (0, x)ρ

(g)
2 (0, x)dx

√´
ρTG
2 (0, x)ρTG

2 (0, x)dx
, (4.17)

which is shown in the inset of Fig. 4.7. We find that the maximum of F (g) is
reached near g0, which justifies the choice of g0 through Eq. (4.15).

In order to study the scaling with particle number, we have performed exact
diagonalisation calculations for N = 2 . . . 6 particles in a ring of length L = N/ñ,
where the particle density ñ was fixed to the same value as in Fig. 4.7. Fig. 4.8
shows the maximal relative deviation of the rescaled energy as a function of particle
number. A fitting of the numerical results shows that retaining M = 2N−1 single-
particle functions gives a maximal relative error bounded by |E/ELL − 1| � 1.5%

for any value of g > 0. Although for clarity only odd numbers of single-particle
modes M are shown in Fig. 4.8, we have verified that these findings also hold for
even M .

If we assume that the scaling M = 2N − 1 is sufficient to maintain accuracy
uniformly over the whole range of interaction strengths also for larger particle
numbers, we still find that the numerical effort of MCTDH or exact diagonalisation
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(g
)

x

Figure 4.7: Density-density correlation function for five particles and M = 13
single-particle functions in a periodic box. This plot compares the reduced two-
particle density ρ

(g)
2 of Eq. (4.16) for different interaction strengths from MCTDH

calculations without rescaling with the exact TG expression (the area below this
curve is shaded). We find a good agreement with the exact solution close to
g0 = 5.3958. This is shown in the inset, where the overlap F (g)(ρ

(g)
2 , ρTG

2 ) of
Eq. (4.17) is plotted as a function of the interaction g. There, the maximum
occurs close to g0.
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Figure 4.8: Maximal relative deviation of the energy after rescaling from the exact
result ELL over the range of interaction strengths 0 < g < ∞. The particle number
and box length L are varied while the density is kept fixed.

studies grows exponentially with N . This limits studies of this sort to fewer than
10 particles with current-day computers. We note that the scaling M = 2N − 1

was obtained empirically and verified in our simulations. However, it is only valid
for the type of system described in this section. Different geometries and system
parameters might lead to different scalings.

4.2.3 Bosons in a harmonic potential

In order to test the rescaling method in the presence of an external potential we
consider a harmonic trapping potential

Vext(x) =
1

2
x2. (4.18)

For this and the following section we solve the dimensionless equations accord-
ing to the natural energy and length scales defined by the harmonic oscillator
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Figure 4.9: Density of five particles in a harmonic potential for different interaction
strengths without rescaling and M = 13. Analogous to Fig. 4.7, the best agreement
with the exact TG result, which is given by the shaded area, can be found at g = g0,
where g0 = 15.516.

level spacing E0,H = �ω and LH =
√

�

mω
, respectively, where ω is the harmonic

oscillator frequency.

Figure 4.9 compares the single-particle density of the TG wave function with
MCTDH simulations for five particles at different values of the interaction strength
without rescaling. The agreement between the exact and the finite basis-set results
at the value of the interaction strength g0 = 15.516 . . . is much better than for
larger values of g. This result is analogous to the ring case and supports our
proposition that g0 from Eq. (4.15) provides a good approximation for the wave
function.

Full analytical solutions are available for two particles in a harmonic potential.
The exact energies for the ground and excited states are found from the implicit
equation [148]

g = 2
√
2
Γ(−E

2
+ 3

4
)

Γ(−E
2
+ 1

4
)
. (4.19)
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Figure 4.10: Energies of the ground state and the 6th to 8th excited states with
M = 15 of two bosons in a harmonic well after rescaling compared to the exact
results from Eq. (4.19). The results clearly show the high accuracy of the rescaled
results. The largest error occurs for the 7th excited state where it is decreased
from ∼ 2% before rescaling (not shown on this graph) to ∼ 0.3% after rescaling.

where Γ is the gamma function. Figure 4.10 compares the ground-state and a
few excited-state energies with rescaled MCTDH results. The highest few states
and the ground state have been chosen as they are more likely to show the largest
errors within the block-diagonalisation scheme (see below). We emphasise that
a single value of g0 = 29.75 obtained from Eq. (4.15) was used for rescaling.
The procedure not only maintains the correct order of excited states but also
quantitatively describes the excited-state energies remarkably well.

4.2.4 Bosons in a double well

The rescaling method is further tested for the description of excited states of the
TG gas in a double-well potential. Exact solutions are not available for interact-
ing multi-particle systems in the double well except for the TG gas, where their
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exact energies are simply found from sums of single-particle energies (which can
be determined with great accuracy) due to the Bose-Fermi mapping of Ref. [36].

We consider the double-well potential

Vext(x) =
1

2
(x)2 + he−

2
3
(x)2 (4.20)

with varying barrier height h at the centre. Figure 4.11 shows the energies for
the ground and excited states from rescaled MCTDH calculations and analytical
results. All MCTDH results were obtained in the TG regime at g̃ = g0. The
value of g0 has been determined for each value of h from a dedicated ground-state
calculation.

The results reported in Fig. 4.11 were calculated using the block-improved-
relaxation method [147] to efficiently determine several states simultaneously. Since
an identical set of single-particle functions is used for the finite basis-set expansion
for all states, the result is not as well variationally optimised for each individual
state as the single-state calculation that was used to determine g0. This explains
the discrepancy of the numerical and exact ground-state energies seen in Fig. 4.11,
which also provides a convenient order-of-magnitude estimate for the error of the
block-improved-relaxation scheme. A shift to high energies for the whole set of
numerical values compared to the exact ones of the same approximate magnitude
is clearly observed in the data.

In addition, the second and third excited states in Fig. 4.11 should be de-
generate at h = 0, which is not reproduced by the rescaled MCTDH results.
By the Bose-Fermi mapping, these two states are identified as configurations
(1, 1, 1, 1, 0, 0, 1, 0, . . .) and (1, 1, 1, 0, 1, 1, 0, 0, . . .) in the occupation number basis
of fermions in the harmonic oscillator (h = 0) potential. The two states involve
different modes in the fermionic description and thus have different sensitivity to
the finite set of available single-particle functions in the block-improved-relaxation
method. This is a problem that the proposed rescaling method cannot fix.

The problem vanishes when more single-particle functions are used, but this is
costly. Single-state simulations indeed show that the energy difference approaches
zero for an increasing number of single-particle functions. These problems do
not affect the validity of rescaling which is shown to work adequately and to
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Figure 4.11: Excited states of the Tonks-Girardeau (TG) gas in a double-well trap.
Shown are the energies of the ground state and the first four excited states minus
the exact TG ground-state energy for five bosons in a double-well potential vs
barrier height h. The graph compares rescaled MCTDH calculations with M = 13
single-particle functions (solid line with bullets) and exact TG energies (dashed
line).
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be independent of the shape of the external potential. The energy differences
compared to the analytical results range around about 1%.

For h = 10 a near degeneracy between the third and fourth state emerges.
In contrast to the previously discussed degeneracy at vanishing barrier, it is very
well described by the simulation. For large enough barrier height the double well
resembles two separated anharmonic wells. According to the Bose-Fermi mapping,
we identify the degenerate states by the superpositions of (1, 1, 1, 0, . . .); (1, 0, 1, 0, . . .)
and (1, 0, 1, 0, . . .); (1, 1, 1, 0, . . .), showing the fermionic configurations in the left
and right-hand well, respectively. Since these two states involve similar fermionic
modes, their degeneracy is well described by the truncated basis-set expansion
with a limited number of single-particle functions.

Overall, we find good description of the excited states by the rescaled simulation
in the double well for a large variation of barrier height h from a harmonic trap
(h = 0) to almost completely separated wells.

4.3 Summary

In the first section of this chapter we presented convergence studies on possible
numerical errors due to the discretisation of the spatial coordinate, the approxim-
ated contact interaction and the finite Hilbert space. We showed that the major
contributions to deviations from exact results are related to the finiteness of the
single-particle basis in the MCTDH approach.

In Sec. 4.2 we proposed a simple rescaling procedure to overcome this problem.
It is suitable for many-body calculations with a contact interaction in 1D in a
truncated Hilbert space based on Eqs. (4.9) and (4.15). The method requires
knowledge of only a single parameter. This was found from the interaction strength
where the numerical ground-state energy matches the TG energy, which can easily
be found from single-particle calculations. For two particles in a ring geometry
the rescaling exactly reproduces the correct energies and expansion coefficients of
the wave functions. Empirical evidence suggests that the scheme can be extended
to multiple particles, external trapping potentials, and low-lying excited states. In
this chapter we tested the method against exact results for ring geometries and
harmonic and double-well potentials and it was proved to significant improve the
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accuracy of our calculations.
We also found that rescaling works for excited-state calculations and for arbit-

rary potentials. Therefore, it is expected to significantly improve time-dependent
simulations as well, as long as the state of the system is well described by the
low-lying part of the energy spectrum.

The rescaling method was already applied to the published work presented in
App. A. There it was shown to be helpful in finding a method to create robust
superposition states with bosons in a ring confinement.
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In physics, to be in two places
at the same time would be a
miracle;
in politics it seems not merely
normal, but natural.

Charles Edison
5

Full quantum dynamics of soliton

scattering

In this chapter we investigate the scattering of a soliton on a rectangular well
in a full quantum many-body approach, i.e. by solving the MCTDHB equations
(2.44). This extends previous mean-field Gross-Pitaevskii (GP) calculations re-
ported in chapter 3. For this, we developed a program package designed to solve
the MCTDHB equations, which we called QiwiB. QiwiB can be applied to one-
dimensional systems for bosons interacting via a contact potential. It is an open
source project and is freely available for download from [96]. Conceptual and nu-
merical details can be found in App. D, and a numerical study on CPU times for
different sizes of the Hilbert space is available in App. C.

Compared to the GP results from chapter 3, the many-body QiwiB calculations
reveal new features around the transition regions, that is from the full reflection
to the full transmission regime and from full transmission to full trapping. For
the calculations in Sec. 5.2 with two single-particle functions, i.e. the two-mode
MCTDHB model, we find effects of fragmentation of the condensate. This in-
dicates a macroscopic occupation of both natural orbitals (see Sec. 2.6.3). Fur-
thermore, we discuss resulting superposition states, in particular so-called NOON
states. The multi-mode MCTDHB model presented in Sec. 5.3 shows deviations
compared to the two-mode results, especially for small particle numbers. There-
fore, this section is followed by a discussion of convergence properties of the
MCTDHB method. We discuss the validity of the two-mode model for large
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particle numbers, and investigate cases that are sensitive to small changes of the
initial conditions.

5.1 Introduction to the problem

Analogous to chapter 3, in the following all observables will be scaled according to
Sec. 2.3. The numerical calculations discussed in this chapter were performed for
Ng = 2001 spatial grid points for a box of length lbox = 80, unless noted otherwise.
Initially, the soliton is centred at x ≈ −7.5 with a velocity of v = 0.3. In the QiwiB
calculations, the single-particle functions was integrated via a seventh to eighth
order Runge-Kutta method, while the �C vector was propagated by a Lanczos
algorithm. The initial soliton was created by an improved relaxation method. For
more details on the numerical methods we refer to App. B.

The notation used in this chapter is the same as in chapter 3. Likewise, the
scattering object is again a rectangular well, as given by Eq. (3.1), with a width
of 2a = 1, and centred at x = 0. The reflected (R), transmitted (T ) and trapped
(L) part of the scattered soliton are now defined as

R =
1

N

ˆ −20a

−∞
dxρ(x)

L =
1

N

ˆ 20a

−20a

dxρ(x)

T =
1

N

ˆ ∞

20a

dxρ(x), (5.1)

with the one-body density ρ(x). Similar to chapter 3, we define the TRL window as
the range of V0 for which the soliton does not fully reflect from the well. However,
now we only focus on the TRL window around the second linear bound state inside
the well. It is safe to assume that the results are similar for other resonances as
well. For convenience we refer to this regime as the “second TRL” window. In
addition, the small region between full reflection and full transmission, as seen in
Fig. 3.3, will now be identified as the RT window.

Furthermore, the many-body results depend on the particle number and the
interaction strength. To relate the mean-field results of chapter 3 to the many-body
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calculations, the interaction strength is defined as described in the following. In
Sec. 2.6 it was mentioned that for M = 1 the full many-body approach effectively
reduces to the GP approach. However, in MCTDHB the single-particle wave
function is normalised to

´ |φ|2dx = N = 1, while the normalisation of the GP
wave function was given by NGP = 2. Therefore, to relate Eq. (2.15) to Eq. (2.44),
and to keep the width of the initial soliton independent of N , the interaction has
to take the form given by

g = −2N−1. (5.2)

According to Eq. 2.31 we find A = 1/
√−g =

√
N/2. Hence, the soliton width is

ls = 1 and its energy per particle is

E

N
= −1

6
+

1

2
v2 (5.3)

[see Eq. (3.19)]. Both variables are independent of N , which ensures that the
resonances of the soliton’s eigenfrequency with a bound state in the well always
appear for the same values of V0. A direct comparison of calculations for different
N with the GP approach is now possible.

5.2 Two-mode MCTDHB model

Previous analytical [28] and numerical [29, 30, 76, 77] works studied the effect of
fragmentation in an attractive condensate. In Refs. [28,30] the authors investigated
the splitting of a bright soliton into two distinguishable parts by the influence of a
positive Gaussian barrier. More specifically, in Ref. [30] each one of the outgoing
solitons occupies exactly one of the two available natural orbitals, which were
shown to be localised and spatially separated. The final state was found to be
a so-called NOON state, i.e. a binary superposition of the |N, 0〉 and the |0, N〉
state. Here, the numbers in the ket denote the population number of the two
accessible natural orbitals, respectively. The realisation of macroscopic NOON
states with bright solitons was discussed in Refs. [28–30]. However, NOON states
are shown to be fragile, and therefore are limited to up to ten particles [149]. In
App. A we present a different system that supports NOON states and discuss their
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Figure 5.1: Reflection (R), trapping (T ) and transmission (T ) shown for the second
TRL window. QiwiB calculations for different particle numbers and M = 2 are
compared to the GP results. Differences mainly occur inside the transition regimes
of reflection-transmission and transmission-trapping. Especially for low numbers
of particles, i.e. N = 10, the changes are more significant.
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Figure 5.2: Reflection (R), trapping (T ) and transmission (T ) for the RT win-
dow inside the second TRL window. QiwiB calculations for different particle
numbers and M = 2 are compared to GP results (this graph shows a section of
Fig. 5.1 around the RT window). While for N = 10000 the GP results are very
well matched, in particular its jumps in the reflection, trapping and transmission.
Still, the full may-body calculations show enlarged RT windows with smoother
transitions for smaller particle numbers. Notable is the reduced trapping for smal-
ler particle numbers as well as the emergence of a splitting into a coexistence of
reflection and transmission, particularly for N = 10.
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robustness.
The work in this section was motivated by Ref. [30], where a model with two

single-particle functions was shown to be sufficient to describe the splitting process.
Furthermore, the full many-body approach system is expected to reveal additional
interesting phenomena, e.g. fragmented condensates and binary superposition
states. We note that, that those fragmented and superposition states are not
accessible in the Gross-Pitaevskii approach, in contrast to a two-mode MCTDHB
approach.

5.2.1 TRL window for the second bound state

Calculations on the second TRL window for different particle numbers are demon-
strated in Fig. 5.1. The figure’s panels reveal little difference compared to the
Gross-Pitaevskii results for the vast majority of the potential depths. However,
the graphs inside the transition regimes between full reflection and full transmis-
sion as well as full transmission and full trapping clearly deviate from the GP
results, especially for smaller N . Considering Fig. 5.2, the RT window is shown to
become significantly larger for decreasing N . Furthermore, a trapping mechanism
similar to the one found in the GP approach, as described in Sec. 3.4.2, is only
observed for a very small range of V0. However, the many-body approach shows
that the range of V0, for which trapping occurs, is larger compared to the GP case,
even for N = 10000. Smaller N increase this range, but also reduce the maximally
possible trapping. This can be seen in the graph for N = 120. In this case, the
RT window comprises cases of partial trapping and partial reflection as well as
partial reflection and partial transmission. For a very small number of particles,
i.e. N = 10, the trapping almost vanishes, despite a very narrow region around
V0 = 4.704, where still up to 30% of the particles can be trapped.

5.2.2 NOON -like superposition states inside the RT window

In Ref. [30] it has been shown that a soliton can split into a superposition state via
scattering on a positive barrier. Similarly, this can also be achieved in our model
with a well. We now consider the N = 80 case, mainly for numerical reasons
(see App. B.3.6), but also because the new structures in the TRL window are
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Figure 5.3: Top panel: Time evolution of the one-body density for N = 80 and
M = 2. For V0 = 4.85 the incoming soliton splits into a reflected (∼ 43%) and
a trapped part (∼ 57%), while for V0 = 4.864 the soliton splits into a reflected
(∼ 37%) and a transmitted (∼ 63%) soliton. Middle panel: The absolute square
of the natural orbital amplitudes |φNO

i |2. For both V0, the two natural orbitals
are localised and well separated from each other. Therefore, the percentages given
previously relate to the natural orbital population number. By definition the total
state is a fragmented state. Bottom panel: population of the expansion coefficients
|CN−n,n|2 for the Fock states |N − n, n〉 in the natural orbital basis. Only states
close to |N, 0〉 and |0, N〉 are highly populated, and therefore the resulting state is
approximately a NOON state.
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clearly visible. Fig. 5.3 presents studies for V0 = 4.85 and V0 = 4.864. The top
panel in Fig. 5.3 shows the time evolution of the one-body density, the middle
panel presents both natural orbitals |φNO

i (x)|2, and the bottom panel gives the
populations of all expansion coefficients |CN−n,n|2 for its respective many-body
Fock states |N − n, n〉 [see Eq. (2.40)] in the natural orbital representation. The
graphs for V0 = 4.85 show an example of a soliton being split into a reflected and
a trapped part, while for V0 = 4.864 the soliton is broken up into two counter-
propagating parts. Furthermore, Fig. 5.3 clearly reveals that for both potential
depths, the initial soliton splits into two parts, each one populating exactly one
of the two natural orbitals. In addition, these natural orbitals are both localised
and well separated from each other. Furthermore, the population of the expansion
coefficients exhibits the final state to be close to a NOON state, i.e. a state defined
as the superposition of |N, 0〉 and |0, N〉 states. However, we note that, in the two
cases presented here, both states are not equally populated, i.e. the final state is
not given by ∝ |N, 0〉+ |0, N〉, but by ∝ α|N, 0〉+ β|0, N〉 with |α| 	= |β|, instead.

Overall, it is remarkable that the formation of a NOON state can always be
observed inside the RT window, independent from the particle number. However,
for large N , only the trapping-reflection case survives (see also Fig. 5.2).

5.3 Multi-mode MCTDHB models

So far, the previous results for M = 2 single-particle functions are consistent with
earlier observations from Ref. [30]. However, the case of M = 2 is only a low
order approximation. Therefore, convergence properties of our results need to be
studied to verify our findings.

We again investigate properties of the second TRL window. Considering the
big changes in the RT window, studies on N = 120 and N = 10 particles with
up to M = 4 and M = 8 modes, respectively, are presented. Later, a study
on the natural orbital populations will be presented, which provides an extensive
discussion of the limitations related to the truncation of the Hilbert space within
the MCTDHB approach.
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5.3.1 TRL windows for the two-mode MCTDHB

N=120 particles

Fig. 5.4 shows the TRL window for the number of single-particle functions M =

2 , 3 and 4. The panels for different M in Fig. 5.4 are very similar. Differences,
however, can be found at the transition regimes. We notice that the range of
potential depths, where full transmission occurs, decreases for increasing M . Fur-
thermore, the sharp changes in transmission, reflection and trapping disappear
and are replaced by smoother transitions from one regime into the other. There-
fore, new scattering states emerge, for example the NOON states of two solitons
propagating away from the well. This is, however, not entirely unexpected. Of
course, the inclusion of more single-particle functions adds more degrees of free-
dom and produces non-trivial as well time-dependent shifts in the natural orbital
population numbers.

N=10 particles

The Hilbert space increases exponentially with increasing number of modes M

and particle number N . Therefore, in order for the numerical calculations to be
feasible, a doubling of the maximal M from M = 4 to M = 8 requires a reduction
of the number of particles to N = 10. Furthermore, we reduced the number
of spatial grid points to Ng = 881 to reduce the CPU times (we checked that
the differences to the calculations for Ng = 2001 are negligible). The panels in
Fig. 5.5 for calculations with N = 10 particles show that the influence of additional
single-particle functions is very strong. For M = 8 the TRL window is very
rich of different combinations of reflection, trapping and transmission. To give an
example, Fig. 5.6 shows a four-fold fragmentation into a superposition state of four
separate solitons. Additionally, the maximal possible transmission and trapping
are significantly smaller compared to results for M = 2. Even though the pattern
seen in the graphs in Fig. 5.5 seem to converge, accurate results for M → ∞ are
still difficult to predict.

It is also worthwhile to study the time-dynamics of the natural orbital pop-
ulations ρi. Fig 5.7 relates the occupation numbers of the three most significant
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Figure 5.4: The second TRL window for N = 120 particles and M = 2, 3, 4
modes. Details around the transition regimes change, e.g. inside the RT window,
for increasing M . For M = 4 the trapping inside the RT window is reduced
compared to smaller number of modes. In addition, the soliton can now equally
split into a reflected and transmitted part. The jumps in the curve for M = 2
between the full reflection, trapping and full transmission windows are replaced
by smoother transitions in the M = 4 case.
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Figure 5.5: T , R and L in the second TRL window for N = 10 particles and
M = 2, 3, 4, 8 modes. From top to bottom, we find that the maximal transmission
and trapping are reduced (∼ 100% →∼ 75%). The transitions resulting from our
calculations are all flattened out and much smoother going from M = 2 to M = 8.
We also find a new regime at 4.7 < V0 < 5, where trapping, transmission and
reflection occur simultaneously. This was not found for calculations with M = 2.
However, the results obtained for M = 5 and especially for M = 6, 7 (not shown
here) are already very similar to the findings for the M = 8. This is an indication
that the results will converge and may not change significantly if we increase M
even further. 107
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Figure 5.6: Top panel: Time evolution of the one-body density for N = 10 and
M = 8. The initial soliton splits into 4 solitons after the collision with the well.
Bottom panel: The four most populated natural orbitals. They are all localised
and separated from each other and therefore describe a four-fold fragmented state.
The natural orbital populations are 38%, 25%, 19%, and 8%, respectively.
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Figure 5.7: The time evolution of the populations ρi for the most important three
natural orbitals (right graph) and the total density (left graph) for a calculation
with N = 10, M = 8 and V0 = 4.84. Initially most particles occupy the first
natural orbital by ∼ 87%. After the scattering event, where ρ1 increases to a
maximal value of ∼ 94.7, the natural orbitals are approximately evenly populated
with some oscillations still occurring.

natural orbitals for a calculation with M = 8 and a potential depth of V0 = 4.84.
It shows a very unusual behaviour. The initial population numbers are ∼ 87.3%,
∼ 10.3%, and ∼ 1.8% for the first, second, and third natural orbital respectively.
However, after t = 21.5 we find a peak value for ρ1/N = 0.947. This is where
the incoming soliton hits the barrier. Afterwards, the particles spread out and
the occupation numbers converge to approximately 30%. Even though these res-
ults are somewhat unexpected, we note that the scattering event itself is a highly
dynamical process and it is very difficult to track the resulting changes to the
wave function. Therefore, it is no surprise to us that there are non-trivial mech-
anisms involved, and that the nonlinear terms in Eq. 2.44 can lead to unexpected
behaviour.

5.3.2 Loss of coherence for multi-mode systems

In Sec. 5.2.2 we already discussed NOON states as a result of calculations for
M = 2 modes. Yet, in the previous subsection it was shown that calculations for
M > 2 lead to deviations and significant populations of more than two natural
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Figure 5.8: Time evolution of the density (top panel) and the two most populated
natural orbitals |φNO

i |2 for N = 120 particles, the potential depth V0 = 6.5 and
M = 2 as well as M = 4 modes. Clearly, for M = 2 the two natural orbitals
are delocalised at all times, even though a slight localisation is observable. For
M = 4 the natural orbitals start out delocalised right after the scattering event
but quickly converge to a localised shape.
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Figure 5.9: Density of the reflected part of the initial soliton for V0 = 4.85 (NOON
state regime) and V0 = 6.2. This graph shows results from calculations for N = 120
particles and M = 3 modes. In both cases half of the particles are reflected and
form the density humps shown in the figure. This figure shows that for V0 = 6.2
the width of the reflected part is much larger compared to the case for V0 = 4.85,
and therefore the final state for V0 = 6.2 is not a superposition anymore, but a
fragmented state, as explained in more detail in the text.

orbitals, which hinders the creation of NOON state.

Consider now the regime of potential depths given by 5.2 ≤ V0 ≤ 9, which was
not discussed in detail yet. In this window of potential depths, the GP wave func-
tion is delocalised, exhibiting two maxima in the amplitude, which is equivalent to
two humps in the density function. One of those humps is moving to the left while
the other one remains above the well (see Sec. 3). However, in Fig. 5.8, which
demonstrates results obtained from QiwiB calculations for N = 120, M = 2, and
V0 = 6.5, it is obvious that not just one but both natural orbitals are delocal-
ised. Both are significantly occupied with 67% of the particles populating the first
natural orbital. Similar to the GP results, the total wave function is coherent,
as can be seen from the one-body density matrix ρ(x1, x2, t) given in Eq. (2.41).
The off-diagonal elements of ρ(x1, x2, t) are a measure for coherence. Interestingly,
for M = 2, the time evolution of ρ(x1, x2, t) shown in Fig. 5.10 reveals that the
coherence between the two density humps reduces slowly over time. At the same
time, we find in Fig. 5.8 that the natural orbitals are slowly localising with time.

For M = 4 the loss of coherence between the two density humps is much
more pronounced. Just after the scattering event, both natural orbitals are still
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delocalised and macroscopically populated. Afterwards, they smoothly change
their shape and become localised at t > 80, with one soliton moving to the left
and the other one trapped in the well. This can be seen in Fig. 5.8. In addition,
the off-diagonal elements of ρ(x1, x2, t) disappear for t > 80 (see Fig. 5.10), which
relates to a total loss of coherence between both density humps and therefore
between both natural orbitals as well.

The final state now corresponds to two independent solitons, and not a NOON
state anymore. This can be seen in Fig. 5.9, which compares the shapes of the
reflected density humps for V0 = 4.85 (NOON state regime) and V0 = 6.2 for N =

120 and M = 3. We found a transmission amplitude of ≈ 50% in both cases, i.e.
≈ 60 particles in each reflected density hump. We found in Sec 5.2.2 that the state
for a potential depth of V0 = 4.85 is approximately a NOON state, and therefore
its reflected part is comparable to the shape of the initial soliton. Compared to this
state, we find from Fig. 5.9 that width of the reflected density hump for V0 = 6.2

is clearly larger and its amplitude is much smaller. We checked that this solution
has a similar shape compared to a GP soliton with ≈ N/2 particles. From this
and Fig. 5.10, we conclude that the final state is not a superposition state, but a
fragmented state of two solitons, which are incoherent to each other.

Furthermore, we note that a similar decoherence effect to one mentioned above
was discussed in Ref. [150]. There, it was shown within the GP approach that the
loss of coherence between spatially separated solitons in a so-called soliton train
was related to an uncertainty in the relative phase difference between them. The
authors derived an analytical expression for the decoherence time tcoh assuming
that all solitons have equal particle numbers. Applied to our problem, this would
lead to tcoh ≈ 88. This is close to an estimated coherence time of ≈ 50 found in
our calculations, which was measured as the time between the start of the splitting
process at t ≈ 30 and the total loss of coherence at t = 80. The difference between
the two coherence times could be related to the fact that in our calculation for
V0 = 6.5 the initial soliton does not split up equally and that more than two nat-
ural orbitals are populated, even though their contribution is small. It appears
that the model in Ref. [150] is consistent with our simulations data. For a differ-
ent purpose, decoherence effects of solitons described by permanently delocalised
natural orbitals have been previously discussed in Ref. [77].
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Figure 5.10: Absolute square of the one-body density |ρ(x1, x2, t)|2 calculated for
N = 120, V0 = 6.5 and M = 2 (left column) as well as M = 4 (right column).
Snapshots from top to bottom are for t = 60, 80, 120. In both cases the off-diagonal
elements of ρ(x1, x2, t) decrease. While for M = 2 they still remain finite for large
times, they already vanish at t = 80 if M = 4.
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After t = 80 the two highest occupied natural orbitals account for the vast
majority of the particles, i.e. for 57% and 37%, respectively.

For an increased number of particles, i.e. N = 10000, the second natural orbital
population for calculations with V0 > 5.2 peaks at only 3% (see bottom panel of
Fig. 5.12). It is therefore negligible, which is a clear indication that MCTDHB
calculations reproduce the GP results for very large particle numbers, and that,
after the splitting process, the two density humps maintain their global coherence.

5.4 Convergence properties

5.4.1 Motivation

In Sec. 5.3 several cases were presented, which demonstrated that the results of
QiwiB calculations depend on the number of single-particle functions M . We
found that a simple two-mode model is not sufficient anymore to model the system
properly. This is especially true for small particle numbers as can be seen in
Fig. 5.5. More single-particle functions lead to a better description of the full
many-body system. Therefore, effects found in the two-mode model, that are very
sensitive to changes of the initial parameters, may change or even disappear for
calculations with M > 2.

To give an example, we present calculations for N = 80 and M = 2 in Fig. 5.11,
right at the edge of the full reflection regime of the TRL window at V0 = 4.82. The
top panel in Fig. 5.11 shows the time evolution of the natural orbital populations.
The initial total state in the QiwiB calculations was very similar to an exact
soliton solution obtained from the GP approach, that is ρ1/N = 0.99 at t = 0.
After the scattering event, once the soliton is positioned at a distance of several
soliton widths from the well, ρ1 is still highly populated with ∼ 93%. However,
during the impact with the well, ρ1 drops to ∼ 56.4%. The magnitude of this
drop is about the same as in calculations, which are not shown here, for V0 = 4.83.
There, we find that where after the collision the initial soliton splits into a reflected
(ρ1 ≈ 0.52) and a trapped part (ρ1 ≈ 0.48). For V0 = 4.82 similar results are found
from the density plot in the bottom panel of Fig. 5.11, which reveals that during
and shortly after the impact with the well, the initial soliton starts to split into
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Figure 5.11: Density (left) and natural orbital populations (right) for N = 80
and M = 2 at V0 = 4.82 (top graphs) and V0 = 4.5 (bottom graphs). For the
former, the initial soliton fragments into a reflected and a trapped part. After
t ≈ 50 the trapped soliton starts to escape from the well and moves towards the
previously reflected part with a higher centre of mass velocity. At t ≈ 100 the two
solitons begin to merge and partially regenerate the initial state of one soliton. For
V = 4.5 the interaction time of the incoming soliton with the well is negligible,
and therefore reflects completely without fragmenting.
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n=1 n=2 n=3 n=4

M=2 55% 45% - -

M=3 60% 32% 8% -

M=4 59% 29% 11% 1%

Table 5.1: Population numbers for the nth natural orbital for N = 80 particles
and M = 2, 3, 4 modes, and the potential depth V0 ≈ 4.82 at t ≈ 60. For M = 2
a threshold of ≈ 45% for the population of the second highest occupied natural
orbital can be identified, above which the trapped soliton remains bound to the
well until the end of our simulations. This threshold is significantly reduced for
M = 3 and M = 4, and it remains unclear if the final state of two reflected solitons
in Fig. 5.11 is still existent for M → ∞.

two solitons, a reflected one and a trapped one.
To our knowledge, there is no clear explanation for the initial break-up during

the impact on the well, but it may be related to the length of the time period
during which it interacts with the well. For V0 = 4.5 the soliton density barely
enters the well and is reflected very quickly and we find ρ1 > 0.975 at all times
(see bottom panel of Fig. 5.11). This is in stark contrast to V0 = 4.82, where the
soliton almost completely covers the well for a finite period of time. This could
lead to dynamical processes that allow for a coupling between several Fock states
and therefore an increased population of natural orbitals other than the highest
occupied one.

However, Fig. 5.11 also shows that a short amount of time after the scattering
process, the trapped soliton escapes the well travelling into the same direction as
the previously reflected soliton. The velocities of both solitons clearly differ, and
therefore it is possible for the previously trapped soliton to catch up with the other
one. Hence, they collide at t ≈ 120 and the natural orbital populations, which
are shown in the top panel of Fig. 5.11, change to form only one macroscopically
populated natural orbital, i.e. only one coherent soliton.

For M = 2 modes we can identify a threshold on the population of the second
natural orbital for the temporal trapping. Once the second natural orbital is occu-
pied by more than ∼ 45% of the particles, the initial soliton gets partially trapped
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by the well for the remainder of our simulations, which usually run until t = 200.
Increasing the number of modes M now alters this effect. For M = 3 and M = 4

the threshold on the second natural orbital population for the temporal trapping
is significantly reduced, and even though the differences between the results for
M = 3 and M = 4 are much smaller compared to those for M = 2 (see Table 5.1),
it is still unclear whether the results are converged in this parameter regime and
the splitting into two reflected solitons, as shown in Fig. 5.11, is physical.

This example, together with the results from Sec. 5.3, show that calculations
for M = 2 can be misleading and a detailed study of the convergence properties
is needed.

5.4.2 Discussion

Calculations based on finite basis sets are numerically limited to a certain size of
the Hilbert space. Therefore, convergence studies are necessary to determine if
a given basis set is sufficient to describe the physics of the system. In our case,
if the addition of one single-particle function results in a negligible population of
the additional natural orbital, the system is expected not to significantly change,
even for larger M . Still, the conclusions drawn from those calculations might not
properly represent the physical reality, but only give an indication of it. Therefore,
the results have to be examined thoroughly and either compared with analytical
considerations, experimental results or other numerical work based on different
approaches.

For the system discussed in this chapter, to assess the convergence properties
by numerical means, we present Fig. 5.12. It shows the relative natural orbital
populations ρmax

i≥2 for different particle numbers and their respective numerically
feasible maximal number of single-particle functions. For convenience the first
natural orbital is left out of the graphs. For a specific V0, we define ρmax

i as the
maximal natural orbital population number that is found during and after the
scattering process.

Table 5.2 summarises the maximal population numbers inside the RT window,
ρmax,RT
i , for all natural orbitals. Clearly, ρmax,RT

i decreases significantly for a larger
number of particles. We already find a relatively small population of only 9%
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Figure 5.12: Maximal relative natural orbital populations ρmax
i found during simu-

lation runs for each potential depth V0. For each N the calculations presented here
were performed for the respective maximal numerically feasible M . The panels do
not show ρmax

1 for the first natural orbital as it is close to one for all cases. From
top to bottom fewer natural orbitals are significant. In the case of N = 10000 the
second natural orbital has a high population only for V0 ≈ 4.847 while for all other
values of V0 it does not exceed 10%. For N = 1000 the population of the third
natural orbital is always below 10% while for N = 120 the maximal population of
the fourth natural orbital is � 5%. The convergence for large particle numbers is
therefore much more rapid. More population numbers are given and discussed in
Table 5.2.
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N=10 N=120 N=1000 N=10000

M=2 31% 41% 47% 45%

M=3 26% 19% 9% -

M=4 13% 5% - -

M=5 8% - - -

M=6 5% - - -

M=7 3% - - -

M=8 2% - - -

Table 5.2: Maximal relative natural orbital populations ρmax,RT
i inside the RT re-

gion taken from Fig. 5.12. For N = 10 the population numbers seem to converge
with increasing number of modes M . There is also a rapid decrease in the popu-
lation of the natural orbital M = 3 and M = 4 for increasing particle numbers.
The numbers in this table show that a fifth single particle function is expected to
result in the population of its respective natural orbital of � 5% and is therefore
negligible. Likewise, for N = 1000, an extrapolated value for the population of a
fourth natural orbital is given by < 5%. We also expect a third natural orbital for
the N = 10000 to only give a minimal contributions. However, the second natural
orbital is still highly occupied. This is related to the splitting process found at the
transition regime between full reflection and full transmission.
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for the third natural orbital and N = 1000, which is comparable to the result
for N = 10 and M = 5. Therefore, two natural orbitals less are needed for the
N = 1000 case as compared to N = 10 in order to reach a comparable accuracy.
The same holds for the results with N = 120 and M = 4 as compared to N = 10

and M = 6. Table 5.2 as well as Fig. 5.12 show that the population numbers
smoothly decrease, and therefore the expectation is, that for large M , they would
eventually converge. Indeed, we find that for N = 10 the differences in our results
for M = 6 and M = 8 are already rather small, and that all the features from
the M = 8 results are present for M = 6 as well. This is not surprising, as the
populations of the seventh and eighth natural orbital add up to just 5%. Therefore,
we expect that it is not necessary to go beyond M = 4 for N = 120. Even though
it is not possible (yet) to perform calculations with M = 4 and N = 1000, the
results for smaller particle numbers suggest that M = 3 is sufficient and that a
fourth natural orbital population is expected to not exceed 5%. Analogously, for
N = 10000 a third natural orbital most likely does not surpass 5%.

The results presented above coincide with investigations on ground state solu-
tions for bright solitons, obtained from relaxation calculations with QiwiB. They
were used as the initial wave functions for the time-dependent simulations above.
In the case of N = 120 and M = 2 the first natural orbital has a very high oc-
cupation number of ρ1/N � 0.99=̂99%, while for M = 3 this number is slightly
decreased to ∼ 98.3%. Even though the many-body solution resembles the GP
soliton extremely well, additional single-particle functions, and therefore a larger
Hilbert space, show small deviations. For N = 10 the differences are even more
noticeable, where the population of the first natural orbital decreases from ∼ 97%

(M = 2) and ∼ 94.8% (M = 3) to ∼ 87.3 (M = 8). Therefore, up to 13% (M = 8)
of the particles occupy the remaining natural orbitals, a significantly high number.
From results for M = 2−10 a fit curve for the highest occupation number is found
and given by ρ1/N ≈ 0.81 + 0.19 exp(−(M − 1)/6.5). Therefore, it is expected
that ρ1/N → 0.8 for M → ∞. This is a rough estimate, but it shows the order of
fragmentation due to the reduced ρ1. Nevertheless, it is expected that for larger
particle numbers ρ1/N ≈ 1 a smaller number of natural orbitals would sufficiently
describe the system, e.g. M = 3 for N = 1000 where ρ1/N ≈ 1.

However, even though many interesting many-body effects are involved in the
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scattering process, we found that, at least for large particle numbers, the Gross-
Pitaevskii approach is still valid and gives meaningful results. Only at the trans-
ition regimes does the full quantum dynamics become important and leads to
interesting phenomena, e.g. fragmentation and binary superposition states.

5.5 Summary

In this chapter we explored the full quantum many-body physics of the scattering
of a soliton on a well, from which two main results can be extracted.

First of all, for large numbers of particles, i.e. N = 10000, the results from
QiwiB calculations closely match those obtained from the GP theory. Hence, in
this regime, the GP approach is still valid, and therefore the results discussed in
chapter 3 as well.

Very small particle numbers, however, lead to enhanced quantum effects and
the population of additional natural orbitals. Therefore, few-particle systems are
not adequately described by a M = 2 model. However, for increasing particle
numbers, in particular N ≥ 120, a rapid drop of the population numbers was
found, and therefore fewer single-particle functions already describe the many-
body physics sufficiently. For N = 10000, it is expected that a third natural
orbital gives a negligible contribution. Differences to the GP results always occur
inside the RT window, and for small particle numbers N ≤ 1000 for potential
depths V0 > 5.2. The RT window is rich with features for particle numbers as
small as N = 10, showing superposition states and up to 4-5 significantly occupied
natural orbitals.

This leads to the second main finding derived from of this chapter: The obser-
vation of NOON states of a reflected soliton and a trapped one. They corresponds
to the proposed macroscopic superpositions of BECs with repulsive interactions
from Refs. [20–27, 31]. However, the NOON states observed in this thesis are
novel as they differ to previously reported NOON states of counter-propagating
solitons [28–30]. Experimental realisations of these states with solitons were pre-
viously discussed in Refs. [28,30]. However, it should be noted that NOON states
of solitons are very fragile to particle loss and therefore difficult to create in an
experimental environment.
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Furthermore, we performed simulations at V0 > 5.2, for which the scattered
soliton results in two localised humps in the density. We observed a loss of global
coherence between the two density humps, which is consistent with previous mean-
field results on decoherence in soliton trains [150].

The conclusions drawn in this chapter partially originate from an extrapolation
of our data. We showed in sections 5.3 and 5.4.1 that the convergence of the
results with respect to M is not always guaranteed. In particular, regimes that are
very sensitive to the initial parameters, or small changes to the system, are more
likely show unphysical effects. From the discussion in Sec. 5.4.1, however, we are
confident that our data is sufficient to show that the observed NOON states are
physical, and increasing the Hilbert space would only slightly alter the results. For
instance, we believe that the splitting of the soliton into a binary superposition
state, as shown in Fig. 5.13 for N = 1000 and M = 3, is expected to be achievable
in experiments.
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Figure 5.13: Top panel: Time evolution of the one-body density for N = 1000 and
M = 3. Bottom panel: |φNO

i |2 for the natural orbitals. Similar to Fig. 5.3 the
resulting state is a fragmented and again a NOON -like state with 55.5% of the
particles in the first natural orbital and 41.5% in the second one.
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The most beautiful thing we
can experience is the myster-
ious. It is the source of all
true art and all science. He
to whom this emotion is a
stranger, who can no longer
pause to wonder and stand
rapt in awe, is as good as
dead: his eyes are closed.

Albert Einstein

6
Conclusions and Outlook

6.1 Conclusions

In this thesis we investigated the interplay of particle and resonant wave scattering
including nonlinear effects. Those systems expose diverse and interesting quantum
many-body physics. A better understanding of the physics in these systems could
lead to new and exiting theoretical work and inspire experimentalists to further
investigate these systems.

As an example of such a system, we discussed in this thesis the scattering of
a bright matter-wave soliton on a narrow well. For the first time, we explained in
detail the mechanism that leads to soliton trapping. Numerical and analytical work
on a variational two-mode model within the Gross-Pitaevskii approach showed that
a resonant coupling with a linear bound state in the well leads to transmission. We
observed an additional particle loss of only a few per cent in the form of “radiation”,
which slows down the transmitted soliton until it eventually gets trapped. Lastly,
we derived an analytical expression to further explain the trapping.

Additionally, we investigated the soliton scattering problem within the full
many-body description of the MCTDHB method by using the QiwiB program.
This program was developed in the course of this thesis and forms an essential part
of it. We then verified the results documented above for large particle numbers and
showed that for small numbers of particles quantum effects became dominant, and
scattering outcomes were changed significantly. Furthermore, we observed for two
separated scattered density humps at various parameter regimes a loss of global
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coherence, which we were able to relate to an increasing uncertainty of the relative
phase between the humps.

More interestingly, we found in our calculations novel NOON states, i.e. binary
superposition states, of a trapped soliton and a reflected soliton. Convergence
studies showed that those NOON states exist for a large range of particle numbers.
Furthermore, we discussed the limits and the validity of the MCTDHB approach.

Since the MCTDH/MCTDHB methods are based on a finite basis set expan-
sion, the numerical results are expected to differ from the exact results, especially
in the strongly interacting regime. For this reason, we investigated convergence
properties for the MCTDH/MCTDHB approaches. To improve the results, we
proposed an efficient scheme to correct for the truncation of the Hilbert space.
This was done by a rescaling of the interaction strength, for which we found an
exact expression for a two-particle system. We furthermore demonstrated that
this scheme is extendible to multiparticle systems. In that regime, the rescaling
only depends on one parameter, which can be obtained by comparing the results
of numerical and exact calculations. If the rescaling is applied, the numerical res-
ults presented in this thesis showed impressive improvements, for ground-state as
well as excited-state calculations. This was tested for a range of systems, such us
bosons in a ring system and confined to a harmonic well or a double well. Note
that our proposed rescaling scheme is not restricted to the MCTDH/MCTDHB
approaches, but is based on methods using finite basis sets, and therefore it can
easily be applied to existing works on similar approaches, such as exact diagonal-
isation.

We believe that the work in this thesis will spark a significant interest in this
field of research and may lead, theoretically as well as experimentally, to further
advancements as well as new discoveries.

Main results:

We briefly summarise the novel research outcome presented in this thesis:

• A travelling soliton can be trapped by a well due to radiation effects. For
the first time, this trapping was discussed and explained by numerical and
analytical work done in this thesis.
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Figure 6.1: QiwiB calculations with N = 80 and M = 2 showing the density (left)
of a travelling soliton in a ring of length L = 80, by employing periodic boundaries
in the calculations. The incoming soliton splits up into two counter-propagating
solitons (described by two separated localised natural orbitals) forming a NOON
state, as seen from the natural orbital populations (right). At t ≈ 280 the two
solitons collide and almost completely merge into one coherent soliton by mainly
populating only one natural orbital. After the collision they form almost the
same NOON state as prior to the collision. However, a very small energy transfer
occurred because the final velocities are slightly different now.

• Many-body theories based on finite basis set expansion become very inac-
curate for large interactions. We derived a simple, yet powerful, scheme to
improve the results by rescaling the interaction.

• The investigated well and its bound states lead to interesting many-body
physics. In particular, novel NOON states were observed, which consist of
reflected and trapped parts, and exist for a large range of particle numbers.

6.2 Outlook

Fig. 6.1 presents an outlook to possible future studies on the subsequent scattering
of two or more solitons. It was discussed before in Ref. [28] to use NOON states
of solitons for precision measurements. For this, the authors propose a method for
observing density fringes during the collision: For an experiment, the soliton has
to be brought close to its collapse threshold by increasing the density, and there-
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fore the effective nonlinear interaction energy. Because this is treatable with the
MCTDH/QiwiB programs, especially in combination with the rescaling scheme,
future calculations could examine this proposal in more detail and assist in the
interpretation and design of potential experiments. Furthermore, future studies
may investigate the creation of more robust superposition states with solitons,
which may be easier to realise and observe in experiments. In addition to this, it
would also be of interest to study solitons in a fully three-dimensional approach to
investigate the stability of the solitons and the loss of coherence due to excitation
in the additional two dimensions.

We furthermore emphasise that with the MCTDH/MCTDHB methods a broad
range of systems and problems can be treated. Besides the soliton scattering
problem presented in his thesis, the MCTDH/MCTDHB method could be applied
to problems, such as the creation of superposition states in double-wells [24,26,27,
31]. Furthermore, studies can be performed on self-trapping effects, interferometry
of colliding condensates and Josephson junctions on a full many-body level [128]. In
addition, to study problems that go beyond 1D systems and contact interactions,
such as dipolar gases [151] and double ring systems [152, 153], QiwiB could be
extended to solve more general problems.
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A
Robust mesoscopic superposition of

strongly correlated ultracold atoms

- an application of the rescaling method

In Sec. 4.2 we proposed a rescaling scheme to correct for errors arising for finite
Hilbert spaces. This was applied to our work in Ref. [84] where we proposed
a scheme to create coherent superpositions of a flow of interacting bosons in a
one-dimensional ring. The calculations have been performed via an exact diag-
onalisation method (see Sec. 2.6.1). Therefore, the rescaling method is suitable
to improve the calculations, and helps to correctly interpret the results. In this
section we only briefly summarise the main aspects of the work carried out and
refer the reader to our publication in Ref. [84] for a more detailed discussion.

A.1 Motivation

Generating robust quantum superpositions of macroscopically distinct states can
help to enhance precision measurements [154] as well as improve our understanding
of quantum mechanics [155]. Previously, it has been shown that so-called NOON
states create a superposition between two many-body states |N, 0〉 and |0, N〉,
where the numbers in the ket denote the occupation number of the accessible
single-particle modes (i.e. spin states, eigenmodes ...). However, NOON states are
fragile and therefore limited to up to ten particles in current experiments [149]. On
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Figure A.1: N Strongly correlated bosons in a very tight ring-shaped trap. The
rotating barrier is shown as a blue vertical beam. For N = 99 particles and no
barrier the dashed lines in the inset show the energy as a function of the angular
velocity Ω for the states with total angular momentum K1 = 0 and K2 = N . For
a finite barrier the solid line reveals an avoided level crossing.

the other hand, it has been shown that a large macroscopic superposition of flux
states in superconducting rings are much more robust [156, 157]. However, their
microscopic nature is still debated [158–161]. Earlier works, that use ultracold
gases for the creation of mesoscopic NOON states [28, 30, 162–165], suffer from
decoherence effects [166] and therefore demand for small time scales in experiments
[167,168]. Hence, we proposed a scheme [84] to overcome this problem by creating
robust superpositions due to strong interactions.

A.2 Results

Assume N bosons confined in a quasi-one-dimensional ring being stirred by a delta-
like barrier. The Hamiltonian in dimensionless units (see Sec. 2.3) for this system
in a co-rotating frame of reference is given by

H =
N∑
i=1

[(
−i

∂

∂xi

− Ω

)
+ bδ(xi) + g

N∑
i<j

δ(xi − xj)

]
(A.1)
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where b is the height of the stirring barrier and g is the interaction strength of the
contact potential. The tangential stirring velocity is given by Ω, and therefore in
the chosen frame the barrier is always stationary.

In the case of b = 0 the Hamiltonian in Eq. (A.1) can be solved analytically
for all Ω via the Lieb-Liniger model introduced in Sec. 2.4.2. In particular, the
solutions show an energy crossover at Ω = 0.5 (see Fig. A.1). In contrast, an
avoided energy level crossing appears for b > 0. This is due to the coupling of
modes of different angular momentum. An adiabatic change of Ω of the first
excited state from initially either Ω = 0 or Ω = 1 towards Ω = 0.5 results in a
superposition of the K1 = 0 and K2 = N total angular momentum states with an
equal probability of 50%. A sudden change to Ω = 0.5, however, leads to coherent
oscillations between both states.

Our simulations were performed for N = 5 particles and M = 20 single-particle
functions, unless explicitly noted otherwise. Applying our rescaling method from
Sec. 4.2 leads to errors of ≈ 3% in the Tonks-Girardeau regime, improving results
by a factor of 8 as compared to without rescaling.

Figure A.2 shows the energy gap ΔE between ground and first excited state
at Ω = 0.5. Three important regimes will now be discussed separately in the
following.

Non-interacting atoms

In Fig. A.2 a dash on the left figure margin shows the energy gap ΔE at Ω = 0.5

if there is no interaction between the particles. It is given by the energy that is
needed to excite a single particle from its ground state to its first excited state.
This can be calculated analytically for this system for different barrier heights. We
find that the states with total momentum K1 = 0 and K2 = N are degenerate for
b = 0. However, this degeneracy is lifted for finite barrier heights due to coupling
between states of different angular momentum. This leads to an energy gap, i.e.
an avoided level crossing, at Ω = 0.5. Hence, the probability P (K) of the system
having a total angular momentum K, as defined in Ref. [84], follows a binomial
distribution [see Fig. A.2(a)]. This does not suit our purpose of finding a binary
distribution where mainly the momentum states K1 = 0 and K2 = N are highly
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Figure A.2: Energy level splitting ΔE between the lowest two states at Ω = 0.5
as a function of g after rescaling. These are results for N = 5 and b = 0.008.
The dashes on the figure margins show the exact results from analytical models
for g = 0 and g = ∞. The two insets represent their corresponding total angular
momentum distributions K. Clearly, for g → ∞ the binomial distribution from the
non-interacting case (a) turns into a binary distribution (b), i.e. a superposition
of K1 = 0 and K2 = 5.
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probable.

Tonks-Girardeau regime (TG)

At the other extreme, the TG regime (see Sec. 2.4.1) of strong interactions differs
dramatically to the previous case. The interaction removes all ground-state de-
generacies except for K1 = 0 and K2 = N . Figure A.2(b) clearly shows a binary
distribution of two total angular momentum states. However, for both, the K1 = 0

and the K2 = N state, we find that their single-particle momentum distributions
are spread out and have a significant overlap. Therefore, the superposition is much
more robust to particle detection which is equivalent to the loss of a particle. This
is because it is not clear which state the removed particle initially occupied. This
improves the robustness of the superposition as we will show in App. A.3.

NOON state

The minimum of the curve in Fig. A.2 can be found at g ≈ 0.1. This is a
particularly interesting regime where the ground state takes the form similar to
|N, 0〉 + |0, N〉. This is a superposition of each particle having an angular mo-
mentum of k = 1 and an angular momentum of k = 0. The energy gap is very
small and decreases faster than exponentially with particle number. This causes
problems for its experimental realisation because long coherence times are required
to form the state [10]. Therefore, a more convenient way is to create a robust su-
perposition in the TG regime and then adiabatically change the interaction to
create the NOON state.

A.3 Particle loss

The quality of a superposition can be measured with the normalised quantity Q =

4P (K1)P (K2). The dashed line in Fig. A.3 shows Q as a function of the interaction
strength g. We find a critical interaction at around g = 0.1, above which the
superposition becomes nearly perfect, i.e. Q ≈ 1, and where the distribution of
total momentum states does not change anymore.

133



APPENDIX A. ROBUST MESOSCOPIC SUPERPOSITION OF
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In typical experiments, however, there are particle losses from the trap due to
collisions with other particles or interactions with a thermal cloud. This can be
modelled as a particle detection mechanism, which gives the most destructive form
of loss. To quantify the effect, we define a superposition quality after the loss of one
particle Q̄[−1] =

∑
k Q

[−1]
k nk/N [84]. Here, Q[−1]

k = 4P [−1](−k)P [−1](N − k) is the
quality after the loss of a single particle with momentum k, and nk is the probability
to find an atom with momentum k. The solid line in Fig. A.3 shows Q̄[−1] as a
function of g. For the NOON state regime at g ≈ 0.1 the superposition vanishes
after particle loss, while in the strongly interacting regime the superposition quality
is still approximately one. The inset of Fig. A.3 presents Q̄[−1] for varying particle
numbers in the TG regime. It shows that the robustness is increased for large
particle numbers because the single-particle momentum distribution becomes more
spread out. This means that the probabilities that a detected particle contributed
to the total angular momentum states K1 or K2 are of the same order of magnitude.
This is in contrast to the NOON state, where it is clear that the angular momentum
of a detected particle automatically tells you the total angular momentum state it
contributed to.

A.4 Summary

We investigated bosons in a one-dimensional ring being stirred by a thin barrier.
We have shown that there is a critical interaction, above which the state of the
system is a superposition of two total angular momentum states. However, after
particle losses NOON states get destroyed because of their fragile nature. The
TG regime, on the other hand, can maintain the superposition because the single-
particle momentum distribution is much more spread out. This is important for
experiments and might lead to new research for creating superposition states in
the strongly interaction regime. For a more detailed discussion we refer the reader
to our publication Ref. [84].
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Figure A.3: The quality Q of the superposition before (dashed line) and after (solid
line) the loss of one particle. The upper left inset shows the quality after particle
loss as a function of total particle number. For N = 6 only results for M � 14
were accessible, and therefore an extrapolation to M = 20 is indicated by a dashed
line. The lower right inset gives the distribution of total angular momentum states
after removal of a particle with momentum k = 1. Particle loss does not destroy
the binary distribution, it only shifts amplitudes.
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B
Numerical methods

B.1 Wave propagation

There are different ways to numerically implement the propagation of a wave
function ψ(x, t) in one spatial dimension over time. In this section we only cover
two of them that are relevant for this thesis. In the following, we focus on solving
the nonlinear Gross-Pitaevskii (GP) equation given by

∂

∂t
ψ(x, t) = F (x, t, ψ(x, t))ψ(x, t).

F (x, t, ψ(x, t)) = −i

[
−1

2

∂2

∂x2
+ V (x, t) + U |ψ(x, t)|2

]
(B.1)

Numerically, the spatial axis and time are represented on a discrete grid. This
leads to the following spatial and temporal replacements:

x → xi with dx = xi+1 − xi, i = 1 . . . Ng,

t → tk with dt = tk+1 − tk, k ∈ N0

We introduced x0 and xNg , the positions of the left and right wall of the box for
a grid of Ng points, and define t0 as the initial time. The system’s boundaries are
usually chosen to be infinitely high hard walls or periodic, i.e. ψ(x0, t) = ψ(nNg , t).

The first derivative of the wave function over time can be written as
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∂

∂t
ψ(x, t) → ψi,k+1 − ψi,k

dt
,

where ψi,k = ψ(xi, tk). The most commonly used propagation method is the
Runge-Kutta (RK) method [169]. The first order RK method, also known as the
Euler method, performs the following update

ψi,k+1 = ψi,k + F (xi, tk, ψi,k).

The truncation error is proportional to dt2. The midpoint approach, also known
as second order RK, already improves the accuracy to an error of dt3. It is given
by

a1 = F (xi, tk, ψi,k),

a2 = F (xi, tk +
dt

2
, ψi,k +

1

2
a1),

ψi,k+1 = ψi,k + a2.

This scheme can be extended to higher orders. The error for the nth order Runge
Kutta is proportional to O(dtn+1). In addition, more advanced algorithms have
been developed that include adaptive time steps. There, an additional correction
is calculated and from this, an estimate of the error in the propagation can be
obtained. A predefined step error chosen by the user controls the length of next
time step. For the propagations with MCTDH in chapter 4, a built-in adaptive 8th
order RK method has been used. QiwiB implements the ode78 routine from the
octave-forge odepkg package [170]. It is a variation of the Runge-Kutta method,
the so-called the Runge-Kutta-Fehlberg method, which is an adaptive 7th-order
method with an 8th-order estimate that gives a total accuracy proportional to
O(dt9).

Another popular method is the implicit Crank-Nicholson scheme used for the
GP simulations in chapter 3. An implicit method calculates the next time step
by including a “predicted” wave function while in so-called explicit methods, e.g.
Runge-Kutta methods, the new wave-function is calculated with just the inform-
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ation from the previous time step:

ψi,k+1 = ψi,k + F (xi, tk, ψi,k) explicit,

ψi,k+1 = ψi,k + F (xi, tk, ψi,k, ψ̃i,k+1) implicit. (B.2)

The prediction ψ̃ can be obtained by an explicit method which does not necessarily
have to be very accurate. Implicit methods are usually more stable, i.e. the errors
are bounded for stiff problems, which are cases where an explicit method would
need infinitely small time steps. My experience with implicit methods is generally
good as the results are typically of high accuracy. In the Crank-Nicholson scheme
the idea is to rewrite Eq. (B.2) in a matrix and vector notation. We define the
vector �ψk = (ψk,0 . . . ψk,Ng) and a Hamiltonian matrix Hk(�ψk) so that Eq. (B.2)
can be written as

�ψk+1 = �ψk +
1

2

[
Hk+1(�ψk+1)�ψk+1 +Hk(�ψk)�ψk

]
⇒

[
1− 1

2
Hk+1(�ψk+1)

]
�ψk+1 =

[
1+

1

2
Hk(�ψk)

]
�ψk

⇒ �ψk+1 =
1+ 1

2
Hk(�ψk)

1− 1
2
Hk+1(�ψk+1)

�ψk.

Because of the appearance of �ψk+1 on the right-hand side, representing the non-
linear term in the Gross-Pitaevskii equation, we perform two calculations for each
time step. The first calculation, the so-called predictor step, gives a “prediction”
for the wave function:

�̃ψk+1 =
1+ 1

2
Hk(�ψk)

1− 1
2
Hk+1(�ψk)

�ψk.

This is followed by the “corrector” step given by

�ψk+1 =
1+ 1

2
Hk(�ψk)

1− 1
2
Hk+1( �̃ψk+1)

�ψk

to obtain the final wave function �ψk+1. For the simulations in chapter 3 we used
a fixed time step of 0.01. However, convergence has been verified by using smaller
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time steps and by comparison with a Cash-Karp method [171], which is a variant
of an adaptive 4th- to 5th-order RK algorithm.

B.2 Imaginary time propagation

In order to simulate travelling solitons one has to create an initial soliton first. This
can either be done by using the analytical formula in Eq. (2.30) or by a method
called imaginary-time propagation [145]. The latter is an established method to
find ground-state wave-functions that minimise the total energy for an arbitrary
system. The idea behind this is the following: Assume we can expand a random
wave function in terms of eigenfunctions of the system

ψ(x, t) =
∞∑
i=0

φi(x)e
−iEit (B.3)

where Ei determines the energy of the ith function, and E0 < Ei < . . . < E∞.
By switching to imaginary time with τ = it we obtain ψ(x, τ) =

∑∞
i=0 φi(x)e

−Eiτ .
Treating τ as real we can rewrite Eq. B.1 and find

− ∂

∂τ
ψ(x, τ) = F [x, τ, ψ(x, τ)]ψ(x, τ). (B.4)

Forward propagation with respect to τ will result in an exponential decay of all
terms in the expansion Eq. (B.4). However, the term φ0 exp(−E0τ) becomes dom-
inant for τ → ∞. Subsequently, the wave function will converge to the eigen-
function with the smallest energy E0. However, this scheme does not conserve the
normalisation of ψ, and therefore the wave function has to be normalised after
each time step. For smooth functions and potentials this typically gives accurate
results. However, for more complicated systems this convergence scheme might
end up in a local minimum. For example, if the state energies are nearly degener-
ate, the scheme might converge to a higher lying state. Therefore, imaginary time
propagation has to be applied with care.
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B.3 Numerical implementation of QiwiB

B.3.1 Single-particle functions

Forward propagation of the single-particle function is done via a built-in Runge-
Kutta scheme as mentioned in App. B.1. However, compared to the Gross-
Pitaevskii equation, the full MCTDHB equations (2.44) are more complicated
to solve. For instance, they include a projector P to ensure orthonormalisation of
the single-particle functions. We used a scheme proposed in Ref. [126] where the
usual projector

P =
∑
i

|φi〉〈φi|

is being replaced by
P =

∑
i,j

|φi〉O−1〈φj|

with Okl = 〈ψk|ψl〉. This improves the orthonormalisation significantly and reduces
the errors in the whole propagation scheme by giving different weight to the terms
in the sum.

B.3.2 Propagation of prefactor �C

The propagation of the �C-vector according to Eqs. (2.44) can be performed with
different methods. Similar to the problem in App. B.1, the Runge-Kutta method
can be used. This gives accurate results but is numerically slow and does not
preserve the normalisation

∑
i C�ni

= 1. However, the equation of motion for �C

is linear. Due to this and for practical reasons, an Arnoldi/Lanczos algorithm
[89,172,173] is much more efficient and will be introduced now. Assume an initial
vector �A0 = �C(t). To obtain �C(t + dt) for a time step dt, a set of vectors �Ai

with i = 1 . . . NK is created recursively. These vectors span a so-called Krylov
space where the projected Hamiltonian H �C,P = PH �C,PP is tridiagonal. P is the
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projector onto this space. The recursion is given by

βn+1 · �An+1 = (H �C,P − αn) · �An − βn · �An−1,

αn = 〈 �An|H �C,P| �An〉
�A−1 = 0.

The resulting tridiagonal matrix M is given by

Mnm =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
αn if n = m

βn if n = m+ 1 orn = m− 1

0 else.

It can easily be diagonalised by Mnm = 〈Cn|H �C,P|Cm〉 =
∑

k V
†
nkEkVkm. The

columns of V = {Vnk} contain the eigenvectors of M and Ek are its eigenvalues.
The resulting time evolution

�C(t+ dt) =
∑
kj

Vkje
−iEjdt(V−1)j0 �Ak

is unitary and for our problem much faster than an ordinary RK method. The
size of the Krylov space NK is determined at every time step during the recursion
via an error estimate given by

ε ≈ β0 . . . βNK−1

NK !
dtNK .

In QiwiB a maximal value of NK and an error estimate are defined in the input file.
This way the size of the Krylov space, and therefore the speed of the simulations,
can be controlled. An error message is displayed if the accuracy can not be reached
with the given NK .

B.3.3 Improved relaxation

It is possible to calculate the ground state in QiwiB by imaginary time propaga-
tion of both the single-particle functions and the �C-vector. A more sophisticated
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method is given by the so-called improved relaxation scheme [90, 146]. It is not
only faster but also allows for relaxation into excited states.

The scheme works as follows: The single-particle functions are still relaxed via
imaginary-time propagation. However, for the �C-vector we solve the eigenvalue
equation

H �C
�C = Ei

�C.

Depending on the state that we want to relax to, we have to choose a suitable
initial eigenvector and continue the improved relaxation iteratively. This way the
single-particle functions are forced to converge to the state of interest as well.
However, the wrong choice of the initial eigenvector or numerical inaccuracies may
lead to a convergence into the wrong eigenstate [90]. In particular, this is the case
for nearly degenerate states. However, for the systems studied in this thesis these
problems do not appear.

B.3.4 Implementation of the whole propagation scheme

Now we consider again the real-time propagation. The two MCTDHB equations of
motion (2.44) are coupled and therefore have to be integrated simultaneously. In
order to increase the accuracy, a propagation scheme has been proposed [92, 126]
that is implicit and calculates errors for an adaptive mean-field time step. Starting
with initial values at t = t0 for the observables in Eqs. (2.39) and (2.44), the
propagation runs for an initial time step Δt, which is referred to as the mean-field
time step. The propagation scheme is now split into several steps:

1. Use hkq(t0) and Wksql(t0) to propagate �C(t0) → �C(t0 +Δt/2)

→ Calculate ρkq(t0 +Δt/2) and ρksql(t0 +Δt/2).

2. Use ρkq(t0 +Δt/2) and ρksql(t0 +Δt/2) to propagate φn(x, t0) → φn(x, t0 +

Δt/2).

3. Use ρkq(t0) and ρksql(t0) to propagate φn(x, t0) → φ̃n(x, t0 +Δt/2).

4. Use ρkq(t0 + Δt/2) and ρksql(t0 + Δt/2) to propagate φn(x, t0 + Δt/2) →
φn(t0 +Δt)

→ Calculate hkq(t0 +Δt) and Wksql(t0 +Δt).
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5. Use hkq(t0+Δt) and Wksql(t0+Δt) to propagate �C(t0+Δt/2) → �C(t0+Δt)

→ Calculate ρkq(t0 +Δt) and ρksql(t0 +Δt).

6. Use hkq(t0+Δt) and Wksql(t0+Δt) to back-propagate �C(t0+Δt/2) → �̃C(t0).

The differences C(t0)− �̃C(t0) and φn(t0+Δt/2)−φ̃n(t0+Δt/2) are used to estimate
the error ε for the propagation and to adjust the mean-field time step dynamically:

Δtnew = BΔtold
4
√
ε/δ,

ε = ‖�C(t0)− �̃C(t0)‖+ |tr (OρT
) |,

Okl = 〈Δφk|Δφl〉, Δφn = φ̃n(t0 +Δt/2)− φn(t0 +Δt/2).

Here ρ = {ρkq} and δ is a predefined error. If ε < δ, the new values are accepted.
Otherwise they are rejected, and a new calculation is done with all the initial values
at t = t0 but for a smaller time step. In order to avoid too many rejections we
introduced a prefactor B. For ε < δ we set B = 0.8, and B = 0.5 otherwise. This
scheme has been proven to be stable and therefore suitable for the work presented
in this thesis.

This propagation scheme can also be applied to the improved relaxation scheme
from App. B.3.3. However, only the previously defined steps 1-3 are required now.
Furthermore, in step 1 the �C-vector is now obtained from a diagonalisation of H �C .
As described in App. B.3.3, the correct eigenvector is taken as the new �C-vector.
Here, only the difference φn(t0 + Δt/2) − φ̃n(t0 + Δt/2) accounts for the error
estimate.

B.3.5 Calculation of HC̃ and the mean fields ρkq and ρksql

The numerical implementation of the calculations of the matrix H �C as well as the
mean-fields ρkq and ρksql from Eqs. (2.41) and (2.42) is straightforward. QiwiB
follows Ref. [92]. Essentially, the main numerical work is related to the calculation
of

Hijkq = 〈�ni|b†kbq|�nj〉,
Hijksql = 〈�ni|b†kb†sbqbl|�nj〉

144



B.3. NUMERICAL IMPLEMENTATION OF QIWIB

with |�nx〉 = |nx,1, nx,2, . . . , nx,M〉. However, while the computation of Hijkq is
numerically fast, we found that determining Hijksql is very CPU demanding, in
particular for a large number of single-particle functions M . The fact that these
variables have to be recalculated every time-step makes the whole algorithm un-
necessarily slow. In order to overcome this problem we developed a method that
reduces the computational amount for each time step by creating an additional
matrix dHmn. It contains all the necessary information about all non-zero ele-
ments of Hijksql. The elements of each row contain i and j for the states �ni and �nj

and all indices y = 1 . . .M , ordered with respect to the magnitude of ni,y − nj,y.
In addition, dHmn includes a number that represents the symmetry of Hijksql, for
example whether any of the k, s, q, l are equal. The matrix dHmn can be calculated
separately and saved on hard disk. Therefore, it can be reused for different simu-
lations. This method allows to do simulations for N = 120 and M = 4 in the same
amount of time as simulations for N = 40 and M = 4 when calculating Hijksql at
each time step. However, the amount of memory needed increases with the size
of dHmn as the size of the Hilbert space increases dramatically for increasing M

and N . Therefore, QiwiB simulations on a typical desktop machine with 4-8 GB
of RAM are currently limited to N ≈ 150 and M = 4.

B.3.6 Transformation to natural orbital basis

The natural orbital (NO) basis for MCTDHB is defined by Eq. 2.45

ρ(x, y, t) = 〈Ψ†(x)Ψ(y)〉 =
M∑

k,q=1

ρkqφ
�
k(x2)φq(x1) =

M∑
k=1

ρk
[
φNO
k (x)

]�
φNO
k (y).

where φi are the single-particle functions. Numerically, the natural orbitals φNO
j

are given by the eigenvectors of the discretised one-body density matrix ρ(x, y, t).
Furthermore, the eigenvalues ρk represent the population of their respective natural
orbitals. Hence, calculation of these quantities is trivial. However, it is numerically
very demanding to transform the �C vector in the single-particle basis to the �CNO

vector in the NO basis. To our knowledge, this is only feasible for two natural
orbitals. Consider a total many-body wave function |ψ〉 with the �CNO vector
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given by

NO〈μ|ψ〉 = NO〈μ|
N∑
ν=0

CNO
ν |ν〉NO = CNO

μ .

|ψ〉 can be expanded as given by Eq. 2.40. For M = 2 the transformation of the
operators b̂†i to the corresponding operators d̂†i in the natural orbital basis is given
by (

b̂†1
b̂†2

)
= T

(
d̂†1
d̂†2

)
=

(
t11 t21

t12 t22

)(
d̂†1
d̂†2

)
.

The elements of matrix T are given by the eigenvectors of ρkq. Using Eq. 2.40,
this leads to the representation of |ψ〉 in the natural orbital basis given by

|ψ〉 =
N∑

n=0

Cn√
n!
√
N − n!

n∑
k=0

(
n

k

)
(t11d

†
1)

k(t21d̂
†
2)

n−k

×
N−n∑
l=0

(
N − n

l

)
(t12d̂

†
1)

l(t22d̂
†
2)

N−n−l|vac〉.

From this, the μth element of the �CNO vector can be calculated as

CNO
μ = NO〈μ|ψ〉

=

μ∑
k=0

N−μ+k∑
n=k

√(
N

n

)
/

(
N

μ

)(
N

n

)(
N − n

μ− k

)
tn−k
11 tk21t

N−n−μ+k
12 tμ−k

22 Cn.

This sum causes numerical problems because some terms are very small and others
very big, with tens and hundreds of orders of magnitude difference. Therefore, the
resulting CNO vector becomes incorrect for very large numbers of particles N . In
particular, on our systems we found that the results for up to N ≈ 80 are still
reliable.
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C
QiwiB - Influence of N and M on CPU

times

Analogous to Sec. 4.1, we first present CPU times for QiwiB calculations by varying
the number of particles N and the number of single-particle functions M . Consider
a box of length LBox = 80 with a soliton initially being placed at x = −7.5. The
inter-particle interaction strength was chosen to be g = 2/N . We measured the
CPU time it takes to simulate 50 time units, during which the soliton travels to
the right with a velocity of v = 0.3.

Varying number of particles

It is expected that the CPU time tCPU scales proportionally to the size of the
Hilbert space H, i.e. the number of configurations, which is given by

SH(N,M) =

(
N +M − 1

N

)
=

(N +M − 1)!

N !(M − 1)!
. (C.1)

Fig. C.1 shows results obtained from numerical calculations performed for M = 4

on a numerical grid with Ng = 2001 grid points inside a box from x = −40 to
x = 40. The findings agree very well with Eq. (C.1). A constant contribution to
the total CPU time can be accounted for by the propagation of the single-particle
wave functions that only depend on M but not N . In addition, a considerably small
amount of time in QiwiB is spent for performing general tasks, for example copying
and saving data. Furthermore, the nonlinear increase in computation time clearly
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Figure C.1: CPU time as a function of the number of particles N . The fit para-
meters are a1 = 5339 and a2 = 0.08237. The CPU time clearly increases with
the size of the Hilbert space. The constant contribution is mainly related to the
propagation of the single-particle function, a calculation that does not depend on
N .
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Figure C.2: CPU time as a function of the number of single-particle functions M .
The fit parameters are a0 = 219.8, a1 = 37.29, a2 = 1.455, a3 = 0.05405 and
a4 = 0.002264. The different terms in the fit function were determined from CPU
times for different parts of the QiwiB program, i.e. propagation of single-particle
functions (a1 and a2), propagation of the �C vector (a3) and calculation of HC and
ρksql (a4). A constant time a0 is spent on other tasks, e.g. saving data.

gives an upper limit for the numerically feasible number of particles. Indeed, for
the calculations presented in chapter 5, it was not feasible to go beyond N � 150

particles for M = 4. Of course, smaller values of M allow for up to N = 1000

(M = 3) or N = 10000 (M = 2) particles.

Varying number of single-particle functions

Considering a very small number of particles of N = 10 results in a much reduced
Hilbert space, even for larger numbers of single-particle functions M . However,
to ensure that the propagation of the single-particle functions to be numerically
feasible for up to M = 8, the number of spatial grid points was now reduced to
Ng = 881. Fig. C.2 shows the resulting correlation between CPU times and M .
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The fitted graph contains different terms which have been obtained separately from
CPU times for different parts of the QiwiB program. For instance, one term is
shown to be proportional to

(
N+M−1

N

)3/2
. This is related to the calculation of ρksql

and H �C (see App. B.3.5 for the method used in QiwiB). Moreover, a contribution
∝ SH(N,M) =

(
N+M−1

N

)
is related to the propagation of the �C vector. The linear

and quartic dependencies with respect to M originate from the propagation of the
single-particle functions and the calculation of the nonlinear term in the second
line of Eq. 2.44. For the case of M ≤ 8, the contributions ∝ M and ∝ M4 to the
total CPU time are largest. However, due to the exponential increase of SH(N,M),
this relation is interchanged for M ≥ 9. We also note that a small amount of time
is spent in QiwiB performing trivial tasks, e.g. saving data.

Therefore, the CPU times scale worse with respect to M compared to N . This
is different to MCTDH, where simulations are usually restricted to N ∼ O(1) and
N < M . MCTDHB/QiwiB, however, is capable of performing calculations with
few single-particle functions but for large N , i.e. N � O(1) and N � M .
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D
The QiwiB program package

D.1 Background

QiwiB is an open source project being developed in our group to integrate the
MCTDHB equations (2.44) for bosonic systems. The current version can be down-
loaded from Ref. [96]. So far it was successfully tested and run on GNU Linux and
MacOSX. It is mainly written in GNU Octave [170, 174] which is an open source
high-level programming language. Its syntax is highly compatible with the com-
mercial MATLAB. The reasons why we did not choose to implement the program
in a faster low-level language, such as C/C++ or Fortran, are manifold:

• First of all, Octave/Matlab code is much easier to write and to maintain.
The code itself is much more readable as well, which might result in new col-
laborators joining the development of QiwiB. Furthermore, human readable
error messages assist in the debugging process, which is a general feature of
high-level languages and greatly helps in the debugging process.

• Octave includes many useful built-in functions that have been thoroughly
tested by the Octave community. Amongst many other functions, Octave in-
cludes several integration methods (e.g. Runge-Kutta and Adams-Bashfourth)
as well as eigenvalue problem solvers. Having these readily available reduced
the coding effort for QiwiB significantly. Often, those functions are just
templates for widely used and established numerical libraries, i.e. LAPACK,
BLAS or ATLAS. These libraries already include optimised routines for
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many problems and Octave takes advantage of that knowledge.

• Octave provides several features for user input and output, including plotting
functions that are independent from the operating system. It provides tools
that allow the development of a user-friendly interface for QiwiB.

• We note that programs written in Octave/Matlab have the reputation of
being slow and wasting a lot of memory. However, for the problems presented
in this thesis, and QiwiB in its current state, this is not a critical issue. First
of all, there are only very few computationally demanding parts in the QiwiB
program. In addition, Octave provides an API to use C/C++ code for time-
critical parts of the code. In QiwiB, especially for problems involving a large
Hilbert space, most of the CPU time is spent inside those C/C++ functions.
An estimate of the memory consumption shows that it could roughly be
halved by using purely C/C++ instead of Octave. However, this would not
be very helpful considering the exponential increase of the Hilbert space for
increasing number of particles or single-particle functions. Therefore, not
much would be gained, at least in the current state of QiwiB.

The main numerical implementations are presented in the appendix B.3.

D.2 Summary of key features

At the time writing this thesis, QiwiB was developed to solve many-boson systems
in one dimension. Their inter-particle interaction, approximated by a contact
interaction, was implemented into QiwiB via a delta potential.

For users

• QiwiB solves one dimensional systems.

• QiwiB is best suited for weak interactions but can also handle strong inter-
actions.

• Time-dependent as well as ground- and excited-state calculations are pos-
sible.
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• QiwiB is capable of calculating hundreds and even thousands of bosons (e.g.
120 particles and 4 single-particle functions or 1000 particles and 3 single-
particle functions).

• The QiwiB program package includes command line scripts to install and run
QiwiB as well as to analyse data (including creating images and animated
films).

• All scripts are described in a comprehensive html manual that is included in
QiwiB. The manual also includes installation instructions and information
about writing input files and output files generated by QiwiB.

• The input file specifies all parameters for a calculation. The creation of
those files was implemented to be straightforward and simple, even for non-
programmers. In addition, Octave commands can be used inside the input
file in order to define more sophisticated potentials, wave-functions and so
on.

• QiwiB implements several numerical integrators to choose from, e.g. Runge-
Kutta methods and the Lanczos integrator. It is possible to include different
boundary conditions, complex absorbing boundaries and rotating frames.

• QiwiB can be run in a batch mode and, therefore, is able to run on computer
clusters.

• Parts of the program can be parallelised.

• QiwiB and GNU Octave are both open source, and therefore no hidden costs
are attached to the usage of this software.

For developers

• QiwiB is an open source project released under the so-called MIT license.

• QiwiB is written with Octave, a package of libraries and templates with its
programming language being as close as possible to MATLAB. Therefore,
the code is much easier to understand than any low-level language.
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• Time-consuming functions were rewritten in C/C++ to increase the speed
of the program significantly.

Planned extensions to QiwiB

• 2D and 3D systems.

• Improvements in the integrators, e.g. by finite-element methods.

• Other forms of inter-particle interactions.

• Parallelising larger parts of the code.

• And many more...

D.3 Examples

In this section two example calculations are presented to familiarise the reader with
the usage of QiwiB. For installation instructions, we refer to the README file
and the html documentation which are both included in the downloadable QiwiB
package.

D.3.1 Particles in a well

We start with the simple problem of 20 particles confined in a one-dimensional
harmonic well. First, an input file in the form of a text document, i.e. well.inp,
is created. Included comments start with “%” and the font for new definitions is
coloured blue. The first six lines of this file are shown below.

% well.inp

pa.relaxation = 0; % relaxation process into the ground state
pa.N=20; % 20 particles
pa.M=3; % 3 single-particle functions
pa.Ng=101; % numerical grid with 101 points
pa.L=8; % box-boundary conditions with a box of length L
pa.xpos0=-4; % position of the box’s left wall
...
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Figure D.1: Density plot for 20 particles confined in a harmonic well (see text)
after being relaxed to the ground state. This picture is an exact copy of the image
generated by one of the plotting tools that are integrated in QiwiB.
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The variables defined above represent the minimum amount of information
needed to start a simulation. All variable definitions start with “pa.” and each
definition should end with a semicolon. So far, the example file would initiate a
relaxation into the ground state for 20 non-interacting particles in a box of length
L = 8. The remaining lines are given by:

...
pa.dE_limit = 1E-6; % criterion on energy convergence to stop
pa.save_step = 0.01; % saves data every 0.01 time units
pa.save_options = [1,1,1,1,1]; % saves all data

function hamiltonian_t(t) % defines a Hamiltonian
mlock(); global pa

pa.V = ([pa.xpos0:pa.L/(pa.Ng-1):pa.xpos0+pa.L]’).^2; % the harmonic well: V (x) = x2

pa.g = 1.0; % the inter-particle interaction strength

endfunction

The first line ensures that the relaxation process stops once the energy is suffi-
ciently converged. The next two lines regulate the storage of the output data, i.e.
the single-particle wave functions, densities, natural orbitals and so on. It is also
possible to alter the Hamiltonian, as shown in the last five lines of the input file.
In this case a harmonic well and the interaction strength were specified. For most
simulations, the definition of the potential is the only case were a few MATLAB
commands may be required. However, it is always possible to create an array of
numbers [a1, a2, . . .] which explicitly defines the potential value on each and every
spatial grid point.

The simulation can then be started on a command line, i.e. bash interface,
with

$ qiwib -i well.inp -d well -scr

All output files are saved into the directory well. The option “-scr” is non-
obligatory and turns on additional output to be written onto the screen. Once
the simulation has finished, the data can be analysed. The output files contain
all all the necessary information, such as the population of the natural orbit-
als (pop_nat), spatial populations (spatial_populations), energies (log) and CPU
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Figure D.2: Reduced one-body density matrix ρ(x, y) for 20 particles confined in a
harmonic well (see text) after being relaxed to the ground state. This picture is an
exact copy of the image generated by one of the plotting tools that are integrated
in QiwiB.
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times (steps). The subdirectory time_dep contains the densities, single-particle
wave functions and other relevant information needed by some of the QiwiB ana-
lysis tools. Most of the files are human-readable and mainly contain columns with
numbers. Therefore, they can be loaded and processed in text editors, spread-
sheets or similar programs. Other data, such as the one-body or two-body density
matrices have to be generated first by the provided analysis tools.

To give an example, Figs. D.1 and D.2 have been generated by the following
two commands:

$ plot_density -i well -t 3.79

$ plot_g1 -i well -ri real -t 3.79

These commands create a plot showing the one-dimensional density and the
reduced one-body density matrix at t = 3.79. Both pictures are snapshots of the
system at t = 3.79. T get a list of all options, for actions such as the creation
of animations, both commands can be started without any parameters to get
short help output. Furthermore, the data can be extracted from the pictures and
saved into an ASCII file, which can be loaded and processed by other third-party
programs.

All available scripts are explained in the Usage section of the html document-
ation.

D.3.2 Travelling bright soliton

We now demonstrate how to initiate a time-dependent simulation. First, an initial
soliton is created via a relaxation process defined in the input file soliton_relax.inp:

% soliton_relax.inp

pa.relaxation = 0;
pa.N=90;
pa.M=2;
pa.Ng=71;
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Figure D.3: Density of a soliton of 90 particles confined in a box of length L = 14.
The soliton travels to the right with an initial velocity of v = 0.5 and bounces off
the right wall at t ≈ 18. This picture is an exact copy of the image generated by
one of the plotting tools that are integrated in QiwiB.
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pa.L=14;
pa.xpos0=-7;

pa.dE_limit = 1E-8;
pa.CMF_error = 1E-4; % defines the constant mean-field error tolerance
pa.save_step = 1.0;
pa.save_options = [1,1,1,1,1];

% Define the numerical propagators
pa.improved_rlx = ’fixed’; % always take the lowest eigenstate for improved relaxation
pa.ode_phi = "RK78"; % Runge-Kutta 7th-8th order
% Below: defines error tolerance for Runge-Kutta
pa.ode_phi_opts = odeset("AbsTol",1e-10,"InitialStep",1e-4,"MaxStep",1e-2,"RelTol",1e-10);
pa.ode_C = "eigs"; % solves eigenvalue problem for the �C vector
pa.ode_C_opts = [20,40,1E-9]; % defines error tolerance and maximal number of Lanczos vectors

pa.H_update_step = 1.0; % The Hamiltonian function below will be called every time unit
function hamiltonian_t(t)
mlock(); global pa

pa.g= -0.04;
% Below: Initially a potential well is used to place the soliton at x = −2.5.
% After t = 10 we set V (x) = 0

pa.V = exp(-t/1)*1.0*([pa.xpos0+2.5:pa.L/(pa.Ng-1):pa.xpos0+2.5+pa.L]’).^2;
if t>10, pa.V = 0; end

endfunction

Notice that the Hamiltonian function is now time dependent. This allows for
the inclusion of time-dependent potentials, interaction strengths or frequencies if
working in a rotating frame. For the relaxation in this section the Hamiltonian
function will now be called every time unit. This allows us to fix the central
position of the bright soliton via a harmonic potential. The calculation is initiated
with the command:

$ qiwib -i soliton_relax.inp -d soliton_relax

This creates a directory soliton_relax which includes a restart file with the
ground state soliton data that can be used as an initial state for the following
time-dependent simulation.

The input file soliton_prop.inp for the propagation of the soliton is given by
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% soliton_prop.inp

pa.relaxation = -1; % initialise a propagation run
pa.load_phi_C = ’soliton_relax/phiC_restart.gz’; % give the location of the restart file
pa.N=90;
pa.M=2;
pa.Ng=71;
pa.L=14;
pa.xpos0=-7;

% Below: defines a vector that will be multiplied with the initial wave function element by element
% It adds a phase to the initial soliton which equals to an initial velocity of 0.5
pa.phi = exp( i*0.5*repmat([pa.xpos0+2.5:pa.L/(pa.Ng-1):pa.xpos0+2.5+pa.L]’,1,pa.M) );

pa.endtime = 20; % maximal time the simulation is running
pa.CMF_error = 1E-6;
pa.save_step = 0.1;
pa.save_options = [1,1,1,1,1];
pa.ode_phi = "RK78";
pa.ode_phi_opts = odeset("AbsTol",1e-10,"InitialStep",1e-4,"MaxStep",1e-2,"RelTol",1e-10);
pa.ode_C = "lanczos"; % using a Lanczos propagator
pa.ode_C_opts = [50,1E-10];

function hamiltonian_t(t)
mlock(); global pa

pa.g= -0.04;

endfunction

This input file loads the previously created soliton and adds an initial velocity
of v = 0.5. Then, the soliton travels to the right for 20 time units. We start the
simulation with

$ qiwib -i soliton_prop.inp -d soliton_prop -scr

After the simulation finished, we plot the density as a function of time by
running

$ plot_density -np -dt 0.1 -i soliton_prop

The resulting graph is shown in the Fig. D.3.

161



APPENDIX D. THE QIWIB PROGRAM PACKAGE

This ends this section of two example calculations with QiwiB. For further
reading we recommend to read the html documentation and to test some of the
example input files included in the sample_input directory of the QiwiB program
package.Publications by the author
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