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Abstract

This research explores a new approach for building a complex intelligent robot
multi-behaviour comprising of a variety of intelligent subsystems that are fused
together into one hybrid system. The work mainly focuses on integrating
reinforcement learning and fuzzy logic with genetic network programming,
examining the different architectures, and aims to achieve multi-objective behaviours
and alleviate the problem of learning and calibration by repeated interaction with
the environment. Different components of the learning algorithm are studied
separately and also in combination. They are developed systematically using an
increasing level of complexity for robot behaviours. As a test bed, the work
investigates how to achieve ball pursuit and wall avoidance behaviours
simultaneously, in the realm of the robot soccer game. The training procedure and
test environment is designed, as well as a variety of fitness functions are
experimented for the multi-behaviour objectives. Furthermore, the novel
evolutionary architecture is combined with hill-climbing to accelerate the search for
the best individual.

Keywords—robot soccer; multi-behaviour; multi-objectives; genetic network

programming; fuzzy logic; reinforcement learning;



Acknowledgments

| would like to express my gratitude to all those who helped me during my research.
My deepest gratitude goes first and foremost to Dr. Napoleon Reyes (Supervisor) and
Dr. Andre Barczak (Co-Supervisor), for their constant encouragement and guidance.
They have walked me through all the stages of this research. Without their consistent
and illuminating instruction, this thesis could not have reached its present form.
Thanks for the time you spent with me.

My thanks would also go to my beloved parents for their loving considerations and
great confidence in me through all these years. | also owe my sincere gratitude to my
uncle’s family who gave me their help and time in supporting and helping me living in
New Zealand.



Table of Contents

1Y o 3] [ ST PPPPPRROPPPPRR I
ACKNOWIEAGMENTS. ...eiiiiiiie ettt e e e e e s e e e e e sbeae e e esareeeeen Il
[ o) T { U LR \"
[ o) B - o] L= PP Vi
[ o)l oYW e [ N 0o Yo [T PSRRI Vi
Chapter 1 INtrodUCTION ..ooeeiieeiiiiie e e e e s e s s saeeeeeeaes 1
1.1. Overview of the Current State of Technology ......ccccccceeeivviiieiiniciieeciiee, 1

1.2, ReSearch ObJECIVES.....ccciiiiiiiiiee et e 2

1.3.  Scope and Limitations of Research........ccccccvoveiieiiiniien e 2

1.4. Overview of the Problem Domain ......cccccccveiiiiieiiicciee e 3

1.5. Significance of the ReSEarch......cccocuveiiiiiiiii e 3

1.6.  Research Methodology ......cccccuiiiiiiiieiiiie e 4

1.7.  Structure of the Thesis Documentation ........ccccccceveviiieeiiiiiiee e, 5
Chapter 2 Review of Related Literature........cccoeecuveeeieciiie e 7
2.1, FUZzy LOZIC CONEIOL ...uviiiiiiiie ettt 7
2.1.1.  Fuzzy Sets and Membership .....cccceciieeiriiiiee e 7

2.1.2.  Algorithm Description.......cccoeccuiiieieiiiee e 8

2.2. Reinforcement LEAINING ....ccoovveeeeieiiieciiieeeee ettt eeeertrreeeeee e e e e eeanes 9
2.2.1.  MarkoVv DeCiSiON PrOCESS .......ccevveierieieiiieeiieeeeieeesiteesiee et eesiree e 9

2.2.2. General DesCriptioN .......cccviiveeeeieeeeeiccrreeeeee e eecrrree e e e e e eenrreeeees 10

2.2.3. Temporal Difference Learning .......cccccvvvveeeeeeeeieiiciinveeeeee e, 12

2.3. Genetic Network Programming.......cccocvveeeeeeeiicciiiieeeeeee e e e ee s 18
2.3.1  The Basics Of GNP ......ooiiiiiiiiieie e 18

2.3.2  Initialization the GNP ........ooviiiieee e 22

2.3.3  Running a GNP INdividual ......ceeeeeiiiiiciiiieeiee e, 22

2.3.4  GeNnetiC OPerators.. .. 22

2.4. GNP with Reinforcement Learning .....cccveeeeeeeeieiiiiiieeeeeeeeeecccinreeeeeeeeeeeennns 23
2.4.1. Basic Structure of GNP-RL.......ccccceiiiiiiiiiiieieeeieceie e 23

2.4.2. Running a GNP-RL Individual .........ccccvvrreriiiieiiiiirieeeeee e, 25

B TR ¥ [ 2] 4 =1 SRS 26
Chapter 3 Adaptations of the Algorithms for Robot Control: Single Behaviour....... 27
3.1. Problem Domain Specifications........cccvvvveeeeieeiiiiiiiieeeeee e e eeanns 27

3.2. Algorithm 1:  Fuzzy Logic CONtroller......ueeeiieiieciiireeeeeiee e ee e 28
3.2.1.  General ArChiteCtUre .....c.coovvieeiiieeieeeee e 28

3.2.2. Problem-Specific Parameter Settings .....ccccccceveevevvvrereeeeeeieecnrreneen. 29



3.2.3.  Experiment Results and ANalySiS ......cccceevrvieeeiniiieeesniiieeeeriieee e 31

3.2.4. Limitations of the Algorithm.......ccceecviiiiriiiiei e, 32

3.3. Algorithm 2: Reinforcement Learning with Fuzzy LogiC........ccccecvveeenne 32
3.3.1  General Archit@CtUre ...oocuuveei i 33

3.3.2  Problem-Specific Parameter Settings .......cccccevvvvieeeiriiieeeenciieeees 35

3.3.3  Results and ANalysiS......cccueiiiriiiieiiiiiee e 36

3.3.4 Limitations of the Algorithm.......ccceecvieiiiiiiiie e, 40

3.4. Algorithm 3: Genetic Network Programming with Reinforcement
[T oV oS 41
3.4.1. General Archite@CtUre ....ccueeiiieiiiie e 41

3.4.2. Problem-Specific Parameter Settings .......cccccevvviieeeiniiiee e 43

3.4.3. Results and ANalysiS.......ccueiiiriiiieieiiiiee e 45

3.4.4. Limitations of the Algorithm.......ccccocviiiiiiiiiie e, 47

3 S SUMIMIAIY s 47
Chapter 4 Fuzzy-Reinforcement Learning for Robot Multi-behaviour ..................... 49
0 N 1Y o Yo ¥ Tt o Y o [ SRR 49

4.2 General ArchiteCtUre ......cooiviiiee e 50

4.3  Problem-Specific Parameter Settings .......cccoeevuveeeiviiieeiiciee e 51
4.3.1 Fuzzy LOGIC Parameters.......cuuuiieiiiiieieiiieiereriienereeerereeererereeerereeeeeeene 51

4.3.2 Reinforcement Learning Parameters.......ccccccceeeevivvereeecneeeeesineennnn 52

4.4, ResUlts and ANalYSiS.....eeeieiiiiiiiiriieee e e 54

4.4  Limitations of the Algorithm......cccovveieeiiiiiee e, 61
Chapter 5 GNP with Trained Fuzzy-RL Nodes for Learning Multi-Behaviours.......... 63
5.1  General Archit@CtUIe ......oocuiiiiiiiiiie e 63

5.2 GNP with Trained Fuzzy-RL Pseudo Code: Training Phase.........ccccccceveunnns 66

5.3  Problem-Specific SETHINGS ....vvveeiiiiiieiccirieeee e 66
5.3.1.  JUAZMENE NOUES c.eeviiieieiireeeee et e e 66

5.3.2.  ProcCesSiNg NOUES........coiveiiirereeeeeeeeiccinrreeeee e e e eeeirrreeeee e e e e eenrreeeees 67

5.3.3. GNP Fitness Function for Integrated Target Pursuit and Wall......... 69

5.3.4. Parameters for GNP .......ccooviiiiiiieeieceeceece e 72

5.3.5.  Hill-climbing AlgOrithm .....ccveeeeiiiiiiiiciieeee e, 72

5.4 ReSUILS and ANAIYSiS.....ccoeieirrereiiieeieiiiiirieeeeeeeeiecirrereeeeeeeessstrreeeeeeeessennnns 73

5.5 Limitations of the AlgOrithM .........coooeviiiieiiiiiiii e, 78
Chapter 6 Summary and FULUre WOrK .......cooooiiiviieeiicccecireeeeee e 79
Appendix A. Codes for the implementation of FUZZy-RL .......ccceeveeeieiicivvveeeeeeeeeenns 84

Appendix B. Codes for the implementation of GNP with trained Fuzzy-RL nodes...88

[ =T =] o3P 96



List of Figures

Figure 2.1 Classic sets and fUzZzy SEtS.......cocvuiiiiiiiiieiiiiiie e 8
Figure 2.2 Sample fuzzy sets for diStanCe ........oovcvviiiiriiiii i 8
Figure 2.3 Structure of genetic network programming .........ccccoevvveeiviiieeecnniieee e, 18
Figure 2.4 Structure of the gene of a NOde......ccuvieiiiiiiiiiii e 19

Figure 2.5 Schematic diagram of the genetic network programming algorithm

(LT a1 =4 o] T LY =) IR 20
Figure 2.6 Schematic diagram of genetic network programming (testing phase) ...... 21
Figure 2.7 Judgment and Processing Node in GNP ........cccociieiiniiiee e 22
Figure 2.8 Processing node and judgment node with sub-nodes ...........cccecvverennnen. 24
Figure 2.9 Schematic diagram of GNP- RL running in the testing phase..................... 25
Figure 3.1 2D simulation enviroNmMeNnt .........ceevvciiieieiiiiee e 28
Figure 3.2 Flowchart of fuzzy logic control system ........ccccecuveeiiviiiee i, 28

Figure 3.3 Fuzzy logic system design (NL-Negatively Large, NM-Negatively Medium,
NS-Negatively Small, ZE-Zero, PS-Positively Small, PM-Positively Medium and

PL-POSITIVEIY LArZE) ..vveeeeeeieieeieiiiieeeiitee e sttt e sttt e s et e e e st e e e s ata e e e ennsaeeeesnaaeessnnnens 29
Figure 3.4 ANgIe fUZZY SELS..ciiiieiiiei et 29
Figure 3.5 DIiStancCe FUZZY SETS ... s 30
Figure 3.6 Trace of ball and robot (fuzzy logic controller) .......ccccvveeeeeieeiecccinrreeeeeenn, 31
Figure 3.7 Schematic diagram of RL with fuzzified input algorithm ...........ccceeenn. 33
Figure 3.8 Schematic diagram of the Fuzzy-RL algorithm.........cccoveeiviiiieeiiiieeee 34
FIZUrEe 3.9 ANEIE FUZZY SEES .....uuiiirieeiee ettt ettt e e e e e e e e e e e e e e eeabrrreeeaeeeeas 35
Figure 3.10 Initial part of RL with fuzzified input algorithm ...........cccoeeeieeiniinnene. 37
Figure 3.11 Results of Algorithm 2a: Average angle from ball every 50 time steps
(y-axis = ave. angle; x-axis: 1 unit = 50 tiMe StEPS). ..cccvvvrrereiririieieiiiee e 37
Figure 3.12 Results of Algorithm 2b: Learning phase of the Fuzzy-RL algorithm........ 38

Figure 3.13 Results of Algorithm 2b: Average angle from ball every 50 time steps
(y-axis = ave. angle; x-axis: 1 unit = 50 tiMe StEPS). ..cecvvvrrereiririieieiieee e 38

Figure 3.14 The performance after running for a while (RL with fuzzified input

1 F= o1 4142100 ) FEU RSP T RRRRPPPP 39
Figure 3.15 The performance after running for a while (Fuzzy-RL algorithm) ............ 40
Figure 3.16 Schematic diagram of GNP with RL for training phase .......ccccecevvvvveereennn. 41
Figure 3.17 Schematic diagram of GNP with RL for testing phase ........ccccecevvvvveereennn. 43
Figure 3.18 Judgment NOde SELHINGS .....ccccvvrieiiei e 43
Figure 3.19 Processing NOUE SEEEINGS.....ccccvurreeieiieiieiitiereeeee e et e e eeerrrreeeeee e 44

Figure 3.20 Fitness of the best individual (y-axis = fitness; x-axis = generation count)

\



Figure 3.21 Performance of the GNP wWith RL........cccoiiiiiiiiiiiiieee e 46
Figure 4.1 Calculation of difference between the heading angle of the ball, and the

NEATEST WaAll ... e e e e e e e e e aees 49
Figure 4.2 Schematic diagram of the Fuzzy-RL algorithm.........ccccovviivviiiiiiniiieeecen, 50
Figure 4.3 Angle from ball FUZzZy Sets ....covvviiiiiiiiiieicec e 51
Figure 4.4 Angle from Wall FUZZY SetS.....coiuiiiiiiiiiiiieiee e e 51
Figure 4.5 Distance from wall FUZZY Sets .......ccoviiiiiiiiiiiiiiiiieec e 52

Figure 4.6 Average angle from ball (measured every 500 time steps) during robot
LU T L7 = SRR PP PP PP PPPPPPPPPPPPPPPPOt 54
Figure 4.7 Pre-defined restricted area used in the experiments. The ball is initially
placed within the black region depicted in the figure. The white region is the

(o] a1 o T =Te I T T TSRS 55
Figure 4.8 Close to the wall counts every 500 time Steps .....cccceevvveeericiveeeeriieee e 55
Figure 4.9 Trained sample close to wall 1 performance 1 ........ccccoceevvviieeeencieeee e, 57
Figure 4.10 Trained sample close to wall 1 performance 2.........cccccevvvcieeeenciieee e, 57
Figure 4.11 Trained sample close to wall 2 performance 1 .......cccccceevvviieeeeniiieee e, 58
Figure 4.12 Trained sample close to wall 2 performance 2 .........cccccevvvveeeevciieee e, 58
Figure 4.13 Trained sample close to wall 3 performance 1 .......cccccceeevviieeeeniiieeeeennen. 59
Figure 4.14 Trained sample close to wall 3 performance 2 .........cccccevvvcieeeevciiee e, 59
Figure 4.15 Trained sample close to wall 4 performance 1 ........ccccceeevvcveeeenciieee e, 60
Figure 4.16 Trained sample close to wall 4 performance 2 ........ccccceevvcieeeevciieee e, 60
Figure 5.1 Modified GNP Individual used in the new algorithm .........ccccceevveeeennnen. 63
Figure 5.2 Schematic diagram of GNP with trained Fuzzy-RL nodes algorithm .......... 64
Figure 5.3 Judgment N0de SEtEINGS ......ceviviiiieiiiiee e e 67
Figure 5.4 Absolute angle of the robot relative to the field ........ccccceeveveeeincieeece, 67
Figure 5.5 Angle from ball fuzzy Sets ........ccuveviiiciiee i 70

Figure 5.6 Sample GNP individual with the minimum number of nodes. Note that

the algorithm may generate a variety of individuals with different nodes and

(o{o] ] o [=Toi Lo o |- F PP PPP 73
Figure 5.7 General performance of a good individual ...........ccoeevvvveeeeeieiiniiiinnreeeeeeenn, 74
Figure 5.8 The performance close to Wall L.........cooovvvrrireiiiiiiiiiiirieeeee e 75
Figure 5.9 The performance close to Wall 2.........coovvviriveeiiiiiiieee e 75
Figure 5.10 The performance close to Wall 3.......ccooovorvieiiieiiiiicee e 76
Figure 5.11 The performance close to Wall 4.........ccooovvvveeieiiiiiiiiieeee e 76
Figure 5.12 Fitness of top 3 individuals with hill climbing........ccccovvvviviiiiiniiiiiireeenee, 77
Figure 5.13 Fitness of top 3 individuals without hill climbing ........ccccceevvvvivinvvennnennn. 77

\



List of Tables

Table 2.1 State-action space for RLin GNP-RL algorithm ........ccccccveiiviieeiiniiiiecce, 24
Table 3.1 Fuzzy Associative Memory Matrix for Ball Pursuit: Steering Angle
Ao U 40 1= TP 30
Table 3.2 Fuzzy Associative Memory Matrix for Ball Pursuit: Speed Control .............. 31
Table 3.3 State-Action space (States are the truth value from Fuzzy system, Actions
are steering angles for the robOt) .........ccveeiieiiii i 36
Table 3.4 The state-action sPace Of RL......c.uuiiiiiiiiiiiniiieecccee e 42
Table 3.5 Performance data of top five individuals .......ccccocouveiiiriiiiiiniiieeee e, 46

Table 4.1 The ID of states for corresponding input combination (Distance from wall is

01T T SRR 52
Table 4.2 State-Action space (y-axis: ID of RL States, x-axis: actions).........ccccvvveeeeeennn. 53
Table 5.1 Fuzzy rules for calculating the ball pursuit behaviour fitness. .........cc......... 70
Table 6.1 Comparison of different algorithms ..........cccoeviviiiiiiiiie e, 79

List of Pseudo Codes

Pseudo code 1: TD(0) algorithm (Sutton, et al., 2012) ......ccccvveiiiiiiiieecieee e 12
Pseudo code 2: Sarsa (On-Policy) algorithm (Sutton, et al., 2012) ......cccceeeeecrereeennneen. 13
Pseudo code 3: Q-Learning (On-Policy) algorithm (Sutton, et al., 2012)..................... 13
Pseudo code 4: TD(A) algorithm (Sutton, et al., 2012).....cccccuveeiiiiiiiieeieee e 16
Pseudo code 5: SARSA(A) algorithm (Sutton, et al., 2012)......cccovivieeieiiieeeeeiieeeee, 17
Pseudo code 6: Q(A) algorithm (Sutton, et al., 2012) ......coocvvieiiiiiieeeeeee e, 17
Pseudo code 7: Reward function for RL with FLS........ccccoiiniiiiiiniieieee e 36
Pseudo code 8: Reward function for GNP-RL.........ccocociiiiiniiieiiiiieeceieee e 44
Pseudo code 9: Reward function for ball pursuit and wall avoidance......................... 54
Pseudo code 10: GNP with Trained FUZzZY-RL........cocccuriiiiiieeieeciieeee e 66
Pseudo code 11: Fitness function for speed control behaviour .........c..coecuvvviieneennn. 69
Pseudo code 12: Fitness function for wall avoidance.........cccceeevvvieeiiniieeeiniiiee e, 70
Pseudo code 13: Final fitness fuNCLioN .........coovviiiiiiiiiiie e 71
Pseudo code 14: Hill-climbing algorithm ..., 72

VI



Vil



