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For decades. personality tests have been commonly used as one of the tools tor 

personnel selection. However, through the use of various validity generalization 

techniques. researchers have claimed that they have very poor validity in predicting 

job performance. These claims were made by Guion and Gottier ( 1965), Ghiselli 

(1973), and Schmitt, Gooding, Noe and Kirsch (1984). Each of these researchers 

used different statistical techniques and methodologies to reach their conclusions. The 

latest study by Schmitt et al. (1984), used a statistical validity generalization technique 

called meta-analysis. Based on data collected from only two journal publications they 

claimed that personality tests had a validity of .15. The present study tested the 

conclusioris of the Schmitt et al. (1984) study, by re-analysing the same data using a 

more accurate meta-analysis technique and by incorporating a larger data base . In 

addition to this. any new data from 1952 up to 1990 was included in an overatl 

analysis to find out the current validity of personality tests. A flexible coding technique 

which interacted with a computerised data base allowed any combination of data w 
be separately analysed. This made it possible to discover which types of personality 

tests worked best in differing situations such as different sample types and cntenon 

measures. Results of the Schmitt et al. ( 1984) re-analysis showed that by correcting 

coefficients for unreliabil ity. the overall validity was significantly higher than the Schmitt 

et al. ( 1984) result. A separate analysis revealed that vocational tests had the highest 

validity of the six personal ity test types. The sample-types with the highest validities 

were Supervisory and Skilled workers. The best criterion-types were in the "Other" 

category whereby measures were developed specifically for the type of job. The 

overall analysis incorporating 38 years of research showed that personality tests had 

a validity of .22. This was significantly higher than the figure quoted by Schmitt et al. 

( 1984). Results showed that personality tests in their present state are generally poor 

predictors of job performance. however when they are modified to become more JOb 

specific, their validity improves. It is suggested that in the future. personality tests 

should be specifically designed for the purpose of personnel selection and for specific 

jobs. 
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CHAPTER ONE 

INTRODUCTION 

1.01 The Origin of Personr.el Psychology 

The development of industrial psychology began in the World War I era which saw the 

start of the use of psychological testing in industrial settings. Much of this 

development was concerned with the concept of looking at worker individual 

differences in an effort to understand personnel problems. In the following years. 

industrial psychology began establishing itself as a personnel-oriented field, howevei. 

its use in industry was still limited. 

It was during the second World War that industrial psychology saw more widespread 

use and application due to the increased sophistication of warfare and the urgent need 

for rapid mobilization, (Howell & Oipboye, 1982). Throughout this period. personne l 

training, selection. and placement were regarded as some of the most important focal 

areas in applied psychology. These applications formed the basis of modern 

personnel psychology. 

Personnel Psychology is defined as a general label for that aspect of industrial and 

organizational psychology concerned with: a) the selecting. supervising and evaluating 

of personnel, and b) a variety of job related factors such as morale. personal 

satisfaction, management-worker relations. counselling and so forth. (Reber, 1985). 

In almost every area of personnel psychology there is a monetary utility applied 

directly to either the training of personnel or their on-the-job performance. Failure in 

either of these areas costs the organization a substantial amount of money in the form 

of direct decreases in production or lost opportunity costs. 
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1.02 Psychological Testing in Personnel Selection 

The objective of any personnel selection procedure is to select high performing 

employees that will maximize benefits to the organization. In the past this procedure 

has generally been a hit and miss affair. One of the most popular ways to increase 

the "hit-rate" of selecting high performing employees is to use psychological tests that 

can accurately predict the performance of personnel in particular situations. The logic 

for developing and using psychological tests for personnel decisions is a simple one. 

The major assumption is that different individuals have different probabilities of 

success in different jobs. These probabilities are largely dependent on the individual 

characteristics and abilities that are unique to each person. The application of a 

psychological test to identify these individual characteristics for se!ection purposes, 

utilizes the assumption that people with certain characteristics will have a greater 

probability of success in a particular job than people without those characteristics. 

Clark Hull in 1928, defined a psychological test as : The measurement of some phase 

of a carefu!ly chose sample of an individual's behaviour. This definition is broad 

enough to identify personnel selection devices other than the standard paper-ar.d

pencil test (Landy, 1989, p54). 

Tests that can be administered as personnel selection devices can be categorised into 

three main groups according to their content (McCormick & Tiffin. 1974). The first 

group includes tests cf basic human abilities. such as cognitive abilities and 

psychomotor skills. These are used to determine whether individuals possess the 

capacity to learn a given job if they are given adequate training. 

The second major group includes tests of achievement that measure job-specific 

abilities such as typing or operating machinery. Certain tests in this group are also 

referred to as work-sample tests because they provide a sample cf a working situation 

and assess the incumbent's performance in dealing with the tasks of that situation. 
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An example of a work-sample test would be the In-Bas~ et Test whereby incumbents 

are presented with a series of "practical tasks" such as answering phones. The 

incumbents are then assessed on how they deal with the phone cail and what the 

outcome was. The incumbents would then move on to the next task to be dealt with. 

The third major group of tests are personality and interest tests. The~A are desigr.dd 

to measure personality characteristics or patterns of interests of individuals on the 

assumption that these characteristics and interests may be related to job performance. 

1.03 Types of Personality Tests 

The use of personality tests in personnel selection represents a marked contrast to the 

other types of tests. Instead of selecting people who meet or exceed a predictor cut

off on a single variable, interest and personality tests have often utilized a multivariate 

procedure in which a set of interest or personality dimensions scores are compared 

with a norm, (Muchinsky, 1986). 

The number of available personality tests runs into several hundred. They generally 

fall intc :hree main categories- pencil and paper personality questionnaires, interest 

inventories and projective techniques. The pencil and paper personality 

questionnaires are in fact inventories which contain a series of statements or questions 

relating to behaviours, attitudes and feelings. The responses are then tallied up and 

scored by comparing them with existing data and norms. 

Some of the more common pencil and paper tests used for selection purposes are the 

Minnesota Multiphasic Personality Inventory (MMPI), the California Psychological 

Inventory (CPI), and the 16 Personality Factor Questionnaire. The California 

Psychological Inventory for example is essentially deri11ed from the MMPI and is very 

similar except that where the MMPI was designed for "abnormal people", the CPI was 

designed for a "Normal population". 
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The CPI provides scores on eighteen components over four classes, as follows: 

Class I: 

Class II: 

Class Ill: 

Class IV: 

Measures of poise, ascendency, and self assurance. 

Measures of socialization, maturity and responsibility. 

Measures of achievement potential and intellectual efficiency. 

Measures of intellectual and interest modes. 

Interest inventories tap the strength of a person's interests in such things as hobbies, 

recreation, leisure time activities, sport and jobs. This is done in the hope that certain 

people who are more interested in certain things may perform the job better than other 

people. Examples of the more common interest inventories are the Strong Vocational 

Interest Blank (SVIB), the Kuder Preference Record and the Vocational Preference 

Inventory. The SVIB for example, was primarily developed for use in vocational 

guidance counselling and determines whether or not the subject's pattern of interests 

agrees with the interest patterns of people in each of other various occupations. 

Scoring is based on grades ranging from A to C. The higher the score for any 

"occupation", the closer the person's interests are related to people who are 

successful in that occupation. 

The final g-roup of personality tests are the projective techniques. Some of the more 

common projective measures used are the Rorschach Inkblot Technique and the 

Holtzman Inkblot Technique. The use of these tests involves the subject being 

presented with an intentionally ambiguous stimulus such as an ink-blot picture, and 

being asked to give his or her interpretation of what they "see" in the picture. 

Scoring is subjective in the form of an expert who interprets the individual's replies and 

patterns of rP.sponses an_d makes an assessment of _the individual. These tests are 

unreliable and are used more commonly in a clinical setting rnther than the 

occupational setting. 
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All the personality tests mentioned above have been used in industrial psychology and 

personnel selection for d~cades and by innumerable organizations. The actual utility 

of information gained using these and other personality measures in personnel 

selection will be systematically reviewed in this study. 

1.04 Test Validity and Reliability 

The process of reviewing the utility of the tests used to select personnel involves 

assessing their validity and reliability in the workplace. The basic premise is to 

determine the strength of ~he relationship between test performance and job 

performance. For this purpose a criterion-related validity coefficient can be derived 

from test performance measures and measures taken on-the-job. 

There are two types of criterion-related validity; concurrent validity and predictive 

validity. Concurrent validity is an estimate of the accuracy in measuring current 

performance. It is obtained by correlating performance on the chosen criterion with 

cumrnt test results. Predictive validity is an estimate of the measurement's accuracy 

in measuring future performance or behaviour. It is derived by correlating performance 

on an established test with performance on a chosen criterion (Conrad & Maul, 1981 ). 

In the case of personnel selection, predictive validity provides the most relevant 

information about future job performance, whereas concurrent validity would be more 

appropriate for comparing the performance of current workers to establish the effects 

of an independent variable such as job experience on current job performance. 
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1.iJs Soyrces of Validity Information 

In a study by Monahan and Muchinsky (1983), 394 personnel selection studies 

published in Personnel Psychology between 1950 and 1979 were analysed according 

to selected aspects of the research design. This gave an indication of the research 

developments and trends that have occurred over the past three decades in the area 

of personnel selection. 

Per haps an indication of the amount of research published in the area of personnel 

selection can be given by the vast number of validity studies reported between 1953 

and 1960. There are a number of reasons for this trend. One is that between these 

years. Personnel Psychology incorporated the Validity lnfo1mation Exchange (VIE) 

wllicti was a section where researchers could convey their validation findings in a brief 

report format (see figure. 1) 

No. of Studies 
70 

f)() 

60 

ito · 

30 

20 

':lb_ ~-ri-'-+~~--~ 
1060 1963 1Ql>C 1969 1062 1006 1968 1G71 1974 tQ77 tGeO 

Year 

Figure 1. Number of validit)' studies published in Personnel Psychology 

between 1950 and 1900. (after Monahan & Muchinsky, · 1983). 
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The VIE remained a major source of validity reports until 1960, after which a steady 

decline of reports led to the discontinuance of the VIE in 1965. Apart from the demise 

of the VIE, there are other reasons attributable to the decline in research reports. One 

of those reasons may have been the increasing social and legal pressures brought 

against psychological testing during that period. There also has been a change in the 

research interests of industrial psychologists as more social, and environmental factors 

were incorporated into the discipline. 

The 1980's saw a renewed interest in personnel selection research with the use of 

more accurate research tools such as Meta-Analyses and the development of fast 

microcomputers. Personnel selection research has been characterized by a heavy 

reliance on subjective criterion measures and small sample sizes (Monahan & 

Muchinsky, 1983). With the ~mphasis now on validity and reliability of research 

designs, larger sample sizes are being used along with a trend toward more objective 

criteria. 

In order to find out more about the fidelity of the use of personality tests in the applied 

setting, some form of cumulative study would need to be performed. A cumulative 

study would provide a global account in one form or another, of research findings 

relevant to a particular area. Such cumulative studies have been performed in the 

past in the form of narrative reviews and meta-analyses. 

1.06 Early Reviews of Personality Tests 

The first major review of the validity of personality tests 

used for personnel selection was carried out by Ghiselli and Barthol (1953). Their 

results showed a wide range of reported validitie!) ranging from very low and negative, 

to moderately high. A more comprehensive narrative review was carried out a decade 

later by Robert Guion and Richard Gottier (1965). 



8 

In the decade between those two studies there had been such a proliferation of new 

personality measures that Dunnette (1962) was moved to urge a moratorium on 

construction of new tests until those already available were better utilized. 

The main conclusion of Guion and Gottier's (1965) narrative review was that "there is 

no generalizable evidence that personality measures can be recommended as good 

or practical tools for employee selection. The best that can be said is that in some 

situations, for some purposes, some personality rr 3asures can offer helpful predictions 

(Guion & Gottier, 1965). 

In the Guion and Gottier (1965) study, the definition of a personality measure was 

broadened to include measures of interest. Their reason for doin.g this was that 

interest and temperament measures are used for a common role: the measurement 

of variables presumed to be associated with motiva•ion. They mention that the 

distinction between interest variables and variables measured in the more 

conventionally named personality tests is one which is very difficuil to make E:!ther at 

an empirical or at a theoretical level. 

1.07 Traditional Methods Used fot Cumulating Results. 

The narrative review technique used by Guion and Gottier ( 1965) can best be 

described as a "qualitative literature review" where the reviewer collects the results of 

a number of studies and takes each one at face value in an effort to integrate the 

entire collection in an overall conclusion. This technique has several limitations in 

terms of the generalizability of the conclusions particularly i1 there are a large n• ,mber 

of studies being reviewed. In this case, the studies will usually not be comparable in 

design, measures, criteria etc., and findings will typically vary across studies. (Hunter 

& Schmidt, 1990). The ability for the human mind to be able to consciously account 

for the variances and hence the associated fluctuations in the quality of each study 

becomes increasingly limited when the number of studies increases. 
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Glass (1976) mentions that "one can no better grasp the results of hundreds of studies 

in the traditional narrative review than one can grasp the sense of 500 test scores 

without the aids for organizing, depicting and interpreting data." (Glass 1976, p3). 

Cooper and Rosenthal (1980) have shown that even when the number of studies 

reviewed is as small as seven, reviewers who use narrative-discursive methods and 

reviewers who use quantitative methods, usually reach different conclusions. 

One method developed to overcome the problem -Jf large numbers of studies is the 

traditional vote counting method. This approach involves classifying each study into 

one of three categories, either significantly positive, significantly negative or undecided. 

The number of studies falling into each category is then tallied and whichever category 

has the greatest number of votes is the winner. This method assumes that all studies 

have the same characteristics and completely ignores differing sample sizes. 

Hedges and Olkin (1980) have pointed out that if there is a true effect, then in any set 

of studies in which mean statistical power is less than about .50, the probability of a 

false conclusion using the vote counting method increases as the number of studies 

increases! Therefore, the traditional vote counting method is fatally flawed both 

sta.tistically and logically and does not really overcome the problem of integrating large 

numbers of studies. 

Cook and Leviton ( 1980) reviewed the traditional methods of cumulating research 

findings and compared them to meta-analytic techniques. They state that counting the 

incidence of significant results is overly conservative because results which are in the 

right direction but fail to reach the chosen significance level, will be counted as 

negative results. 
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The narrative review and the vote counting method are both considered as qualitative 

literature reviews. Qualitative methods serve to cumulate and assess ~ach piece of 

research separately. However, each piece of research has its own irregularities and 

variances. In order to be able to integrate results from different studies, the 

irregularities and variances must be controlled. 

1.08 Artifacts and Sources of Error 

To describe the many forms of error and variance in research results, Hunter and 

Schmidt (1990) use the term "study artifacts". Sampling error is one of the main 

sources of artifactual variance. This is because study validity varies randomly with 

differing i.;opulation types and sizes. Larger sample sizes are more reliable and 

therefore should be weighted accordingly. 

Error of measurement is another source of artifact variance. It occurs in both the 

dependent and independent variables. In the case of the dependent variable, validity 

will be systematically lower than true validity to the extent that job performance is 

measured with random error. This problem stems from the use of poor measurement 

techniques and data re~ording errors. In the case of the independent variable, the 

validity for a test will be lower than true validity, to the extent that the selection rules 

assume that employees have a lower variation in the predictor than applicants. 

The third artifact is range variation, which occurs because correlations from different 

studies will have different variances on the independent variable. In order to compare 

these correlations the variances must be controlled. When this occurs, study validity 

will be systematically lower t11an true validity to the extent that selection policy causes 

incumbents to have a lower variation in the predictor than is true of applicants. 
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The fourth artifact is the result of errors such as inconsistent coding, exceeding 

parameter rules, interpretation and typographical errors. These errors are probably 

the most commonly made and are known simply as reporting errors. 

The fifth artifact is deviation from perfect construct validity. This occurs in the 

dependent variable and is related to the degree to which the actual criteria matches 

the ultimate criteria. Criterion deficiency or contamination affects the accuracy of the 

reported validity coefficient. This problem highlights the importance of proper criterion 

development. 

Another source of error occurs through the use of dichotomized dependent and 

independent variables. Often, variables associated with interviewing or job 

performance measures are dichotomized into "accept" and "reject" categories, or 

"more than" and "less than" responses. These responses are inaccurate and are 

difficult to measure, especially when an attempt is made to produce a quantitative 

summary. 

Variance due to extraneous factors is the final artifact. This stems from individual 

variations in each incumbent's experience or background that may have an affect on 

the outcome at the time of the assessment. 

Failure to account for any of these artifacts leads to errors in the estimation of 

statistical significance and variance across studies. Although controlling for every 

single artifact may not yet be feasible, the objective would be to control for as many 

as possible. 
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1.09 Meta-Analysis vs Traditional Methods 

One statistical technique which has been used over the last two decades is a method 

of validity generalization known as Meta-Analysis. Meta-analytic techniques, although 

controversial, are very powerful tools in modern research. They have the ability to 

overcome the earlier pr· !blems of large numbers of studies. subjective ratings and 

account for nearly all the artifacts mentioned above. Compared to the narrative review 

and the traditional vote-counting method. meta-analysis appears to be more systematic 

and objective in reaching a conclusion. 

Meta analysis is first a qualitative literature review. Each piece of research is 

considered in turn, then the articles are combined in a quantitative review and the 

results are sy·nthesised into a final conclusion. Meta~analysis is not a single technique. 

but rather a fl~xible set of techniques that can be adapted to the question at hand, 

provided that enough information is available in the reports of research (Cook & 

Leviton, 1980). 

Early applications devised before the 1960's were of three main types. The first 

generally resulted in an estimate of the averags correlation found in all the studies 

summarized. The second resulted in a correlation between some charach.uistic of the 

studies and the correlation found in the studies. The third type simply correlated data 

obtained from each study with other data or characteristics obtained from within the 

studies. 

From the 1960s onwards, meta-analytic techniques were developed in more detail by 

people such as Robert Rosenthal and Gene Glass who coined the term •meta

analy~is" in his two papers in 1976. Since the late 70s there have been literally 

hundreds of published and unpublished meta-analyses. (Rosenthal. 1984). 
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1.1 o The Hunter and Schmidt Methodology 

Over the past decade, there have been major methodological advancements made in 

the area of meta-analysis. Two researchers who were the major forces behind these 

changes were John Hunter, Professor of Psychology at Michigan State University and 

Frank Schmidt, Professor of Human Resources at the University of Iowa. 

In association with Gregg B. Jackson, Hunter and Schmidt published a book on meta

analysis emphasising the importance of correcting results for artifacts such i?S 

unreliability and error of measurement on both the dependent and independent 

variables (see Hunter, Schmidt & Jackson, 1982). 

The method used by Hunter and Schmidt for conducting a meta-analysis has been 

employed in the majority of recent of meta-analytic studies. Fisher and Gitelson 

concisely state that: "the Schmidt-Hunter meta-analysis is based on the idea that 

much of the variation in results across samples or studies is due to statistical artifacts 

and methodological problems rather than to truly substantive differences in underlying 

population correlations", (Fisher & Gitelson, 1983, p320). 

The Hunter and Schmidt method is conducted in three stages. The first involves 

calculating the mean correlation across studies weighted according to the sample 

sizes used in each study. The purpose for this procedure is that correlations from 

studies with large sample s!zes arc more reliable and are more likely to represent the 

true population value than are correlations from studies with small sample sizes. 

Tr.e second stage involves calculating the total variance of sample correlations around 

the sample weighted mean. From this, the variance attributabllJ to artifacts is then 

able to be calculated (st~ge three), and subtracted from the total variance. 

Theoretically when the variance attributable to artifacts is subtracted from the total 

variance, the remaining unexplained variance is often very small, indicating that 

apparently inconsistent results across studies are not truly inconsistent. but occur only 

because of statistical artifac1s. 
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When correcting for artifacts, personnel selection is a special case according to Hunter 

and Schmidt (1982, 1990), because the predictor is used in an imperfect form. The 

cause of this stems from the fact that job performance data is only available on 

incumbents who are currently working. The incumbent population is different from the 

applicant population because poor workers are usually fired or quit voluntarily. 

Therefore, the releyant population correlation used to assess the practical impact of 

the test should be corrected for error of measurement in the dependent variable 

(criterion), but not in the independent variable (predictor). 

1.11 Meta-Ana~ysis in Personnel Selection. 

In the past two decades there have been three major meta-analyses carried out in the 

area of personnel Selection. The first one was by Ghiselli (1973) and the other two 

were simi.Jltaneously published by Hunter and Hunter and Schmitt, Gooding, Noe and 

Kirsch in 1984. The methodology used to carry out these analyses varied somewhat 

resulting :n inconsistent conclusions among the three studies. The Ghiselli (1973) 

study employed the same technique used in his (1966) study and is simply an updated 

version of this previous study. The Ghiselli (1966) meta-analysis corrected only for 

sampling error which, as the author himself points out, means that the reported 

weighted coefficients are under-estimations of the true validity. 

The most recent study was by Schmitt, Gooding, Noe, and Kirsch (1984), who 

conducted a meta-analysis on predictors of job performance. They reported a low 

overall va:idity coefficient of .15 for personality tests including measures of interest. 

However, their results have been criticised by many as ~eing inaccurate because only 

sampling error was accounted for and major artifacts such as error of measurement 

on both the dependent and independent variables were not corrected in the analysis. 
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Schmitt et al. (1984) claim that, after sampling error variance was corrected, much 

unexplained variance remained and that their findings are inconsistent with earlier 

validity generalization work. In a review article by McDaniel, Hirsh, Schmidt, Raju and 

Hunter (1986), it was stated that the Schmitt et al. (1984) claims were not correct and 

were misleading. McDaniel et al. (1986) stated that the Schmitt et al. (1984) results 

were the product of using larger average sample sizes from a narrow scope of 

research articles. The main reason for the larger sample sizes was that the Schmitt 

et al. (1984) data base consisted only of published studies. In fact only studies 

published in two American journals namely, Personnel Psychology and the Journal of 

Apµlied Psychology were included. All were also published after ordinary small

sample validity studies had ceased _to be considered worthy of publication by these 

journals. 

The Schmitt et al. ( 1984) study was not the only one to restrict itself to these two 

journals. The narrative review by Guion and Gottier (1965) also used studies 

published only in Personnel Psychology and Journal of Applied Psychology. The 

authors of these studies however, do state their reasons for limiting their data base 

parameters. For example, the journal Personnel Psychologywas chosen by Monahan 

et al. ( 1983) because over the years the journal has published articles by researchers 

from several nationalities, as well as from academic, industrial and governmental 

research sectors. It is one of the leading journals in the area of industrial and 

organizational psychology and the journal has been in existence long enough (since 

1948) for a longitudinal analysis of published research to be made. 

They also chose the Journal of Occupational Psychology because one of the most 

prevalent topics is personnel psychology with some 31 o/o of its articles having been 

published in this ama. It is significant however, that there is seemingly little 

consistency in the jGurnals used to conduct meta-analyses. 
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Admittedly the effect of incorporating a small number of articles that have not been 

published or have been published in other journals will probably have no effect on the 

global conclusion of a meta-analytic study. It may however have an effect on the 

qualitative accuracy of the final true validity coefficient. Researchers such as 

Rosenthal (1979) and Arkin, Cooper, and Kolditz (1980) stress the importance of a 

thorough search of the literature. 

I 

In a paper by Rosenthal (1979), focusing on the area of selective publications, it is 

mentioned that for any given area, one cannot tell how many studies have been 

~onducted but never reported. He outlines what is now known as the "file drawer 

problem", which stems from the fact that most journals are filled with the So/o of the 

studies that show Type I errors, while the file drawers are filled with the 95°/o of the 

studies that show non-significant results. 

Given this type of selective publication, the credibility and generalizability of cumulative 

research methods using only published journal articles, in particular the traditional 

vote-counting method, would be questionable to say the least. 

As more reports are being published, simultaneously more unpublished reports are 

cumulated. This is occurring to the extent that we can no longer afford to ignore them 

if a true generalizable global analysis is to be performed. 

All published and unpublished reports should be examined, as editorial policies in 

journals may bias published reports towards confirming replications or statistically 

significant studies. · The difficulty faced here is the problem of how to obtain 

unpublished reports. The only solution is to conduct a tho~ough search and to inform 

people about what type o' information is being sought. With the advent of electronic 

mail, facsimiles and modems, the literature search is much easier to carry out today 

than it was a decade ago, as communication to most universities and data sources 

can be achieved relatively quickly and inexpensively. 
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1.12 Personality Test Validity 

In 1984. Hunter and Hunter applied their meta-analytic formulas to past meta-analyses 

and major comparative reviews that had already been done such as Ghiselli (1966, 

1973), Vineberg and Joyner (1982) and Reilly and Chao (1982). 

During this time, the Schmitt et al. (1984) study was being carried out and so missed 

being included in the Hunter and Hunter (1984) study. However, in a study by Hunter 

and Hirsh (1987), the meta-analysis by Schmitt et al. (1984) was re-calculated using 

Hunter and Hunter's formulas for correcting error of measurement and attenuation. 

ThAir comment on the Schmitt et al. (1984) study, was that they made no correction 

for unreliability or range restriction hence validity was not accurately reported because 

the proper correction for these artifacts was not made. ,, 

Schmitt et al. (1984) thought they had found inconsistencies between their results and 

those of Hunter and Hunter (1 S84). However, Hunter and Hirsh's (1987) re-calculations 

of the Schmitt et al. ( 1984} data showed that those inconsistencies were due to the 

absence of corrections for error of measurement or attenuation. 

Hunter and Hirsh ( 1987) recalculated the data used in the Schmidt ~t al. (1984) study 

using their own formulas and corrected for error of measurement in performance 

ratings by using a constant reliability coefficient of 0.60 for personality tests. The 

results of this recalculation increased the overall validity coefficients of personality 

tests used for prndicting performance ratings by 31 percent and the validity for training 

criteria was increased by 13 percent. The validity for status change and promotion 

was increased by only 3 percent. 
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The average validity for these three criteria in the Hunter and Hirsh ( 1987) study was 

. 19. This was a 36 percent increase over the overall validity coefficient of .15 quoted 

by Schmitt et al. (1984) . Given these results it appears that the overa!1 validity 

coefficient of .15 quoted for personality tests by Schmitt et at. (1984 ), was a 

substantial underestimate of the true validity. 

Table 1 

Ghiselli (1973), Sc;hmitt et al. (1984), and Hunter and Hirsh (1987) validities for 

personality as a function of sample type and overall means. 

Sample Type Ghiselli( 1973) SNGK (1984) H & H (1987) 

Professional .05 .16 

Supervisor .34 .17 

C.'erical .20 -.02 

Skilled Labour .22 

Unskilled Labour .16 .06 

Sales .32 

Overall .22 .15 .24 
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Table one shows a comparison betweer. the three major statistical analyses carried 

out on personality tests. The Ghiselli (1965) results are the mean unweighted 

correlation coefficients which were calculated in that study. The Schmitt et al. (1984) 

results are sample weighted correlation coefficients and the Hunter and Hirsh (1987) 

results are mean sample weighted correlation coefficients corrected for unreliability. 

The overall statistics given at th& bottom of table one were calculated using the same 

method as were used in each study. 

The results shown in table one are descriptive rather than comparative. Any form of 

comparison between the three studies would need to consider that there will be large 

inconsistencies in coding criteria, categorization of sample types and most of all, the 

methodology used. The differences between the Ghiselli (1965) results and the 

Schmitt et al. (1984) results are quite substantial. When all three overall coefficients 

are looked at, it appears that simply averaging the correlations (Ghiselli's study) gives 

an inflated result, applying sample weighting (SNGK's study) gives an underestimatAd 

result, and sample weighting and correcting for unreliability boosts that underestimate 

by a considerable amount. Th··~ last two statements are probably true, but the first 

statement is probably not. 

Unweigh'ed mean correlations are dependent on the magnitude and frequencies of 

correlations. For example, if there are two studies. with one having a validity of .60 

and a sample size of 50 000 and the other having a validity of .02 and a sample size 

of 50, the mean validity for both studiAs will be .31 even though the first study had a 

sample size 1000 times larger than the other. However if they were weighted 

according to sample size the mean validity would be .599 ! Therefore. Ghiselli's 

results were dependent on the magnitudes and frequencies of the vali1ities reported 

in his data. 
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1.13 The Current Situation. 

At present there are still conflicting results and conclusions about the validity of 

personality tests used for personnel ~;election. Validities ranging from .15 to .65 have 

been quoted by a number of researchers. (Schmitt et al., 1984, Ghiselli, 1973, Hunter 

& Hirsh, 1984). The latest published comment is from an article in The Psychologist 

(March 1990), where one writer claims that a validity of .15 for personality tests "is 

nonsense and professionally damaging nonsense at thatr 

Muchinsky (1986), after reviewing the results of Guion and Gottier (1965), Ghiselli 

(1973) and Schmitt et al. (1984), concluded that, for the most part, the reported validity 

coefficients for interest and personality tests have been unimpressive. He also stated 

that in recent years there seems to have been a revival of interest in personality 

testing. 

Bernardin and Bownas (1984) have advocated that we re-examine the role of 

porsonality measures in personnel selection. When a universally acceptable 

procedure for validity generalization studies can be agreed upon, perhaps then the 

results and conclusions will be less conflicting. T~e Hunter and Schmidt meta-analytic 

technique appears to be a procedure which gives the best possible estimate of true 

validity. 

1.14 The Benefits of Computerized Meta-Analysis 

One of the objectives of the present study is to highlight the benefits of meta-analysis 

over traditional procedures. The main purpose of the present study is to carry out a 

meta-analysis of the validity of personality tests used for selection. The meta-analytic 

techniques of Hunter and Schmidt (1990) will be employed to perform the data 

analysis. The entire analysis will be carried 01 !ton an l.B.M. PC using a meta analysis 

program written in GW-Basic version 3.2. 
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The 3bility to computerize the meta-analytic procedure has several major advantages 

over the conventional hand calculated meta-analyses and other validity generalization 

procedures. The greatest advantage is the ability to store and manipulate large 

volumes of data. The flexibility of computerization allows the user to instantly analyse 

any number of combinations of data. This flexibility is limited only by the amount of 

detail the researcher chooses to use in the data coding stage. Any new studies can 

be entered into the data file instantly so that the outcomes of the analysis can be 

updated as soon as the new information is entered. 

Any advancements and future modifications that may need to be made to the formulas 

used. can quickly be made without having to rewrite the entire program. The potential 

benefits and utility of a meta-analytic statistical software package are enormous as it 

develops into an even more powerful statistical tool that can be quickly and 

inexpensively applied to almost any research area. 

1.15 Statement of the Hypotheses 

The present study has three major domains. the first concerns the limited use of only 

two "selected" journals by Schmitt et al. (1984) in their 1984 meta-analysis. Because 

a meta-analysis is supposed to be a cumulative account across all findings, any 

limitation of data collection defeats the purpose of the analysis. The present study will 

re-calculate the Schmitt et al. ( 1984) data using the Hunter and Schmidt method which 

corrects for unreliability. in addition to the Schmitt et al. (1984) data, will be any 

relevant data found in other journals. Furthermore. the data search will be extended 

to cover the years between 1982 and 1990, a period which no previous cumulative 

research has covered. 

The second major area looks at the different factors and criteria involved in the 

selection and coding of data used to pertorm a meta-analysis on personality tests for 

personnel selection. The data will be coded so as to allow different study 

characteristics to be tested. The effects of selective data collection can then be 
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derr.onstrated by excluding data with characteristics such as studies using only 

professional subjects or using only performance as a criterion. 

The final major area is concerned with the claims made about the predictive validity 

of personality tests by Guion and Gottier (1965}, Ghiselli (1973), Schmitt et al. {1984) 

and Hunter and Hirsh (1987). The first three authors conclude that personality tests 

have very poor predictive validity. Hunter and Hirsh (1987) do not however, claim that 

personality tests have a high predictive validity, they maintain that the validity of .15 

presented by Schmitt et al. (1984) is too low an estimate and that their higher 

estimates using corrections for criterion and predictor unreliabilities are more accurate. 

The present study attempts to provide support for the Hunter and Hirsh (1987) 

conclusions and challenges the Schmitt et al. (1984) conclusions by hypothesizing that 

by using the Hunter and Schmidt (1990) meta-analytic technique and by extending the 

scope of journals used, an overall validity coefficient for personality tests will be 

significantly highnr than the Schmitt et al. (1984) overall result of .15. 

If the differences are significant in this study then it may be assumed that: 

A) Results and conclusions can vary greatly according to the decision rules usaj 

to categorise the data. 

B) Results and conclusions can vary greatly by the method used to calculate 

mean validity coefficients. 

C) Results and conclusions can vary greatly according to criteria used to select 

study data. 

If these three points prove to be valid then the implications are that studies using 

meta-analytic techniques need to be in a more compatible format. Thorough literature 

reviews and standardized coding and data selection processes should be used if 

conclusions are to be compared or contrasted with other studies. 
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CHAPTER TWO 

METHOD 

The first stage of the meta-analysis was to define the parameters of the present study. 

The previous studies by Schmitt et al. (1984) and Guion and Gottier (1965) were used 

as guidelines. These parameters were: 

1. All articles used were published between 1952 and 1990. The present 

analysis covered 38 years of personality research. 

2. The classification of personality measure has been broadened to include 

measures of interest in the same way as the definition used by Guion and 

Gottier (1965). This means that the targeted studies are those focussing on 

personality measures. Studies incorporating interest measures, however, were 

also included if they had already been classified as personality measures in 

past validity generalization studies. 

3. Studies that were included in the present analysis had to conform to the 

specified "Study Characteristics" mentioned below in order to meet the 

statistical and methodological requirements of the study. 

2.01 Data Collection 

The data collection phase was performed in three steps. The first step was to obtain 

the reference lists for both the Guion and Gottier (1965) review and the Schmitt et al. 

( 1984) meta-analysis. The Guion and Gottier study provided references from the 

Journal of Applied Psychology and Personnel Psychology for studies covering the 

twelve ·year period between 1952 and 1963. The Schmitt et al. (1964) study covered 

research from the same two journals between the years of 1964 and 1982. 
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These two studies combined. provided referencss from two major journals in the area 

of personnel selection over a thirty year time span (1952-1982). Using these 

references as a starting point, the primary task was to cover the years from 1982-1990 

in Personnel Psychology and the Journal of Applied Psychology, and to search for 

articles in any other journals that may have had relevant data for the period 1952-

1990, a 38 year period. 

The second step in the data collection phase was to perform a thorough search of the 

literature on personality tests used in occupational and related settings. Both a 

manual reference and a computerized search of on-line data bases were conducted 

(Psych-info) using the DIALOG Information Retrieval Service. The on-line search was 

c~nducted using combinations of over 60 selected key words and was limited to 

articles published after 1965. The result of the search yielded 97 references, however 

only half of those were related to personality testing in an occupational setting. 

Following the on-line search, a manual search of relevant journals was conducted to 

ensure full coverage of the literature. All volumes from seven major occupational and 

general psychological journals were searched. Those journals were: 

Journal of Applied Psychology 

Journal of Occupational Psychology 

Personnel Psychology 

Psychological Bulletin 

Organizational Behaviour and Human Decision Making 

International Review of Applied Psychology 

Journal of Personality 

The third stage of the data collection phase was the selection and recording of the 

articles. For an article to be included. it had to meet certain study criteria to ensure 

that the statistics reported in each study and the statistical requirements of the meta

analytic formulas were compatible. 
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The study criteria required were: 

1 . Only studies reporting Pearson r correlation coefficients could be usad. Those 

correlations had to be between a predictor and a criterion and not between two 

predictors. 

2. All studies had to be applied to or carried out in an occupational setting. 

Studies using personality tests in a clinical, educational or any other setting in 

which job success was not a variable, were not included. 

3. Only "recognized" personality measures were included in the study. No 

personality measures in the form of derived constructs or in any other form 

were to be included. In order to be considered "recognized", the personality 

measure had to appear in the "The Ninth Mental Measurements Yearbook" 

(Mitchell , 1985). 

2.02 Data Coding 

The data coding phase was one of the most important stages of the analysis. It 

determined the flexibility and manipulative characteristics of the data as well as the 

;:jbility to obtain results from different groups. Much care was taken to code the data 

in such a way as to leave as many options open as possible for combining the 

different characteristics of each study. 



Data coding consisted of 12 variables which were: 

1. Study number 

2. Year 

3. Design 

4. Sample type 

5. Criterion type 

6. Reliability type 

7. Inclusion or exclusion 

8. Test type 

9. Cross validation 

1 o. Validity coefficient 

11 . Sample size 

12. Criterion reliability coefficient 

Study Number 
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A three digit number was coded for each article according to the same method used 

in the Schmitt et al. (1984) study. The articles used in the present study have study 

numbers that correspond to the study numbers assigned to each article in the Schmitt 

et al. (1984) data. The purpose of this was to enable comparisons to be mado 

between the Schmitt et al. (1984) data, the Guion and Gottier ~1965) data ana thu 

data collected in the present study. It also allowed each article to be linked to the 

journal fror .. which it was published. 

Year 

The year of publication for each validity coefficient was coded as a two digit number. 



27 

Design 

The experimental design type was coded into predictive and concurrent designs, using 

single digit codes. Several studies incorporated a combination of both predictive and 

concurrent designs in their research. 

Sample Type 

The sample type categories used were the same as those used in the Schmitt et al. 

(1984) meta-analysis. The studies were coded into seven major categories. The 

categories were: 

1 - Professional and semi-professional eg. Nurses, Policemen and Firemen. 

2 - Supervisor eg. Managerial staff and Foremen. 

3 - Clerical eg. Typists and receptionists. 

4 - Skilled labour eg. Complex machine operators. 

5 - Unskilled labour eg. Process workers and orderlies. 

6 - Sales eg. All salespeople. 

7 - Other eg. any other occupations that did not fall into the existing coding 

categories. 

Reliability Type 

Five forms of reliability measurement were recorded. They were: inter-rater reliability, 

internal consistency, test-retest, parallel forms, and split-half reliability. 
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Criterion Type 

The types of criterion that were used in each article were the same as those used in 

the Schmitt et al. (1984) study. Nine categories were used. 

They were: 

1 · Performance ratings 

2 - Turnover 

3 - Ac.hievemenUgrade 

4 - Production 

5 - Status change 

6 - Wages 

7 - Work sample 

8 - Other 

9 - Composite 

Cross Validation 

Each validity coefficient was coded for whether it had been cross validated. 

Inclusion/{: xclusion 

One of the underlying problems in meta-analysis is an inconsistency in the quality of 

research published in journals . . Because meta-analysis depends largely on sample 

sizes, a poorly designed study with a large samp:e size will have a larger impact on 

the final result than would a well designed study with a smaller sample size, thereby 

contaminating the final results and conclusions. 
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Another case for exclusion are studies using obscure personality tests which have 

been poorly constructed. The results of these studies should not be compared 

alongside studies using reputable comprehensively validated tests. 

The inclusion/exclusion category enabled a distinction to be made between articles 

which were definitely allowed into the analysis, definitely not allowed into the present 

analysis but were included in other analyses, and articles where there was some doubt 

about their inclusion into the present study. The function of this category was to lower 

the chances of allowing Type I and Type II errors to be committed due to the inclusion 

of poorly designed studies in the meta-analysis. 

The coding consisted of three categories: 

0 -In 

1 -Out 

2 -Undecided 

Test Type 
d 

The final coding category was an identification of which type of personality test was 

used for each reported validity coefficient. Six sub categories were derived using the 

categories used by Mitchell (1985), they were: 

O - Nonprojective character and personality tests 

1 - Measures of interests 

2 - Projective tests 

3 - General vocational tests 

4 - Leadership and managerial behavioural tests 

5 - Miscellaneous tests 
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Nonprojective character and personality tests included the popular and traditional 

pencil and paper tests such as the Minnesota Multiphasic Inventory, California 

Psychologi~l Inventory and the 16 Personality Factor Questionnaire. 

Measures of interests included tests such as the Strong-Campbell Interest Inventory, 

the Kuder Occupational Interest Survey, and the Self Directed search. 

The projective tests category involved traditional and controversial projective tests 

such as the Rorschach Inkblot Test. the Holtzman Inkblot technique, and the Thematic 

Apperception Test. 

Vocational tests assessed the general career interests of subjects. Tests such as the 

Vocational Preference Inventory and the Vocational Planning Inventory were included. 

The leadership and managerial behavioural tests were a more specific set of tests 

which assessed managerial and leadership qualities. Examples of such tests are the 

Leader Behaviour Descriptir,, Questionnaire (LBDQ) and the Leadership Opinion 

Questionnaire (LOO}. 

Miscellaneous tests consisted of tests that were custom-made for special pu-rposes 

such as army recruiting. These tests are composite tests and may have been made 

up of separate scales taken from other personality tests such as the CPI or MMPI. 

The data were recorded on data recording sheets designed for this study. An example 

of the data recording sheets and summary data coding sheet which was used as a 

quick ref~rence when coding the data into the computer, is provided in Appendix A. 
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2.03 Construction of the Meta-Analysis Program 

The data was analyzed using the Hunter and Schmidt meta-analytic procedures 

(Hunter, Schmidt & Jackson, 1982; Hunter & Schmidt, 1990). One of the main 

objectives in the design of the program was to enable it to be used on any l.B.M. PC, 

XT, AT or compatible computer system thereby increasing its utility. 

The r~eta-analysis program was written in Microsoft GW-Basic and incorporates the 

Hunter and Schmidt meta-analytic formulas. It consists of two main units: the program 

body which houses the formulas and data processing commands, and the data body 

which contains all the data organized into rows and columns. Each row represents 

one record containing a single validity coefficient and its related coding data. The data 

body can be manipl.!'ated by deleting rows according to any coding criteria. The 

program will then run with the remaining data giving a full validity generalization result 

on any subset of the main data. 

Each subset of data can then be individualiy processed to see how it fits in to the 

overall picture. The sample weighted mean of these subsets should be equal to the 

overall validity coefficient. This method is analogous to constructing a jigsaw puzzle 

using both a top-down and a bottom-up approach. The entire picture can be looked 

at from the start and taken apart piece by piece to see how it all fits in. Alternatively, 

the P.ieces can be broken down into almost any shape or size (coding flexibility), and 

linked to build the completed picture. 

For each criterion-type and sample-type group, individual files were created to allow 

them to be analysed individually. This made it possible to find out the validity of each 

test-type when using different criteria and sample-types. 
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2.04 Data Analysis Procedures 

Study data is entered into a data file located at the end of the meta-analysis program. 

The program then reads in the data which is organized into five fields, four of which 

contain statistical data and one which contains coding data. Data is processed 

individually, record by record then cumulated and the sample weighted mean of the 

correlations is calculated. This sample weighted mean is then 9orrected for predictor 

and criterion unreliability. By choice. the program can run either with or without 

correcting for predictor or criterion unreliability. 

For comparative purppses, 24 separate sub-programs were constructed enabling the 

results to show how each of the six test types performed acc0rding to given sample 

types and criterion types. 

2.05 Reported Validity Coefficients 

After reading in the raw data from a data file, the program then calculated the mean 

unweighted correlation coefficient then corrected that correlation tor sampling error 

using the reported sample sizes. Following that, it corrected the . mean sample 

weighted correlation coefficient ~or unreliability in both the criterion and the predictor 

variables. At this stage the program could be split to run through correcting only for 

unreliability in the criterion and not in the predictor or vice versa. 

Because the present study deals with the spec;<.i ! c:~se of personnel selection. 

corrections for predictor unreliability were not . mad~ . following the suggestion by 

Hunter and Schmidt (1990). However. to cover both sides of this issue and to give 

the clearest picture of how this would affect the final validity coeffici~nt, two final 

results were reported. One was where predictor unreliability is corrected for and the 

other was where it is not. 
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2.06 Variance In Correlations 

Variance i11 correlations was calculated at three levels. The first to be calculated was 

the variance in the uncorrected correlations. The second level was the variance in the 

correlations after correction for sampling error and the third level was the variance of 

the final validity coefficients after all corrections had been made. 

2.07 Other statistics 

Tile program also calculates the standard deviations of the correlations before and 

after corrections for unreliability as well as the amount of variance due to sampling 

error reported in percentages. A chi-square test of significance was performed and 

95% confidence intervals are also calculated firstly after correction for sampling error 

and again after correction for unreliability. 

2.08 Criterion and Predictor Reliability Coefficients 

When a study is being corrected for attenuation and unreliability. two of the variables 

that affect the magnitude of the final validity coefficient are the reported criterion and 

predictor reliability coefficients. Because not all studies reported this information, there 

was the problem of how to deal with missing data. 

There were three ways to overcome this difficulty. The first was simply not to correct 

for unreliability, another was to use substituted reliability estimates and the third was 

to use artifact distributions to make up for missing data. Hunter and Hirsh (1987), 

used the second method by substituting their own estimated criterion reliability 

coefficients for data that Schmitt et al. used in their 1984 meta-analysis. For example, 

the average correlations for performance criteria were corrected for range restriction 

using a reliability of 0.60 and the correlation for general mental ability was corrected 

for range restriction using a reliability of 0.67. 
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The data in the present study was corrected for unreliability using original and 

substituted correlation coefficients both separately and combined. Studies which do 

not report criterion reliability coefficients were assigned the same substituted 

coefficients as used by Hunter and Hirsh (1987). The results were also calculated 

using only the estimated reliability coefficients in order to be able to make a direct 

comparison of the conclusions of the Hunter and Hirsh (1987) study with the present 

study. The estimated reliability coefficients are shown in table 2. 

Table 2. 

Estimated criterion reliability coefficients. 

Criteria Rellabillty Coefficient 

Performance Ratings .60 

Training .81 

All others .60 

The reliability for performance ratings and training criteria were taken from Pearlman. 

Schmidt and Hunter ( 1980). Hunter and Hirsh {1987) also used the same estimates 

in their meta-analysis. The reliability of .60 for all other criteria was used because 

Schmidt and Hunter ( 1977) have pointed out that this is probably a conservative 

estimate of average criterion reliability. therefore the use of this figure would still lead 

to a slightly underestimated validity coefficient but would improve its accuracy. 

Pearlman, Schmidt and Hunter (1980) stated that these coefficients are somewhat 

conservative leading to under-correction of the mean validity of a distribution. 
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2.09 The Dangers of Type I and Type II Errors 

A Type I error in a study of this nature would mean that the researcher has claimed 

that a particular study has a high predictive validity when it doesn't. A Type II error 

would mean that the researcher claims that the study has a low predictive validity 

when it may in fact have a higher validity. Widespread use of an unknowingly invalid 

personnel selection test can be a costly mistake. Adopting conservative criterion 

reliability coefficients reduces the risk of incurring a Type I error which in the context 

of this type of study, is more serious than a Type II error. 

When correcting for predictor unreliability, the coefficients derived from studies which 

report them were used to correct those studies individually. Studies which do not 

report predictor reliability coefficients will be coded with a zero in which case the 

program did not correct for unreliability. 

One of the purposes of providing such a variety of results under different conditions, 

is to find out the effects of differences in the magnitude and inclusion of reliability 

coefficients on the final results. There may be a significant difference in correlation 

coefficients corrected under differing conditions. 

2.10 Test of Statistical Significance 

In order to compare the magnitude of the validity coefficient differences given the 

different calculation methods, different studies, criteria and test types, a chi-square test 

of statistical significance was used. Overall correlations of the Schmitt et al. (1984) 

study, the. Ghiselli (1973) study, and the present study were tested for significant 

validity coefficient differences by converting the correlations using a Fishers Z 

transformation. In all cases the null hypothesis was that there were no significant 

differences between the correlations. 
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CHAPTER THREE 

RESULTS 

3.01 Journal Analysis 

lri all. 73 relevant articles were found, 41 from Personnel Psychology, 29 from ttle 

Journal of Applied Psychology, 1 from the Journal of Occupational Psychology and 2 

from the International Review of Applied Psychology •. The proportions of articles 

collected from each of the journals used are shown in figure two. 

Journals 

pp 
68$ 

JAP 
4041> 

JOC 
1~ 

JOG = Journal of Occupatior.al Psychology, JAP = Journal of Applied Psychology 

IRAP = International Review of Applied Psychology, PP = Personnel Psychology 

Figure 2. Proportions ot journal articles used in the meta-analysis. 

• now k11uw11 ;is llpp/11:rl P:;yctwlogy. An International Review. 
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A summary of relevant information pertain•ng to the characteristics of the studies used 

is shown in table three. 

Table 3 

Characteristics of the studies used in the meta-analysis. 

Test Type 

NCP .. Interest Proj Voe Managerial Misc 

Number of 

Independent 70 9 1 1 22 4 20 

Correlations 

Average 

Sample Size 264 86 95 507 100 925 

Range of 

Reported 22- 33- 34- 11- 86- 50-

Sample Sizes 3964 267 193 8414 113 8497 

Total Sample 

Size 18488 773 1047 11153 398 14506 

• Non-projective Character and Personality Tests 
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Table three indicates that of the 73 articles collected, 24 studies were from the Schmitt 

et al. (1984) meta-analysis, 44 were from the Guion and Gottier (1965) review and 5 

were from articles published between 1982 an\°1 October 1990. From the 73 articles, 

246 independent coefficients were reported which were reduced to 136 summary 

coefficients by averaging coefficients from the same studies with similar 

characteristics. 

The test-type with by far the greatest number of reported coefficients was the Non

projective character and personality tests. Managerial tests had the least number of 

reported coefficients and the smallest total sample size. 

3.02 Analysis of Sample-types 

In the sample-type analysis, the mean correlation was progressively reported from the 

sample weighting stage to the final stage where it was both sample weighted and 

corrected for attenuation. The variance before and after correction for unreliability and 

sampling error was also reported as well as a chi-square value, its level of 

significance, and a 90o/o confidence interval. In table four, data is presented 

summarizing the validit~· of studies over the various sample-types. 
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Table 4 

Validity coefficients as a function of sample-type. 

Sample Type 

Prof Super Cler Unskil Skill Sales 

Sample Size 21584 5152 612 1012 1486 1043 

Meanr .17 .13 .18 .11 .18 .10 

Mean Sample 

Weighted r .14 .14 .18 -.01 .15 .01 

Sampling 

Error Var .00273 .00600 .01555 .01301 .00776 .01163 

Mean r 

Corrected for 

Attenuation .17 .18 .23 -.01 .18 .01 

Corrected 

Variance .00974 .05483 .00342 .15429 .03330 .11526 

% Var Due to 

Sampling 28o/o 11°/o 100°/o 8°/o 23°/o 10°/o 

Error 

Number of 

Coeff s 61 32 10 13 12 12 

Chi Square 212.45 213.33 • 11.51 106.87 50.51 84.27 

Value • • NS • • • 

90% Cl .28-.35 -.28-.63 .12-.34 -.78-.76 -.18-.53 -.ss.:.s1 

• = P<.005 •• = p<..05 NS = Non Significant 
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Closer examination of table four shows that the mean fully corrected r's appeared to 

be substantially higher than the mean sample weighted r's in the Professional, 

Supervisor, Clerical and Skilled labour categories and that of the six sample types 

used in the meta-analysis, Clerical workers had the highest validity followed by 

Supervisors and Skilled Labourers. Against the trend, Unskilled labourers showed a 

low negative correlation which was accompanied by a high corrected variance. Sales 

personnel followed along the same lines with very low validity and high corrected 

variance. 

Total sample sizes indicate that there were notably more subjects used for studies 

using Professional workers as samples than for any of the other categories. Although 

Clerical workers had the highest mean validity. they also had the smallest total sample 

size. In relation to this small sample size, chi-square tests of homogeneity were 

significant for all but the Clerical sample and the 9~0/o confidence interval was much 

wider for the Clerical sample than for any of the other samples. Therefore the 

implication that the Clerical sample had the highest mean validity should be treated 

very cautiously as a chance variation cannot be ruled out. Relating to the iss~e of chi

square tests of homogeneity, Hunter and Hunter (1990) stated that there are dangers 

in the use of statistical tests of homogeneity in the context of meta-analysis and it is 

usually undesirable to rely on their implications. _ 

Following the general sample type analysis, all ~ample types were subdivid&J into test 

types and separate validities were obtained from them to show how each test type 

performed in relation to sample type. Summary results of this analysis are 

shown in figure three. 
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• Test -types with less than two reported correlation coefficients were not included. 

Figure 3. Validity of tests within each sample-type. 

The bar chart shows that none of the predicto ~s in any of the samples achieved mean 

correlations greater tllan 0.5. No figures wNe available for the Unskilled sample 

because there was only one reported coefficient fo1 ~ach test type. However, the 

results did st1ow that for Prcfessional worker~. Vocational tests were the best 

predictors of job success. For Supervisory start, Interest tests were the most valid . 

. Miscellaneous or composite tests had the high~c;t validity in the Clerical staff category 

followed closely by Non-projective Character 'lnd Personality tests (NCP}, and 

vocational tests. NCP tests had clearly ttie highest validity in the Skilled labour 

samples and for Sales personnel, Vocational tests were the best predictors. Full 

details of each analy'c;is can be seen in Appendix C. 
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3.03 Criterion-Type Analysis 

Criterion-type data was analysed in the same way as the Sample type data. The 

results pi this analysis can be seen in table five. Of the eight types of criteria used, 

personality tests correlated most highly with "Other" criteria such as creativity ratings, 

job tenure and employee suggestions. Of the specified criteria, personality tests 

correlated relatively highly with Performance ratings which was one of the most 

common criterion-types. Lower correlations were found with Achievement/Grades and 

Status Change/Promotion and the Achievems~t correlation was found to be non 

significant in the chi-square test. 

A strong negative correlation was found in the Production criteria and a very low 

correlation was found in the Performance rating criteria which had the largest sample 

size. Wages and Composite criteria also had low correlations and were non 

significant. All of the three criteria that yielded non-significant results had sample sizes 

of less than 500 and were based on fewer than 1 O studies. Low variance and a high 

degree of sampling error was found in the Achievement and Composite criteria. 
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Table 5 

Validity of different criterion-types. 

CR/ TYPE 

Pert Turn Ach Prod Stat Wage Ot11 Comp 

Sp/ Size 26542 735 429 506 20911 314 565 363 

Meanr .15 .18 .21 -.09 .19 .08 .23 .08 

Mean 

Sample .22 09 .15 -.17 .15 .09 .26 .1C 

Weighted r 

Sampling 

Error Var .003 .011 .011 .006 .001 .009 .017 .022 

Mean r 

Cc>rrected .013 . 11 .19 -.22 .19 .11 .32 .12 

fo1· Allen 

Corrected 

Variance .268 .199 .013 .143 .006 .124 .169 .012 

% of Var Due 

To Sampling 20% 6% 84°/o 40/o 17% 701 'lo 10% 100% 

Error 

Number of 

Coeff s 79 8 5 3 19 3 1 1 8 

Chi Square 374.1 97.4 8.69 49.2 1Gi.3 0.69 84.3 11.6 

Value • • NS • • NS • NS 

90% Cl .02- -.76 -.03 -.96 .03- -.49 -.09 

.51 -.98 -.41 -.51 .34 1.1 .33 

• :: J)<.005 ii= JX.05 NS= Non Significant 
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Subgroups of test-types were formed and analysed in the same way as the sample

type to find out which test-type was the best predictor within each criterion-type. The 

summary results of this analysis shows a patchy use of criteria in personality test 

validation studies (see figure 4). Once again as in the sample-type sub-analysis, none 

of the correlations exceeded 0.5. 

Performance ratings was the only criterion to have studies involving all six test-types 

and in that group as well as the Achievement group, the Miscellaneous tests appeared 

to have the highest correlation. Nvn-~rojective character and personality tests had the 

highest correlations in the Status chJnge, Other and Composite criteria classes. 

Projective tests faired best for thl;· studies using Turnover and Wages as criteria. A 

strong negative correlation with Vocational tests was found in the Production category, 

however there were only three coefficients reported so one or two strongly negative 

correlations is enough to yield a negative overall result. Full details of each analysis 

can be seen in Appendix D. 

It should be noted that sample sizes for the subgroup analyses were considerably 

smaller than for the overall group analyses so a large proportion of the results were 

not significant in the chi-square tests. This however, does not mean that the results 

can be overlooked. Instead they can be taken in a descriptive context, adding depth 

to the overall results, hence the use of bar charts to facilitate this process. 

Sample si1er, will increase as the entire data set becomes involved in the more global 

comparative analyses. The first of these is an analysis which was carried out to 
, 

determine wtiich test-type returned the highest overall correlation. All studies were 

divided into six test-type categories and were analysed separately. 
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• Test-types with less than two reported correlation coefficients were not included. 

Figure 4. Validity of eacr. test-type within each criterion-type. 

3.04 Test-type Analysis 

The results shown in table six indicate that out of all six test-types, Vocational tests 

had the highest overall correlation followed very closely by Miscellaneous tests which 

consisted of custom-made composite tests. NCP tests were also among the top three 

tests. The bottom three consisted of Projective, Managerial and Interest tests in 

descending order and all had considerably lower correlations than the others. The top 

three had a range of .21 - .25 whereas the bottom three ranged from .12 - .15. 

All correlations were highly significant exce~t for the Interest tests and Managerial 

tests categories which had relatively small sample sizes and very few reported 

coefficients. Sample sizes were the largest for Non-projective character and 

Personality tests, Miscellaneous and Vocational tests. 
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Table 6 

Validity of different test-types. 

Tesi Type 

NCP Int Proj Voe Man Misc 

Sample Size 18488 773 1047 11153 398 18506 

Mean Sample 

Weighted r .17 . 11 .12 .19 .11 .1S 

Sampling 

Error Var .0036 .0152 .0103 .0018 .0099 .0010 

Meanr 

Corrected for 

Attenuation .21 .12 .15 .25 .13 .24 

Corrected 

Variance .0218 -.0008 .0434 .0229 .0093 .0179 

% Var Due to 

Sampling 16% 1 OO°lo 24% 8°10 100°10 6% 

Error 

No. of coeffs 

70 9 11 22 4 20 

Chi Square 358.76 8.77 39.17 190.18 6.86 250.3 

Value • NS • • NS • 

90%CI -.08 -.26 -.05- -.06 -.03-

-.50 -.56 .54 - .32 .49 

• = P<.005 •• == p<. .05 NS = Non Significant 
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3.05 Re-Analysis of the Schmitt et al. data 

One of the important issues surrounding the present study is the saliency of the 

technique used by Schmitt et al. (1984) where coefficients were corrected only ior 

sampling error but not attenuation. The Schrr.itt et al. (1984) data was re-analysed in 

the present study and corrections for unreliability were made. A comparison of the 

Schmitt et al. (1984) results and the present study results is shown in table seven. 

Results of the comparison show that the overall validity coefficient of .149 in the 

Schmitt et al. (1984) study increased to .181 when corrected for attenuation. 

Correspondingly, the var:1nce and confidence intervals have widened in the corrected 

study. 

Table 7 

Comparison of Schrr?f*t et al. (1984) data and method with present study method. 

Comparison SNGK Study Present Study 

Total Sample Size 23430 23430 

No. of Coeffs 62 62 

Final Coefficient .149 .181 

Variance .00782 .01135 

90% Cl -.0247 - .3219 -.0279 - .3893 -
The differences between the two mean correlations were tested using Fisher's Z 

transformation and were found to be statistically significant at both the 0.05 and the 

0.01 ~evels (Z = 3.56) using a two-tailed test. 
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3.06 Overall Res1Jlts 

The overall analysis uses data from 1953 through to 1990 covering some 37 years of 

research. In table eight the overall validity coefficient is presented in two forms. The 

first, (A), is where corrections were made only for criterion unreliability. The second, 

(B), is where corrections for both criterion and predictor unreliability were made. The 

conclusions of the present study wih oe based on the results in column A, which were 

corrected fo~ criterion unreliability but not predictor unreliabilty as recommended by 

·Hunter and Hunter (1990). Given this, the overall results in table eight show that 

personality tests had a mean validity of .22 and the variance attributed to sampling 

error was found to be 12 percent. This result was highly significant at the .005 level. 

When corrections were made for both criterion and predictor unreliability. the ·1alidity 

rose slightly to .25 and the variance due to sampling error dropped to 1 O percent 

(column B) . 

The overall results were calculated on the whole data set, most of which was used by 

Guion and Gottier (1965), Ghiselli (1973) and Schmitt et al. (1984). Some studies had 

very poor experimental design either due to the tests used or the sample populatk>n 

characteristics. 
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Table 8 

Final '-1alidity coefficients for all personality studies from 1953 to 1990. 

A B 

Sample Size 50365 50365 

Mean Sample 

Weighted r .18 .18 

Sampling Error Var .00253 .00253 

Mean r Corrected for 

Attenuation .22 .25 

Corrected Variance .02062 .02550 

% Var Due to Sampling 

Error 12% 10°/o 

No. of coeff s 136 136 

Chi Square Value 869.95 869.95 

• • 

90% Cl -.06 - .50 -.06 - .56 

" = p<.005 "" = P<.05 NS = Non Significant 

3.07 Results of the INOUT Analysis 

To show what the effects of more stringent data selection techniques may have. data 

. was coded as to whether or not it should be included or whether it was undecided as 

described earlier. Table nine shows the resulting correlations using the three 

conditions. The first analysis used data that was deemed acceptable. The second 

analysis used data that was thought to be unacceptable and the third analysis 
~ 

combined data from both the unacceptable and undecided categories. 
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Table 9 

Validity coefficients as a function of INOUT criteria. 

IN OUT IN+ UNDEC 

Sample Size 37205 12859 37506 

Mean Sample 

Weighted r .19 .15 .19 

San'ipiing Error Var .00242 .00269 .00248 

Mean r Corrected for 

Attenuation .24 .18 .24 

Corrected Variance .02017 .02004 .02016 

% Var Due to Sampling 

Error 12o/o 13°/o 12°/o 

No. of coeffs 97 36 100 

Chi Square Value 630.95 216.58 635.10 

• • • 

90% Cl -.04-.52 -.10-.45 -.04-.52 

• = JJ<.005 "* = JJ<.05 NS = Non Significant 
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The results in table nine show that by excluding studies which were deemed 

unacceptable, the resulting coefficient did not differ much from the overall validity. In 

all, 36 coefficients were deemed unacceptable and when combined, had a mean 

correlation of .18. When the UNDECIDED group were added to the IN group, there 

was no noticeable difference in magnitude from the IN group result. 

3.08 Results Summary 

In summary, the results of the study showed that the sample-types that correlated 

most highly with measures of job success were the Supervisory and Skilled workers. 

The most successful criterion-type were the "Other" criterion measures followed by 

Achievement and Status change. 

The Schmitt et al. (1984) data was corre!:ted for criterion unreliability and the resulting 

validity coefficient was found to be significantly higher than the figure quoted by 

Schmitt et al. (1984) of .15. 

The overall mean validity of personality tests was found to be .22 and it was found that 

Vocational tests with a mean validity of .25 were the best predictors of the six classes 

of personality measures. 
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CHAPTER FOUR 

DISCUSSION 

4.01 Journal Analysis 

The analysis of journal proportions used in the present study showed that of the seven 

official journal publications looked at, 40o/o of the articles used in the present study 

were from the Journal of Applied Psychology and 56°/o were from Personnel 

Psychology. This result goes some way to justifying the Schmitt et al. (1984) use of 

only two main journals in their data collection procedure. These two main journals 

contained 96 7'o of all validity data available in the area of personality tests for 

personnel solection. McDaniel et al. (1986) claimed that S<:hmitt et al. only used 

studies tha; were published in the fields two most prestigious journals. This does not 

appear to be a serious problem given the findings of the present study. However, this 

does not justify the use of only two journals by Schmitt et al. (1984). The dangers of 

doing so are still present and Schmitt et al. (1984) were fortunate that there were so 

few published studies outside the two main journals. 

McDaniel et al. (1986) criticised the use of only published studies in the Schmitt et a: . 

meta-analysis. Their claims are related to the "file drawer'" problem advocated by 

Rosenthal ( 1979), whereby mainly significant studies are published while non

significant studies remain in the file drawers. As can be expected, a solution to this 

problem cannot be ~asily found, however. even if unpublished studies may be difficult 

to obtain. the Schmitt et al. ( 1984) study could have moved one step closer by 

covering all the journals instead of just two 

The present study has moved a step closer by using data references obtained through 

the DIALOG on-line computer search and by conducting a thorough manual search 

through seven journals relating to general and industrial psychology. 
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4.02 Sample-Type Analysis 

The results of the sample-type analysis showed that for all types of personality tests, 

the highest significant validity coefficients were found in the Supervisory and Skilled 

worker groups. Although Clerical workers did in fact have the highest validity (.23), 

the result was non-significant. 

These findings are comparable with the Schmitt et al. (1984) meta-analysis where it 

was found that Managt:!rial (Supervisory) and Clerical groups had the highest validity 

coefficients across all sample-types. In direct comparison however, the magnitude of 

the coefficients in the present study we1e considerably lower (.18) compared to the 

Schmitt et al. (1984) study (.34-.39). The specific types of personality tests that were 

the best predictors of Supervisory and Skilled workers were Interest and Non

projective Character and Personality tests respectively. Along the same lines, the 

Ghiselli (1973) meta-analysis, which were simply mean unweighted correlations. also 

found Supervisors to have the highest validity (.34) followed by Sales personnel (.32). 

4.03 Criterion-Type Analysis 

The criterion categories used were the same as those used in the Schmitt et al. study. 

Among the eight criterion-types, the "Other" criteria achieved the highest significant 

validity (.32). This result highlights the benefits of proper criterion development and 

validation. Criteria that were used in the Other category were specifically designed for 

special tasks such as Navy underwater diving and architectural creativity. 

Performance ratings as criteria were found to have the next highest validity (.27). 

which is in accord with the results of the re-analysis of the Schmitt et al. (1984) data 

performed by Hunter and Hirsh (1987). The present st•Jdy found Composite and 

Vocational tests to be the best test-types using performance ratings as criteria. Tne 

Schmitt et al. (1984) study found that across all predictors. Wages and Status change 

were the most valid (.38 & .36 respectively). 
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The present study found .l\chievement and Status change to have much lower 

validities for those two criter:1 (.19 eact1). Hunter and Hirsh (1987) claimed an even 

lower validity of .13 using the Schmitt et al. ( 1984) data. 

4.04 Test-Type Validity 

The results of the test-type analysis revealed that Vocational tests, had the highest 

validity (.25) followed closely by Miscellaneous and NCP tests. The validity of all six 

tests in general, were low and ranged from .12 to .25. This reflects the general 

opinion that personality tests are not valid occupational predictors. 

It is interesting to note that NCP tests include some of the most widely used pencil 

and paper psychologic2! tests such as the MMPi, CPI and 16 PF. That category of 

tests had only the third highest validity (.21) but is the most researched and utilised 

test category. Advocates of these tests carry on using them. not because of their 

psychometric and predictive capabilities, but because of their past popularity and 

incorrect beliefs that they are useful. 

Perhaps what should be focussed or duril'g test development and before each 

application, are the relationships between the actual content of the test and what is 

being assessed or, in other words, content validity. For .qxample the results seem to 

indicate that the more specific the test is to the job, the bett~r the validity. 

Content specificity could also be a critical factor as Vocational tests tend to be more 

job specific than Projective and Interest tests. Even more so are the Miscellaneous 

tests which are custom made for the task or job being assessed. Both of these test

types yielded the highest correlations and were of the job-specific nature, apart from 

the Managerial tests which, due to too small a sample size. could not be compared. 
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Vocational, Miscellaneous and NCP tests were also by far the most popular in terms 

of subject numbers and reported coefficients. The only other result that was not overly 

contaminated by sampling error was that of the Projective tests which as expected, 

returned a very low validity coefficient of .15. 

The results of all the separate analyses on the coding groups support the first of the 

three major assumptions of the present study; that results and conclusions can vary 

greatly according to the decision rules used to categorise the data. 

This implies that one overall validity coefficient can be misleading and damaging to a 

predictor which can perform better in some situations than 1n others. Breaking down 

p13rsonality testing into specific sample types, criterion-types and test- types has made 

it possible for more accurate summary statements to be made. 

Personality tests should not be used on particular sample-types or criterion-types 

which appear to have very low or even negative correlations. The test-type category 

can be broken down even more, into specific tests so as to be able to identify tests 

which may be very good predictors against tests which may be very poor predictors. 

Combined analysis means tests which are poor predictors can overshadow tests which 

may be very good predictors. 

4.05 Re-calculation of Schmitt et al. (1984) Meta-analysis 

The results of the re-calculation of the Schmitt et al. (1984) data showed that if 
' 

corrections were made for unreliability, there would be a significant increase in the 

final validity coefficient. This supports the second of the three main assumptions of 

the present study: that results and conclusions can vary greatly by the method used 

to calculate mean validity coefficients. 
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This result highlights the importance of correcting for both sampling error and 

unreliability in any form of meta-analysis. Any lesser correction will mean a misleading 

underestimate of the true validity. To add to this, the fully corrected result of the 

present study is still considered to be a slight underestimate of the true validity, 

because con("ervative estimates of reliability were used for studies which did not report 

criterion reliability coefficients (see Hunter & Hirsh, 1987). 

4.06 Outcome of the lnout Analysis 

One of tl1e main issues surrounding the problem of the data selection is that of 

inclusion or exclusion of data that originated from poor experimental design. The 

results of the INOUT analysis showed that in this case. data that should have been 

excluded did not have a great affect on the final validity coefficient when it actually 

was excluded. However, the issue of careful data selection still stands because over 

30°/o of the coefficients used in the present study were seen to be sub-standard for 

inclusion into a meta-analysis . The only reason why they were included was because 

other researchers such as Schmitt et al. (1984) had included that data in their studies. 

The results of th~ INOUT analysis d·J not appear to support the last of the three 

assumptions of the present study; that results and conclusions can vary greatly 

according to criteria used to select study data. 

4.07 Overall Results and Conclusions 

From the overall results, the present study claims a figure of .22 for the validity of 

Personality tests using a meta-analytic procedure which corrected for both sampling 

error and criterion unreliability. This figure is claimed to be the most recent, accurate 

and global generalization of personality test validity yet, because it uses data covering 

38 years of personality test validation research. 
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The final result is in accordance with the Hunter and Hirsh {1987) re-analysis of part 

of the Schmitt et al. (1984) data, in which the mean fully corrected validity coefficient 

was found to be .24. It also lends support to the Ghiselli (1973) conclusions that 

personality tests have a validity of .22. The implications of the present study are that 

the Schmitt et al. (1984) meta-analytic procedure was incomplete and their results 

were misleading and not a true indication of the validity of personality tests. 

Despite claims of significant differences from the Schmitt et al. (1984) study, the 

overall conclusions about the validity of personality tests remains the same. From the 

Guion and Gottier (1965) review to the present study 25 years later, personality tests 

used as selection tools are poor predictors of job success and if used, should be 

treated with caution. 

4.08 Editori~• Policies and the Quality of Data Reporting 

After having read through numerous journal articles, it was apparent that many studies 

had concentrat(:Jd largely on their introductions but poorly described their methodology. 

Without an adequate description of how and what the authors used to obtain their 

findings, it makes it very difficult to decipher the statistics reported in results sections. 

It would appear that the reader was supposed to assume the results were 

unquestionable and go on to the discussion and read about what great findings the 

author has discovered. 

When collecting data for a meta-analysis, data must be of a certain standard to allow 

it to be included into the analysis. This standard can only be determined by finding 

out exactly how the authors coded their data. what statistics they used and they used 

thFHTl. Often was the case when there would be holes in correlation matrices because 

the authors decided to mysteriously leave out data or decided to combine groups of 

data without any explanation. 
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This inadequacy of data reporting may iri some cases, be out of the author's control. 

The culprit in some cases may be the editorial policies of the journals themselves. 

The Journal of Applied Psychology an example whereby stringent editorial policies limit 

the length of each article to approximately four published pages. In normal manuscript 

this is the equivalent of 16 double-spaced pages. Surely authors cannot adequately 

describe 70-100 pages of research in such a condensed form. The current editor of 

the Journal of Applied Psychology is, coincidentally, Neal Schmitt. He emphasised the 

importance of theoretical accuracy in Jccspting an article for publication. However. 

questions have been raised about the editorial policy of the Journal of Applied 

Psychology and previous editors have expressed the importance of technical 

adequacy (Schmitt, 1989). 

Regarding the importance of technical versuz iheoretical adequacy, it can be said that 

even though both qualities are of great importance, "seeing is believing", and a high 

degree of technical accuracy should enable any article of researcr1 to be replicated. 

This is by far the best method of scientific confirmation. 

4.09 Issues Surrounding Use of Significance Tests 

The use of chi-square significance tests in the present study have been used for 

coefficients corrected for sampling error but not unreliability. Hunter and Schmidt 

(1990), recommended the use of chi -square tests for fully corrected correlations 

because they do not suffer from the Type I errors caused by variance due to artifacts 

ttiat have not been corrsc!ed for. Even with fully corrected correlations, the use of 

significance testing has been cautioned by Hunter and Schmidt (1990). They state 

that it is undesirable to rely on tests of high statistical power such as the chi-square 

test, because they allow only for sampling error but not any other artifactual sources 

of variance. Some of these other sources of variance include transcriptional. 

computational and the reliability of measurements. These other effects create 

variance beyond sampling error and can falsely cause a chi-square test to be 

significant. 



59 

Hedges and Olkin (1985). caution that researchers should not become caught up in 
I 

significance tests and fall into the usual trap of relying on the fact that if it is significant 

it must be importar.t and if it isn't then forget about it. Instead, they suggest that 

researchers should evaluate the actual size of the variance. 

4.10 Future Directions 

The results of the present study have supported the Hunter and Hirsh (1987) claims 

and disputed the Schmitt et al. (1984) claims. The argument will not end here nor will 

it end in the near future. The area of meta-analysis is now in the performance stage 

where the be:tsic engine being the concept of global validity generalization is already 

developed but needs to oe refined. It is this refining process that disputes have and 

are continuing to arise. The statistical procedures involved are becoming more refined 

and complex. With the aid of powerful microcomput.ers, statistical complexity can be 

overcome and only a fraction of a second taken to analyse data. The main 

advantages of computerization are data storage, manipulation, and the ability to 

perform infinite analyses on any subset of the main data set in the space of a f.aw 

minutes. 

Once a particular method is universally agreed upon, a commercial statistical package 

can be designed to be user friendly enough for non-experts to simply enter and 

process data in any topic area and maintain a dynamic picture of the field. The key 

to the utility of meta-analytic procedures is the fact that more researchers must report 

validity coeffi~nts in their studies. 
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t\PP'ENOIX 8 

CODING KEY 

1 2 3 4 5 6 7 8 9 

STUDYNO YEAR C~31GN SPL TYPE CRITYPE REL TYPEC INOUT TSTYPE XVAL 

EG. 001 75 2321120 

DESIGN 1 =CONCURRENT 

2=PREDICTIVE 

::!=PREDICTIVE WITH SELECTION 

SPL TYPE 1 ==PROFESSIONAL 

2=SUPERVISOR 

3=CLERICAL 

4=SKILLED LABOUR 

5=UNSKILLED LABOUR 

6=S/,LES 

REL TYPE 1 =INTER-RATER 

2=1NTERNAL CONSISTIENCY 

3= TEST-RETEST 

4=PARALLEL FORMS 

5=SPLIT HALF 



CRITYPE 1 ==PERFORMANCE RATINGS 

2=TURNOVER 

3=ACHIEVEMENT/GRADE 

4=PRODUCTION 

5=STATUS CHANGE OR PROMOTION 

6=WAGES 

7=WORK SAMPLE 

8=0THER 

9==COMPOSITE 

XVAL O=NO 

1=YES 

INOUT O=IN 

1=0UT 

2=UNDECIDED 

TSTYPE O=NONPROJECTIVE CHARACTER AND PERSONALITY 

1 =INTERESTS 

2=PROJECTIVE 

3=GENERAL VOCATIONAL 

4=LEADERSHIP AND MANAGERIAL BEHAVIOUR 

5=MISCELLANEOUS 
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APPENDIX C 

Sample-type sub-analysis 

Results for the breakdown of sample-types into test-types from figure three. 

Table 10 

Validity of each test-type for Professional workers. 

Professional Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 2706 67 1261 398 691 

Mean r .17 .31 -.01 .10 .05 

Mean Sample 

Weighted r .23 .31 -.03 .11 .08 

Variance .01668 .00902 .05361 .01678 .02832 

Mean r 

Corrected for .30 .40 -.04 .13 .11 

Attenuation 

Corrected 

Variance .01896 -.0270 .08273 .00931 .03522 

Chi Square 50.57 .74 67.72 6.86 19.83 

* NS * 

90% Cl .033-.57 -.60-.52 -.06-.32 -.26-.47 

· * = ,o<.005 ** = ,o<.05 NS = Non Significant 
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Table 11 

Validity of each test-type for Sales personnel. 

Sales Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 676 173 194 

Mean r -.04 .38 .16 

Mean Sample 

Weighted r -.14 .33 .22 

Variance .05611 .00987 .02575 

Mean r 

Corrected for -.17 .42 .28 

Attenuation 

Corrected 

Variance .07671 -.0042 .02714 

Chi Square 39.35 2.13 5.49 

• NS NS 

90% Cl -.72-.37 -.044-.60 

• 005 •• -- p<..05 = p<.. NS = Non Significant 
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Table 12 

Validity of each test-type for Skilled workers 

Skill Test Type 

NCP INT voe PROJ MAN MIS€ 

Sample Size 664 709 

Mean r .35 .01 

Mean Sample 

Weighted r .33 .01 

Variance .01643 .00010 

Mean r 

Corrected tor .38 .01 

Attenuation 

Corrected 

Variance .01584 -.0071 

Chi Square 13.70 .08 

•• NS 

90% Cl .18-.58 

• = P<.005 •• = p<.05 NS = Non Significant 
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Table 13 

Validity of each test-type for Supervisory workers 

Supervisor Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 2706 67 1261 398 691 

Meanr .18 .31 -.01 .10 .08 

Mean Sample 

Weighted r .23 .31 -.03 .11 .08 

Variance .01668 .00902 .05361 .01678 .02832 

Mean r 

Corrected for .30 .40 ""' -.04 . 13 .11 

Attenuation 

Corrected 

Variance .01896 -.0271 .08273 .00931 .03522 

Chi Square 50.57 .74 67.72 6.86 19.83 

• NS • NS • 

90% Cl .033-.57 -.60-.52 -.06-.32 -.26-.47 

" = P<.005 *" = P<.05 NS = Non Significant 
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Table 14 

Validity of each test-type for Clerical workers. 

Clerical Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 299 79 141 

Meanr .22 .16 .26 

Mean Sample 

Weighted r .19 .21 .25 

Variance .01884 .02645 .00147 

Mean r 

Corrected I or .24 .27 .32 

Attenuation 

Corrected 

Variance .01034 .00451 -.0186 

Chi Square 6.04 2.29 0.24 

• NS NS 

90% Cl .04-.44 .14-.40 

• = P<.005 .. = P<.05 NS = Non Significant 
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Appendix D 

Criterion-type sub-analysis 

Results for the breakdown of criterion-types into test-types from fig11re four. 

Table 15 

Validity of each test-type for Performance criteria. 

Performance Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 4231 773 10654 375 285 10224 

Mean r .17 .10 .19 -.02 .08 .12 

Mean Sample 

Weighted r .·19 .11 .20 -.02 .10 .27 

Variance .02302 .01108 .00767 .01172 .02305 .00752 

Mean r 

Corrected for .23 .12 .26 -.03 .12 .33 

Attenuation 

Corrected 

Variance .02282 -.000 ~ .00993 .00611 .01622 .00915 

Chi Square 104.54 8.76 89.12 4.40 S.71 89.02 
.. NS • NS NS • 

90% Cl -.07-.52 .07- -. 18- -. 13-.37 .1 4-.51 

.46 .13 

I = P<.00S .. = /)<.05 NS = Non Significant 
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Table 16 

Validity of each test-type for Turnover criteria. 

Turnover Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 308 258 292 

Mean r .24 .24 .17 

Mean Sample 

Weighted r .01 .24 .12 

Variance .02285 .00000 .02164 

Mean r 

Corrected for .12 .31 .15 

Attenuation 

Corrected 

Variance .01657 -.01156 .01353 

Chi Square 7.17 0.00 6.49 

NS NS NS 

90% Cl -.13-.38 -.08-.38 

• = P<.005 .. = P<.05 NS = Non Significant 



79 

Table 17 

Validity of each test-cype for Achievement criteria. 

Achievement Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 154 146 

Mean r .24 .17 

Mean Sample 

Weighted r .10 .12 

Variance .02285 .02164 

Mean r 

Corrected for .12 .15 

Attenuation 

Corrected 

Variance .01657 .01353 

Chi Square 3 .59 3.25 

NS NS 

90% Cl -.13-.38 -.08-.38 

* = P<-005 .. = p<.05 NS = Non Significant 
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Table 18 

Validity of each test-type for Production criteria 

Production Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 345 

Mean r -.03 

Mean Sample 

Weighted r -. ~ 6 

Variance .13342 

Mean r 

Corrected for -.20 

Attenuation 

Corrected 

Variance .21313 

Chi Square 48.37 

• 

90% Cl -1 .1-. 70 

• = P<.005 •• = P<.05 NS= Non Significant 



Table 19 

Validity of each test-type for Status change criteria. 

Status Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 12988 7923 

Mean r .20 .10 

Mean Sample 

Weighted r .18 .01 

Variance .00493 .00002 

Mean r 

Corrected for .23 .12 

Attenuation 

Corrected 

Variance .00617 -.0004 

Chi Square 68.30 20.16 

* • 

90% Cl .01-.38 

• = p<:.005 .. = p<:.05 NS = Non Significant 



82 

Table 20 

Validity of each test-type ;or Wages criteria. 

Wages Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 201 

Mean r .05 

Mean Sample 

Weighted r .06 

Variance .00087 

Mean r 

Corrected for .07 

Attenuation 

Corrected 

Variance -.01520 

Chi Square 0.17 

NS 

90% Cl 

• = P<.005 ** = P<.05 NS = Non Significant 
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Table 21 

Validity of each test-type for Other criteria. 

Other Test Type 

NCP INT voe PROJ ivfAN MISC 

Sample Size 399 132 

Mean r .33 -.05 

Mean Sample 

Weighted r .3a ·.05 
--

Variance .09464 .10890 

Mean r 

Corrected for .46 -.06 

Attenuation 

Corrected 

Variance .11490 .15598 

Chi Square 51.86 14.4 

" " 

90% Cl -.20- -.83-.70 

1.12 

= 

" = f)<.005 •• = f)<.05 NS = Non Significant 
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Table 22 

Validity of each test-type for Composite criteria. 

Composite Test Type 

NCP INT voe PROJ MAN MISC 

Sample Size 234 

Mesnr .04 

Mean Sample 

Weighted r .03 

Variance .03498 

Meanr 

Corrected for .04 

Attenuation 

Corrected 

Variance .01028 

Chi Square 8.20 

NS 

90% Cl -.16-.23 

• = P<.005 .. = P<.05 NS = Non Significant 




