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Abstract

In this thesis we present three different aspects of spin and spin-dependent transport

properties in novel materials. Spurred by the prospect of spintronic devices, which use

the spin degree of freedom of electrons instead of, or combined with, the charge degree of

freedom, we analyse the spin properties of quantum wires, organic conducting polymers

and sheets of graphene.

First, we examine a quantum wire that is embedded in a two dimensional electron gas.

We consider the Rashba spin-orbit coupling, and include the effect of interaction between

the conduction electrons. We construct an analytically solvable low-energy theory for the

wire, and explore the interaction between two magnetic impurities in the wire. We find

that both the spin-orbit coupling and the electron-electron interaction have an effect on

the magnetic interaction, and find the magnetic interaction to be tunable by an electric

field.

Next, we study an organic conducting polymer, which is contacted to magnetised

ferromagnetic leads. In semiconducting organic polymers the current is transported by

spinful polarons and spinless bipolarons. We simulate the transport through the system,

including both types of charge carriers, and find the current to be insensitive to the

presence of bipolarons. In addition, we find the bipolaron density to depend on the

relative magnetisation of the ferromagnetic contacts. This constitutes an optical way of

measuring the spin accumulation in conducting polymers.

Finally, we investigate the optical conductivity of graphene. Symmetry arguments

indicate the existence of two kinds of spin-orbit coupling in the two dimensional lattice,

but there is no consensus about the actual strength of these couplings. We calculated the

microwave optical conductivity of graphene including both possible spin-orbit interactions.

We find the low frequency dependence of the optical conductivity to have a unique imprint

of the spin-orbit couplings. This opens a possibility to experimentally determine both

couplings separately.
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Chapter 1

Introduction and motivation

Recent years have witnessed tremendous advances in nanotechnological applications and

fundamental understanding of the materials involved [1–3]. The aim in nanotechnology is

to understand and use the quantum properties that the nano-sized devices are governed

by, to fabricate smaller, faster, and more energy efficient devices. At length scales of a

few to a hundred nano meters, the quantum nature of the system plays an important role.

Thus, it is essential to understand the underlying physics of the material. A full quantum

mechanical approach for the thousands of particles is an impossible task. Therefore, one

needs to find ways to describe the important quantum features without overloading the

model with detail, as we will see in the effective models used in the course of this thesis.

The materials used range from low dimensional quantum structures within semiconductor

heterostructures such as two-dimensional electron gases, quasi one-dimensional quantum

wires, or zero-dimensional quantum dots [4]. Also new materials such as conducting

polymers and molecules are being investigated [5]. Another promising candidate for nano

electronics are carbon based structures such as sheets of graphene [6,7], carbon nanotubes

[8], and fullerenes [9]. A large effort is also made to investigate the properties of compound

materials which consist of layers of magnetic and nonmagnetic materials.

A key role is played by the quantum mechanical spin degree of freedom, opening

the field of spintronics, or spin dependent electronics. For a detailed review of this new

exciting field see [10]. The spin is a relativistic property of the electron, giving it an

intrinsic angular momentum and magnetic moment. Electrons are fermions because they

have a spin quantum number of s = 1
2 , they carry a magnetic moment of m = −gµBs,

where g is the electron g factor and µB the Bohr magneton. The idea now is to influence

this degree of freedom magnetically or electrically, to change the transport properties of

a sample.

There are two main routes to implement spintronic devices. These are exemplified by

devices working on the bases of the giant magneto resistance effect (GMR) [11] and the

spin field effect transistor (spin-FET) proposed by Datta and Das [12].
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a) b)

Figure 1.1: Schematic view of a giant magneto resistance device. In a) both contacts are
magnetised in the same direction. The polarised electrons can pass through the sample
easily. The device has a low resistance. In b) the magnetisation of the two contacts is
antiparallel. Polarised electrons originating from the left contact can not enter the right
contact, which causes a higher resistance in the device.

The simpler of the two devices mentioned above is based on the GMR effect. In a

sandwich structure, made of two ferromagnetic materials separated by a nonmagnetic

layer, the current is sensitive to the relative magnetisation of the two ferromagnets. From

the magnetic left contact, spin polarised electrons enter the nonmagnetic middle layer. If

the right contact is polarised in the same way as the left, the electrons can easily exit

the system, see figure 1.1 a). If the right contact is magnetised in the opposite way, the

electrons with spin aligned to the left contact’s magnetisation have a high probability to

be scattered back, see figure 1.1 b). Measuring the current through the system, one finds

the resistance to be significantly different in the two cases. This could in principle lead

to magnetic random access memory (MRAM) devices, which would deliver a non-volatile

random access memory [13]. Other devices based on the GMR effect have already reached

the computer market in read-out heads for compact hard disks [14, 15] and the Nobel

price in Physics was awarded for this in 2007. However, there is room for improvement

concerning the used materials and the geometry of such devices. The most important

feature here is the spin scattering length, which is defined by the coupling of the spin

degree of freedom and the orbital motion of the electron in the sample, and other spin

dependent scattering mechanisms like magnetic impurity scattering. A similar principle

is used in the TMR (tunnel magneto resistance) devices where the nonmagnetic layer is

replaced by a tunnelling junction [16].

The second promising approach is based on an idea of Datta and Das [12], where instead

of changing the magnetisation of the contacts, the polarisation of the charge carriers in

the sample is influenced to change the current through the system, see figure 1.2. The

working principle of this spintronic field effect transistor, is similar to that of an electro

optic modulator. The device is a two-dimensional electron gas which is now similar to the
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a)

E

b)

E

Figure 1.2: Schematic view of a Datta Das device. Both contacts are magnetised in the
same direction. An electric field perpendicular to the two-dimensional electron gas cause
spin-orbit coupling. a) The spin-orbit coupling is tuned in a way that the spin precesses
360o over the length of the system. The fully rotated spin now can enter the right contact.
b) Here the spin-orbit coupling is tuned in a way that the spins only precess 180o over the
length of the system, thus the electrons can not enter the right contact.

GMR type devices contacted to ferromagnetic leads. The difference is that the relative

magnetisation of the contacts is not changed, but the polarisation direction is the same

on both sides. As in the GMR-like devices, polarised electrons enter at the left contact.

In a two-dimensional electron gas an electric field which is perpendicular to the plane of

the gas is always present. It arises due to an asymmetry in the confining potential. This

electric field gives rise to coupling between the spin degree of freedom of the electron, and

its orbital motion. The spin-orbit coupling in turn causes the electron spin to precess with

a precession length determined by the strength of the spin-orbit coupling. Via applying

an additional electric field the spin-orbit coupling becomes tunable. Thus, the precession

length can be changed in way that the electron spin either rotates by 180o or 360o, see

figure 1.2. An electron with its spin rotated by 180o degrees has a lower chance of entering

the right contact than an electron with a spin that carried out a full 360o rotation. Thus,

through varying the external electric field the spin dependent current through the system

can be influenced. This idea has spurred a lot of interest and fundamental research of spin-

orbit coupling. Twenty years after the first proposal, Koo et al. [17] have demonstrated the

possibility to electrically control the spin precession in a spin-injected field effect transistor,

which in some aspects behaves as predicted by theory, but other aspects deserve further

investigation [18, 19]. One problem is that interference of different angular modes washes

out the effect to some extent. To naively overcome this problem it has been proposed to

further confine the electrons to one dimension via back-gates, but this leads to mixing of

the subbands and a peculiar spin distribution [20], which we will further investigate in the

next chapter.

To understand spin-dependent transport, it is vital to fundamentally understand the

nature of spin-orbit coupling and other spin-dependent scattering mechanisms in the mate-
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rials used. This thesis is dedicated to investigating the spin and spin transport properties

in three different systems.

In chapter 2 we focus on a quantum wire that is confined within a two-dimensional

electron gas. A two-dimensional electron gas occurs at the interface of differently doped

semiconductors, see figure 1.3. To understand why this layer is formed we consider an

AlGaAs - GaAs heterojunction. The Fermi energy EF in the widegap AlGaAs layer is

higher than its counterpart in the narrowgap GaAs layer. Thus electrons will spill over

into GaAs layer leaving behind positively charged donors. These create an electrostatic

potential which in turn will cause a band bending as shown in figure 1.3. In an equilibrium

situation the Fermi energy is constant throughout the system. At the interface, the electron

density is peaked and the Fermi energy crosses the conduction band in this two-dimensional

area, thus forming a thin conducting layer near the interface. As mentioned above, the

potential confining the electrons to two dimensions is asymmetric, causing an effective

electric field perpendicular to the interface which, in turn, couples the spin degree of

freedom to the orbital motion of the electron. The strength of this coupling can be tuned

by an additional perpendicular electric field. To confine the electrons further, back-gates

are used. An applied voltage on these gates will push the electron into a small quasi one-

dimensional channel; a quantum wire. In the first part of our work we will describe such a

wire and include the effects of electron-electron interaction. Electron-electron interactions

have a fundamental effect on the physics of the system. It is not possible to apply the

quasiparticle approach used in higher dimensions, instead we use a Luttinger liquid-like

description for the quantum wire. In one dimension, interactions will not allow single-

particle excitations and only collective excitations are allowed. In this model we are then

able to calculate the interaction strength between two localised magnetic moments. We

published this work in [21].

In chapter 3 we look at a GMR-like situation and investigate a system in which we

chose a conducting polymer as the non magnetic middle layer. Usually, plastics which are

made from polymers are insulators, but conjugated polymers, a special class of polymers,

have been found to conduct the electrical current, similarly well as semiconductors or

metals. They show a fundamentally different transport behaviour to that of conventional

conducting materials [22]. These polymers are semiconductors but via doping the conduc-

tivity can be enhanced almost to the level of metallic conductors. Conducting polymers

or plastics are a class of polymers in which one finds an alternating single bond - dou-

ble bond structure. The simplest of these polymers is polyacetylene (CHx), see figure

1.4. These materials are insulators or semiconductors, with a gapped bandstructure. Al-

though, for the highly conducting polymers, the conduction has a clear metallic nature:

the conductivity remains non-zero in the zero temperature limit, indicating the absence

of an energy gap and the presence of delocalized electronic wavefunctions. Here, we focus
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Figure 1.3: Schematic view of a semiconductor heterojunction. AlGaAs has a higher
Fermi energy and electrons spill into the GaAs, leaving positively charge donors behind.
These cause a band bending. This results in a high electron density near the interface,
the two-dimensional electron gas.
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Figure 1.4: Chemical structure of polyacetylene. The polymer consists of a chain of CH
groups that are connected via alternating single and double bonds.

on semiconducting, slightly doped polymers. Due to the strong electron-phonon coupling,

exotic excitations within the gap are possible. The most important of these excitations

are polarons, bipolarons and to a lesser extent solitons, see [23]. A single electron, or hole,

will deform the surrounding lattice and cause the excitation to be local and inside the

gap. These excitations are called polarons. Polarons are singly charged and have a spin

of 1/2 just like conventional electrons and holes. Bipolarons are bound states between

two polarons, and are doubly charged, but have zero spin. Solitons are excitations in

trans-polyacetylene or similar polymers that form locally in a region where the double

bond - single bond pattern changes. Solitons occur as a negative or positively charged

quasiparticle with zero spin, or as a neutral state which carries spin 1/2. In the conduct-

ing polymers we look at, the charge is only transported by polarons and bipolarons. We

investigate the spin dependent transport through a polymer, taking into account that two

polarons can combine into one bipolaron and vice versa. We compute the current through

a polymer that is contacted with arbitrarily magnetised contacts, and also calculate the

bipolaron density for different magnetisation configurations. The results of this project

were published in [24].

In chapter 4 we concentrate on graphene. Graphene is a monolayer of carbon atoms

packed into a hexagonal honeycomb lattice, see figure 1.5. It is the basic building block

for carbon-based materials such as nanotubes, fullerenes and graphite. Free standing two-

dimensional graphene was not believed to exist due to theoretical arguments stating that

two-dimensional lattices are unstable [25]. Only recently this view was proved wrong by the
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Figure 1.5: Graphene is a two-dimensional hexagonal lattice of carbon atoms.

experimental discovery of isolated two-dimensional graphene [6, 7]. The conduction band

and the valence band of graphene touch each other at the Fermi points. The bandstruc-

ture close to these points is linear, and graphene can be described in terms of a relativistic

massless Dirac equation. This opens the possibility to experimentally test the relativistic

theory at low energies. Nevertheless, the value of graphene is not purely academic. Since

its discovery it has been scrutinised for possible usage in nanotechnological applications.

Due to its small spin-orbit coupling it is a promising candidate for spintronics. However

the spin-orbit coupling is not zero and the actual value of the coupling strength is still

being discussed. In our work we contribute to this discussion. We calculate the optical

conductivity at low energies, including the two most important spin-orbit coupling terms.

We found kinks and peaks in the optical conductivity that, if measured, will make exper-

imental determination of the coupling strength possible. We published the results of this

work in [26].
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Chapter 2

Interplay of spin splitting and

interaction in semiconductor

quantum wires

2.1 Introduction

Spin transport in one-dimensional quantum wires continues to be a topic of much interest

in solid-state and nanoscale physics. It offers interesting fundamental questions as well as

possible technological applications [10]. Of particular interest to this field is the spintronic

field effect transistor (spin-FET) proposal by Datta and Das [12], as described in the

introduction. In this chapter we examine the properties of a quantum wire embedded in

a two-dimensional electron gas (2DEG). This is done via gates on top of the 2DEG, to

confine the electron further to one dimension. For a schematic figure of the setup see

figure 2.1. The electrons in a quantum wire will be confined in a parabolic potential in the

z-direction, see figure 2.1. We first want to consider a quantum wire without spin-orbit

coupling. The Hamiltonian for a clean quantum wire reads

HQW =
1

2m

(
p2

x + p2
z

)
+

m

2
ω2z2, (2.1)

where the z dependent part is merely the quantum mechanical harmonic oscillator equa-

tion which is readily solved and can be found in every quantum mechanics text book.

The discrete eigenenergies read E(n) =
(
n + 1

2

)
~ω. In the x direction the electrons are

described by free waves with momentum kx. The total energy then adds up to

E(kx, n) =
~2k2

x

2m
+

(
n +

1
2

)
~ω. (2.2)



10Chapter 2. Interplay of spin splitting and interaction in semiconductor quantum wires

Figure 2.1: Schematic setup of a 2DEG in the x − z plane with additional confinement
in z-direction and the E field in y-direction causing the spin-orbit coupling. Figure used
with the kind permission of A. Schulz.

The dispersion relation of a clean quantum wire is sketched in figure 2.2. States with

different n belong to different subbands. The energy spacing between the subbands is ~ω.

The narrower the confinement, the larger the ω and the further apart are the subbands.

Up to this point the subbands are spin degenerate, i.e., both spin directions have the same

energy.

We now look at a situation where the spin degeneracy, or SU(2) invariance, is broken.

The spin degeneracy can be broken via a magnetic or an electric field. We first show the

difference between these two effects. One-dimensional electrons in the lowest subbands

are governed by the Hamiltonian

H0 =
p2

x

2m
, (2.3)

where px is the momentum operator and m the electron mass. For the coupling of the

electrons with a magnetic field we add the Zeeman term HZ = −µ · B, where µ = gµBσ

is the magnetic moment of the electron, with g being the electron g-factor, µB the Bohr

magneton, and σ the vector of Pauli matrices. With this we find a different dispersion

relation for each spin state (±)

EZ =
k2

x

2m
± 1

2
µBg|B|, (2.4)

where kx is the momentum quantum number. The bands for the two spin directions are

split by a constant energy, see figure 2.3 a). Note that the magnetic field not only breaks

the SU(2) symmetry, but also the time reversal symmetry. An electric field, however,
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Figure 2.2: One-dimensional subbands due to the confining potential V (z) = mω2z2/2

keeps the time reversal symmetry untouched and causes the spin and the momentum of

the electron to couple in the following way

HSO =
e

4m2c2
(p × E) · σ. (2.5)

In the case of free one-dimensional electrons with a perpendicular field this reads

HSO = ασzpx, (2.6)

where α = Ee/(4m2c2). The dispersion relation reads

ER =
k2

x

2m
± αkx, (2.7)

see 2.3 b). The dispersion parabola is now shifted in momentum for the two spin directions.

The situation is more complicated if more than just the lowest subband is taken into

account as we will see below.

As mentioned above, there is always a perpendicular electric field present in a two-

dimensional electron gas, due to a structural inversion asymmetry [27–29]. Thus the

Rashba spin-orbit coupling is always present in a 2DEG and reads in two dimensions

HSO = α (σzpx − σxpz) . (2.8)

Via an additional external electric field the Rashba term becomes gate tunable. Additional

sources for spin-orbit coupling can be present. In particular, for bulk inversion asymmetric
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EF EF

E

k k

E

  a)                                            b)

Figure 2.3: Dispersion relation of free one-dimensional electrons: a) Zeeman split bands:
A magnetic field causes the dispersion relation to shift up or down in energy depending
on whether the spins are aligned parallel or antiparallel to the field b) Rashba split bands:
A perpendicular electric field also causes spin-orbit coupling, the shift in the dispersion
relation depends on momentum and spin state

materials, the Dresselhaus term which reads

HD = β(σzpz − σxpx), (2.9)

should also be taken into account. By tuning the Rashba spin-orbit coupling (via gate

voltages) to the special point α = β, the spin-FET was predicted to show a remarkable

insensitivity to disorder [30]. On top of these two, additional (though generally weaker)

contributions may arise from the electric confinement fields forming the quantum wire.

In this chapter, we focus on the case of Rashba spin-orbit coupling and disregard all

other spin-orbit terms. This limit can be realized experimentally by applying sufficiently

strong back-gate voltages [31–34], which create a large interfacial electric field and hence a

significant and tunable Rashba spin-orbit coupling constant α. The model studied below

may also be relevant to one-dimensional electron surface states, of self-assembled gold

chains [35].

Treating Rashba spin-orbit coupling and the confinement together, will change the

dispersions described above and the subbands will get mixed by the coupling of the spin

and the orbital degree of freedom. The noninteracting theory of such a Rashba quantum

wire has been discussed in the literature [20,36–40], and is summarised below. Details are

given in the next section.

We discuss electron-electron (e-e) interaction effects in the one-dimensional limit, where

only the lowest (spinful) band is occupied. The bandstructure at low energy scales is then

characterised by two velocities, vA,B [41]. These reduce to a single Fermi velocity vF in the

absence of Rashba spin-orbit coupling, but they will be different for α 6= 0. This reflects
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the broken spin SU(2) invariance in a spin-orbit coupled system, as reported in [42], and

the velocity splitting is typically weak. While a similar velocity splitting also happens in a

magnetic Zeeman field without spin-orbit coupling [43], the underlying physics is different

since time-reversal symmetry is not broken by spin-orbit coupling. p and σ are both

time-odd and hence the product is time-even.

The bandstructure of a single-channel quantum wire with Rashba spin-orbit coupling

should be obtained by taking into account at least the lowest two (spinful) subbands. A

restriction to the lowest subband alone would eliminate spin relaxation, see above and

[20, 44, 45]. The problem in this truncated Hilbert space can be readily diagonalised, and

the resulting energies yield the lowest (spinful) band relevant when describing a single-

channel quantum wire.

For one-dimensional quantum wires, it is well known that the inclusion of electron-

electron interactions leads to a breakdown of Fermi liquid theory, and often implies Lut-

tinger liquid behaviour, see [46]. This non-Fermi liquid state of matter has a number of

interesting features, including the phenomenon of spin-charge separation [47]. The excita-

tions of this multi-particle system are not single electron excitations but collective charge

and spin density waves. Interactions are commonly classified into different processes that

describe how the electrons are scattered, such as forward or backward scattering. These

different processes are then examined with renormalisation group analysis. Here, the main

idea is to consider lower and lower energies and determine which processes are important

and which may safely be neglected. In section 2.3 we discuss this method in detail.

Motivated mainly by the question of how the Rashba spin precession and Datta-Das

oscillations are affected by e-e interactions, Rashba spin-orbit coupling effects on electronic

transport in interacting quantum wires have been studied in recent papers [20,42,44,48–52].

However, all those works only took e-e forward scattering processes into account. These

are interaction processes where the electrons involved are only on one side of the dispersion

relation, i.e., have the same chirality. Because of the Rashba spin-orbit coupling, a modified

Luttinger liquid phase with broken spin-charge separation is obtained [48, 49], leading to

a drastic influence on observables. such as the spectral function or the tunnelling density

of states. Moroz et al. [48, 49] argued that e-e backscattering processes (processes that

scatter electrons from one side of the dispersion relation to the other) are irrelevant in the

renormalisation group (RG) sense, and hence can be omitted in a low-energy theory [48,49].

Unfortunately, their theory relies on an incorrect spin assignment of the subbands [20,44],

which then invalidates several aspects of their treatment of interaction processes.

The possibility that e-e backscattering processes become relevant (in the RG sense)

in a Rashba quantum wire was raised in [53], where a spin gap was found under a weak-

coupling two-loop RG scheme. If valid, this result has important consequences for the

physics of such systems, and would drive them into a spin-density-wave type state. To
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establish the spin gap, the authors of reference [53] start from a strictly one-dimensional

single-band model and, assume both α and the e-e interaction as weak coupling constants

flowing under the RG. Our approach below is different in that we include the Rashba

coupling α from the outset in the single-particle sector, i.e., in a nonperturbative manner.

We then consider the one-loop RG flow of all possible interaction couplings allowed by

momentum conservation (for not too small α). This is an important difference to the

scheme of reference [53], since the Rashba spin-orbit coupling eliminates certain interaction

processes which become momentum-nonconserving. This mechanism is captured by our

approach. The one-loop RG flow then turns out to be equivalent to a Kosterlitz-Thouless

flow, and for the initial values realized in this problem, e-e backscattering processes are

always irrelevant. Our conclusion is therefore that no spin gap arises because of the spin-

orbit coupling, and a modified Luttinger liquid picture is always sufficient.

We apply our formalism to a study of the Ruderman-Kittel-Kasuya-Y osida (RKKY)

interaction [54–58] between two spin-1/2 magnetic impurities, Σ1,2, separated by a dis-

tance x. This magnetic interaction is mediated by the conduction electrons in the quan-

tum wire which are exchange-coupled (with coupling constant J) to the impurity spins. In

the absence of both the e-e interaction and the spin-orbit coupling, an isotropic exchange

(Heisenberg) Hamiltonian is found [57,58], where the 2kF -oscillatory RKKY range function

Fex(x) ∝ cos(2kF x)/|x| is specified for the one-dimensional case. When the spin SU(2)

symmetry is broken by the spin-orbit coupling, spin precession sets in and the RKKY in-

teraction is generally of a more complicated form. For a noninteracting Rashba quantum

wire, it has been established [59–61] that the RKKY interaction becomes anisotropic and

thus has a tensorial character. It can always be decomposed into an exchange (scalar)

part, a Dzyaloshinsky-Moriya-like (vector) interaction, and an Ising-like (traceless sym-

metric tensor) coupling, where the different terms favour different alignment of the spin

impurities. On the other hand, in the presence of e-e interactions, but without spin-orbit

coupling, the range function has been shown [62, 63] to exhibit a slow power-law decay,

Fex(x) ∝ cos(2kF x)|x|−η, with an interaction-dependent exponent η < 1. The RKKY

interaction in interacting quantum wires with spin-orbit coupling has not been studied

before.

This chapter is organised in the following way. In section 2.2 we discuss the bandstruc-

ture in the one particle picture. Interaction processes are then discussed in section 2.3,

including a second-order, i.e., one-loop, renormalisation group analysis, while in section

2.4 we first introduce the Luttinger liquid concept in section 2.4.1, and then apply it to

the interacting quantum wire with spin-orbit coupling in section 2.4.2. In section 2.5 we

similarly first introduce the general concept of the RKKY interaction in section 2.5.1, to

then apply it in our system in section 2.5.2. Finally we offer some conclusions in section

2.6.
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2.2 One particle picture of a quantum wire with spin-orbit

coupling

In this section we introduce the one particle Hamiltonian for free electrons with spin-orbit

coupling in one dimension. We are considering a quantum wire that is confined in a two-

dimensional electron gas (2DEG). Due to the tunable effective electric field in y-direction,

the Rashba spin-orbit coupling must be included. A schematic picture of the setup is

shown in figure 2.1. The noninteracting problem is then defined by the single-particle

Hamiltonian [20,27,36,37,39]

Hsp = H2DEG + V (z) + HSO, (2.10)

where

H2DEG =
1

2m

(
p2

x + p2
z

)
, (2.11)

describes free electrons in the two-dimensional electron gas. The confinement reads

V (z) =
m

2
ω2z2. (2.12)

The Rashba term in this case reads

HSO = α (σzpx − σxpz) , (2.13)

where α ∝ E is the Rashba coupling and the Pauli matrices σx,z act in spin space.

For α = 0, the transverse problem is diagonal in terms of the familiar one-dimensional

harmonic oscillator eigenstates (Hermite functions) Hn(z), with n = 0, 1, 2, . . . labelling the

subbands. Eigenstates of equation (2.10) have conserved longitudinal momentum px = k,

thereby stating ~ = 1. With the z-direction as spin quantisation axis, σz|σ〉 = σ|σ〉, where

σ =↑, ↓= ±, the σxpz term implies mixing of adjacent subbands with associated spin flips.

Retaining only the lowest (n = 0) subband from the outset thus excludes spin relaxation,

as seen above. We follow reference [20] and keep the two lowest bands, n = 0 and n = 1.

The higher subbands n ≥ 2 yield only tiny corrections, which can in principle be included

as in reference [39]. The resulting 4× 4 matrix representing H̃sp in this truncated Hilbert

space then reads

H̃sp =


ω
2 + k2

2m + αk 0 0 iα
√

mω
2

0 ω
2 + k2

2m − αk iα
√

mω
2 0

0 −iα
√

mω
2

3ω
2 + k2

2m + αk 0

−iα
√

mω
2 0 0 3ω

2 + k2

2m − αk

 , (2.14)
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Figure 2.4: Schematic band structure (2.15) of a typical one-dimensional Rashba quantum
wire. The red/blue curves show the s = ± bands, and the dotted curves indicate the
next subband (the Fermi energy εF is assumed below that band). For the low-energy
description, we linearise the dispersion. It is notationally convenient to introduce bands
A (solid lines) and B (dashed lines). Green and black arrows indicate the respective
spin amplitudes (exaggerated). The resulting Fermi momenta are ±k

(A,B)
F , with Fermi

velocities vA,B.

which is readily diagonalised and yields four energy bands. We choose the Fermi energy

such that only the lower two bands, labelled by s = ±, are occupied, and arrive at a

reduced two-band model, where the quantum number s = ± replaces the spin quantum

number. The dispersion relation is

Es(k) = ω +
k2

2m
−

√(ω

2
+ sαk

)2
+

mωα2

2
, (2.15)

with eigenfunctions ∼ eikxφk,s(z). The resulting asymmetric energy bands (2.15) are

shown in figure 2.4. The transverse spinors (in spin space) are given by

φk,+(z) =

(
i cos[θ+(k)]H1(z)

sin[θ+(k)]H0(z)

)
, (2.16)

φk,−(z) =

(
sin[θ−(k)]H0(z)

i cos[θ−(k)]H1(z)

)
,
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with k-dependent spin rotation angles (we take 0 ≤ θs(k) ≤ π/2)

θs(k) =
1
2

cot−1

(
−2sk − ω/α√

2mω

)
= θ−s(−k). (2.17)

As a result of subband mixing, the two spinor components of φk,s(z) carry a different

z-dependence. They are therefore not just the result of a SU(2) rotation. For α = 0, we

recover θs = π/2, corresponding to the usual spin up and down eigenstates, with H0(z)

as transverse wavefunction. The s = + (s = −) component then describes the σ =↓
(σ =↑) spin eigenstate. However, for α 6= 0, a peculiar implication of the Rashba spin-

orbit coupling follows. From equation (2.17) we have limk→±∞ θs(k) = (1 ± s)π/4, such

that both s = ± states have (approximately) spin σ =↓ for k → ∞ but σ =↑ for k → −∞;

the product of spin and chirality thus always approaches σsgn(k) = −1. Moreover, under

the time-reversal transformation, T = iσyC with the complex conjugation operator C, the

two subbands are exchanged,

e−ikxφ−k,−s(z) = sT [eikxφk,s(z)], E−s(−k) = Es(k). (2.18)

Time-reversal symmetry, preserved in the truncated description, makes this two-band

model of a Rashba quantum wire qualitatively different from Zeeman spin-split models [43].

In the next step, since we are interested in the low-energy physics, we linearise the

dispersion relation around the Fermi points ±k
(A,B)
F , see figure 2.4, which results in two

velocities vA and vB, see [41],

vA,B = vF (1 ± δ), δ(α) ∝ α4. (2.19)

These reduce to a single Fermi velocity vF in the absence of Rashba spin-orbit coupling

(δ = 0 for α = 0). The linearisation of the dispersion relation is known to be an excellent

approximation for weak e-e interaction [46, 47]. Explicit values for δ in equation (2.19)

can be derived from equation (2.15), and we find δ(α) ∝ α4 for α → 0, in accordance

with previous estimates [42]. We mention that δ . 0.1 has been estimated for typical

geometries in reference [49]. The transverse spinors φks(z), equation (2.16), entering the

low-energy description can be taken at k = ±k
(A,B)
F , where the spin-rotation angle (2.17)

only assumes one of the two values

θA = θ+

(
k

(A)
F

)
, θB = θ−

(
k

(B)
F

)
. (2.20)

The electron field operator Ψ(x, z) for the linearised two-band model with ν = A,B = +,−
can then be expressed in terms of one-dimensional fermionic field operators ψν,r(x), where
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r = R,L = +,− labels right- and left-movers,

Ψ(x, z) =
∑

ν,r=±
eirk

(ν)
F x φ

rk
(ν)
F ,s=νr

(z) ψν,r(x), (2.21)

with φk,s(z) specified in equation (2.16). Note that in the left-moving sector, band indices

have been interchanged according to the labelling in figure 2.4.

In this way, the noninteracting second-quantised Hamiltonian takes the standard form

for two inequivalent species of one-dimensional massless Dirac fermions with different

velocities,

H0 = −i
∑

ν,r=±
rvν

∫
dx ψ†

ν,r∂xψν,r. (2.22)

Note that the linearised picture is only valid at low energies. So we restrict the momentum

to be smaller than a cutoff, k < Λ. For x this means the smallest distance taken into

account here is |x| > a > 0, where a ∝ 1/Λ. The velocity difference displays the breaking

of the spin SU(2) symmetry, a direct consequence of spin-orbit coupling. For α = 0,

the index ν coincides with the spin quantum number σ for left-movers and with −σ for

right-movers, and the above formulation reduces to the usual Hamiltonian for a spinful

single-channel quantum wire.

2.3 Interaction effects and RG analysis

We now include e-e interactions in such a single-channel disorder-free Rashba quantum

wire. With the expansion (2.21) and r = (x, z), the second-quantised two-body Hamilto-

nian

HI =
1
2

∫
dr1dr2 Ψ†(r1)Ψ†(r2)V (r1 − r2)Ψ(r2)Ψ(r1), (2.23)

leads to one-dimensional interaction processes. We here assume that the e-e interaction

potential V (r1 − r2) is externally screened, allowing the one-dimensional interactions to

be described as effectively local. Using (2.21) and defining relative and centre of mass

coordinates x = x1 − x2 and X = x1 + x2 we find

HI =
1
2

∑
νi,ri

∫
dx

∫
dz1

∫
dz2V (x, z1 − z2)e−iq−

x
2

×
[
φ†

r1k
(ν1)
F ,ν1r1

· φ
r4k

(ν4)
F ,ν4r4

]
(z1)

[
φ†

r2k
(ν2)
F ,ν2r2

· φ
r3k

(ν3)
F ,ν3r3

]
(z2) (2.24)

×
∫

dXe−iq+Xψ†
ν1,r1

(
X +

x

2

)
ψ†

ν2,r2

(
X − x

2

)
ψν3,r3

(
X − x

2

)
ψν4,r4

(
X +

x

2

)
,



2.3. Interaction effects and RG analysis 19

where

q+ = r1k
ν1
F + r2k

ν2
F − r3k

ν3
F − r4k

ν4
F , (2.25)

q− = r1k
ν1
F − r2k

ν2
F + r3k

ν3
F − r4k

ν4
F . (2.26)

Next we expand the fermion operators in orders of x: ψν,r(X ± x/2) = ψν,r(X) ± O(x),

where the higher order terms contain spatial derivatives, which makes the four fermion

operators irrelevant in the RG sense. The additional spatial dimension in ∂x will reduce

the scaling dimension such that the operator will always flow to zero in the RG flow. This

leaves us with

HI =
1
2

∑
νi,ri

∫
dx

∫
dz1

∫
dz2V (x, z1 − z2)e−iq−

x
2

×
[
φ†

r1k
(ν1)
F ,ν1r1

· φ
r4k

(ν4)
F ,ν4r4

]
(z1)

[
φ†

r2k
(ν2)
F ,ν2r2

· φ
r3k

(ν3)
F ,ν3r3

]
(z2) (2.27)

×
∫

dXe−iq+Xψ†
ν1,r1

(X) ψ†
ν2,r2

(X) ψν3,r3 (X) ψν4,r4 (X) .

We now assume that the four fermion operator in the last line of equation (2.27) varies in

X slowly on a length scale 1/k
(ν)
F , because of the short-distance/large-momentum cutoff

used in the linearisation process. Thus we can approximate∫
dXe−iq+Xψ†

ν1,r1
(X) ψ†

ν2,r2
(X) ψν3,r3 (X) ψν4,r4 (X)

' δq+,0

∫
dXψ†

ν1,r1
(X) ψ†

ν2,r2
(X) ψν3,r3 (X) ψν4,r4 (X) , (2.28)

where the Kronecker-δ denotes the momentum conservation

r1k
(ν1)
F + r2k

(ν2)
F = r3k

(ν3)
F + r4k

(ν4)
F . (2.29)

We then obtain the local one-dimensional interaction Hamiltonian [64]

HI =
1
2

∑
{νi,ri}

V{νi,ri}

∫
dx ψ†

ν1,r1
ψ†

ν2,r2
ψν3,r3

ψν4,r4
, (2.30)

where the summation runs over all quantum numbers ν1, . . . , ν4 and r1, . . . , r4 and is

subject to momentum conservation (2.29). With the momentum transfer q− = r1k
(ν1)
F −

r4k
(ν4)
F and the partial Fourier transform

Ṽ (q−; z) =
∫

dx e−iq−xV (x, z) (2.31)
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of the interaction potential, the interaction matrix elements in equation (2.30) are given

by

V{νi,ri} =
∫

dz1dz2 Ṽ (q−; z1 − z2) (2.32)

×
[
φ†

r1k
(ν1)
F ,ν1r1

· φ
r4k

(ν4)
F ,ν4r4

]
(z1)

[
φ†

r2k
(ν2)
F ,ν2r2

· φ
r3k

(ν3)
F ,ν3r3

]
(z2).

Since the Rashba spin-orbit coupling produces a splitting of the Fermi momenta for the

two bands,
∣∣∣k(A)

F − k
(B)
F

∣∣∣ ' 2αm, the condition (2.29) eliminates one important interaction

process available for α = 0, namely interband backscattering. This is a distinct spin-orbit

coupling effect besides the broken spin SU(2) invariance. Obtaining the complete g-

ology classification [47] of all possible interaction processes allowed for α 6= 0 is then a

straightforward exercise, see figures 2.5 to 2.8. The corresponding values of the interaction

matrix elements are generally difficult to evaluate explicitly, but in the most important

case of a thin wire,

d À 1√
mω

, (2.33)

where d is the screening length (representing, e.g., the distance to a back-gate), analytical

expressions can be obtained. Note that equation (2.33) excludes the case of ultra-local con-

tact interactions. To simplify the analysis and allow for analytical progress, we therefore

employ the thin-wire approximation (2.33) in what follows. In that case, we can neglect

the z dependence in equation (2.31). Going beyond this approximation would only imply

slightly modified values for the e-e interaction couplings used below. Using the identity∫
dz

[
φ†

rk
(ν)
F ,νr

· φ
r′k

(ν′)
F ,ν′r′

]
(z) = δνν′δrr′ + cos(θA − θB)δν,−ν′δr,−r′ , (2.34)

where the angles θA,B were specified in equation (2.20), only two different values W0 and

W1 for the matrix elements in equation (2.32) emerge. These nonzero matrix elements are

Vνr,ν′r′,ν′r′,νr ≡ W0 = Ṽ (q = 0),

Vνr,ν′r′,−ν′−r′,−ν−r ≡ W1 = cos2(θA − θB) Ṽ
(
q = k

(A)
F + k

(B)
F

)
. (2.35)

We then introduce one-dimensional chiral fermion densities ρνr(x) = : ψ†
νrψνr :, where

the colons indicate normal-ordering, i.e., destruction operators are moved to the right

and creation operators to the left. The interacting one-dimensional Hamiltonian is H =
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a)

E

AL  BL BR  AR

A                 A

q=0

A                 A b)

E

AL  BL BR  AR

A                 A

q=0

B                 B

Figure 2.5: Schematic view and Feynman diagram of the interaction processes (solid lines
indicate right movers and dashed lines left movers). a) g4‖A, which couples only fermions
on the same branch (analogous for B), describing forward scattering and b) g4⊥, in which
the coupled fermions are still on the same side of the Fermi surface but couple different
branches A and B. The momentum transfer in both cases is close to zero, thus the coupling
constant for these processes is W0 = Ṽ (q = 0).

H0 + HI with equation (2.22) and

HI =
1
2

∑
νν′,rr′

∫
dx

(
[g2‖νδν,ν′ + g2⊥δν,−ν′ ]δr,−r′ + [g4‖νδν,ν′ + g4⊥δν,−ν′ ]δr,r′

)
ρνrρν′r′

+
gf

2

∑
νr

∫
dx ψ†

νrψ
†
ν,−rψ−νrψ−ν,−r. (2.36)

The e-e interaction couplings are denoted in analogy to the standard g-ology, whereby

the g4 (g2) processes describe forward scattering of one-dimensional fermions with equal

(opposite) chirality (r = R,L = +,−), see figure 2.5, 2.6, and 2.7 a), and the labels ‖, ⊥,

and f denote intraband, interband, and band flip processes, respectively. Since the bands

(ν = A, B = +,−) are inequivalent, we keep track of the band index in the intraband

couplings. The gf term corresponds to intraband backscattering with band flip, see figure

2.7 b). The interband backscattering without band flip is strongly suppressed since it does

not conserve total momentum and is neglected in the following. It is in principle possi-

ble that such a process becomes important if a collective density readjustment between

subbands takes place in the wire. However, this can only happen for almost equivalent

subbands, see reference [64] for a detailed discussion.

Here we assume that the spin-orbit coupling is strong enough to guarantee that such a

readjustment does not occur. For α = 0, the g4,‖/⊥ couplings coincide with the usual
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a)

E

AL  BL BR  AR

A                 A

B                 B

q=0

b)

A                 B

FAq=k   + k  FB

B                 A

BR  AR

E

AL  BL

Figure 2.6: Schematic view and Feynman diagram of the interaction processes (solid lines
indicate right movers and dashed lines left movers). the g2⊥ consists of two contributions
that have the same operator structure after commuting the fermions a) W0 = Ṽ (q = 0).
b) W1 = cos2(θA − θB)Ṽ (q = k

(A)
F + k

(B)
F ). Commutation of the fermions gives the minus

sign in equation (2.37).

ones [47] for spinful electrons, while gf reduces to g1⊥ and g2,‖/⊥ to g2,⊥/‖ due to our

exchange of band indices in the left-moving sector. According to equation (2.35), the bare

values of these coupling constants are

g4‖ν = g4⊥ = g2‖ν = W0, g2⊥ = W0 − W1, gf = W1. (2.37)

The corresponding processes are visualised in figures 2.5 to 2.7. The equality of the intra-

band coupling constants for the two bands is a consequence of the thin-wire approximation,

which also eliminates certain exchange matrix elements, see figure 2.8.

An abbreviation for the four fermion operators that corresponds to the processes found

above to simplify the renormalisation group analysis is defined as

O2‖ν(x) =
1
2

∑
r

ρνr(x)ρν−r(x) (2.38)

O2⊥(x) =
1
2

∑
r,ν

ρνr(x)ρ−ν−r(x) (2.39)

O4‖ν(x) =
1
2

∑
r

ρνr(x)ρνr(x) (2.40)
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a)

E

AL  BL BR  AR

q=0

A/B             A/B

A/B            A/B b)

E

AL  BL BR  AR

A                 B

FAq=k   + k  FB

A                 B

Figure 2.7: Schematic view and Feynman diagram of the interaction processes (solid lines
indicate right movers and dashed lines left movers). a) g2‖ν the transferred momentum
is close to zero, hence the coupling is W0 = Ṽ (q = 0). b) gf corresponds to intra band
scattering with band flip. For the coupling on finds W1 = cos2(θA−θB)Ṽ (q = k

(A)
F +k

(B)
F ).

A                 B

FA FB

A                 B

BR  AR

E

AL  BL

q=k   − k  

Figure 2.8: Example for a term that would be possible from a momentum conservation
point of view and contribute to gf , the momentum transfer would equal the difference
between the two Fermi points k

(A)
F − k

(B)
F . The thin wire approximation, though, kills

this term since equation (2.34) contains exchange integral between the harmonic oscillator
functions H0(z) and H1(z), which are orthogonal and thus the integral is zero. (Solid lines
indicate right movers and dashed lines left movers.)
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O4⊥(x) =
1
2

∑
r,ν

ρνr(x)ρ−νr(x) (2.41)

Of (x) =
1
2

∑
νr

ψ†
νr(x)ψ†

ν,−r(x)ψ−νr(x)ψ−ν,−r(x). (2.42)

Our interaction Hamiltonian can now be cast as

HI =
∑

j

gj

∫
dx Oj(x). (2.43)

We will now investigate the remaining coupling constants in a renormalisation group (RG)

sense. The main idea behind RG is that we want to know the properties of the system at

very low energies. In the linearisation process we used a cutoff Λ to restrict our theory to

the linear low energy regime, with vF k ≤ kBT < Λ. The physics of the system should not

depend on the actual value of Λ. Therefore, we lower the cutoff iteratively and change the

coupling constants in a way that the physics, i.e., the partition function stays the same.

In appendix A we give a detailed derivation of the second order RG equations.

The Hamiltonian H0 +HI then corresponds to a specific realization of a general asym-

metric two band-model, where the one-loop RG equations are known [64, 65]. Using RG

invariants (A.26) to (A.28), we arrive after some algebra, see appendix A, at the two-

dimensional Kosterlitz-Thouless RG flow equations,

dḡ2

dl
= −ḡ2

f ,
dḡf

dl
= −ḡf ḡ2, (2.44)

for the rescaled couplings

ḡ2 =
g2‖A

2πvA
+

g2‖B

2πvB
− g2⊥

πvF
, (2.45)

ḡf =

√
1 + γ

2
gf

πvF
,

where we use the dimensionless constant

γ =
v2
F

vAvB
=

1
1 − δ2

≥ 1. (2.46)

As usual, the g4 couplings do not contribute to the one-loop RG equations. The initial

values of the couplings can be read off from equation (2.37),

ḡ2(l = 0) =
(γ − 1)W0 + W1

πvF
,

ḡf (l = 0) =

√
1 + γ

2
W1

πvF
. (2.47)
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The solution of Eq. (2.44) is textbook material [47], and ḡf is known to be marginally

irrelevant for all initial conditions with |ḡf (0)| ≤ ḡ2(0). Using equations (2.35) and (2.47),

this implies with γ ' 1 + δ2 the condition

Ṽ (0) ≥ 1
4

cos2(θA − θB) Ṽ
(
k

(A)
F + k

(B)
F

)
, (2.48)

which is satisfied for all physically relevant repulsive e-e interaction potentials. As a

consequence, intraband backscattering processes with band flip, described by the coupling

ḡf , are always marginally irrelevant, i.e., they flow to zero coupling as the energy scale is

reduced, ḡ∗f = ḡf (l → ∞) = 0. Therefore no gap arises, and a modified Luttinger liquid

model is the appropriate low-energy theory. We mention in passing that even if we neglect

the velocity difference in Eq. (2.19), no spin gap is expected in a Rashba wire, i.e., the

broken SU(2) invariance in our model is not required to establish the absence of a gap.

The above RG procedure also allows us to extract renormalised couplings entering

the low-energy Luttinger liquid description. The fixed-point value ḡ∗2 = ḡ2(l → ∞) now

depends on the Rashba spin-orbit coupling through γ in equation (2.46). With the inter-

action matrix elements W0,1 in equation (2.35), it is given by

ḡ∗2 =

√
[(γ − 1)W0 + W1]2 − (γ + 1)W 2

1 /2
πvF

. (2.49)

For α = 0, we have γ = 1 and therefore ḡ∗2 = 0. The Rashba spin-orbit coupling produces

the nonzero fixed-point value (2.49), reflecting the broken SU(2) symmetry.

2.4 Luttinger liquid description

As mentioned above, we used a modified Luttinger liquid model to describe our system.

In the next section we summarise the key points of the Luttinger liquid theory before we

apply this theory to our system in section 2.4.2.

2.4.1 Luttinger liquid for a one-dimensional interaction electron gas

Let us start with a graphic argument before we construct a rigid mathematical theory

and look at two- and one-dimensional interacting electrons. In two (or more) dimensions

interacting electrons are very well described by the Fermi liquid theory, see e.g., [46]. The

main idea in Fermi liquid theory is that the electrons can be described as quasi particles,

electrons that are dressed with a charged cloud of other electrons. These quasi particles

are essentially free and behave almost like free electrons. This is why it is possible to

describe many properties of metals in the noninteracting Fermi gas theory. The situation

in one dimension drastically changes. If an electron is confined to one dimension it does
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a) b)

Figure 2.9: a) In higher dimensions quasi free excitations are possible. One can define
quasi particles that essentially behave like free electrons, but b) in one dimension every
excitation in an interacting system has to be collective.

not simply pass its neighbours but drags its neighbours along, see figure 2.9. Hence, in one

dimension, single particle states are suppressed and only collective excitations are possible.

Mathematically this is captured in the so called Luttinger liquid theory, which describes

a mapping between the fermionic representation and a bosonic picture, which describes

the collective modes. Since the spin part of the particle interacts with a different strength

than the charge part, we find the astonishing result of spin-charge separation, where the

two collective modes either carry charge or spin.

Let us now introduce the mathematical framework called bosonisation. Bosonisation

refers to the possibility of describing fermions obeying standard anti-commutations rules

in terms of bosonic degrees of freedom which obey standard commutation rules. This is in

principle possible in all dimensions, but it has only proved useful in d = 1, as only in this

case the bosonic version of the given fermionic theory is local and simple, often simpler

than the fermionic theory. Here we only illustrate this equivalence by giving the main

identities, for more details see appendix B.

A fermionic one-dimensional spinful system is described by the Hamiltonian

Hf =
∑
σν

∫
dx ψ†

σν(−iν∂x)ψσν , (2.50)

which is equivalent to a bosonic theory with the Hamiltonian

Hb =
v

2

∫ ∑
σν

dx (∂xφσν)
2 , (2.51)
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where ν = R/L is the chirality and when used in a mathematical formula ν = +/−. The

key formula is given by

ψσν(x) =
ησν√
2πa

eiνφσν(x), (2.52)

where a is a small length cutoff that needs to be understood as the smallest length scale in

the system. It is needed to eliminate divergences due to the infinite linear spectrum. The

Klein factors ησν and η†σν are fermionic operators without dynamics, that obey ησν = η†σν

and {ησν , ησ′ν′} = 2δνν′δσσ′ , see also [47,62,63]. We now include forward scattering which

is given by the interaction Hamiltonian

Hint '
1
2

∑
σσ′

∑
νν′

∫
dxρσνV0ρσ′ν′ , (2.53)

where ρσν = ψ†
σνψσν . The bosonic form of the Hamiltonian then reads

Hint =
V0

8π2

∫
dx

(∑
νσ

∂xφσν

)2

. (2.54)

Non chiral charge and spin fields are defined as φc,s = (
∑

ν φ↑ν ±
∑

ν φ↓ν)/
√

8π and their

conjugate phase fields θc,s = (φ↑L − φ↑R ± [φ↓L − φ↓R])/
√

8π, where the upper sign refers

to the charge fields (index c) and the lower sign to the spin fields (index s). Moreover, the

canonically conjugated momentum of φc,s is given as Πc,s = ∂xθc,s, where φj and Πi obey

canonical commutation relations

[φi(x), Πj(y)] = iδi,jδ(x − y), i, j = s, c. (2.55)

In this basis the Hamiltonian is diagonal in charge and spin fields and reads

H = Hc + Hs, (2.56)

Hc =
vc

2

∫
dx

1
K

(∂xφc)2 + KΠ2
c , (2.57)

Hs =
vs

2

∫
dx(∂xφs)2 + Π2

s, (2.58)

where K−1 =
√

1 + 2V0
πvF

is the Luttinger liquid parameter, vc = vF /K and vs = vF . K = 1

corresponds to the non-interacting case. For K < 1 this describes the case of repulsively

interacting electrons. If the interaction is attractive, K > 1. For a detailed derivation

of the Hamiltonian (2.56) and the resulting correlation functions see appendix B. The

Hamiltonian (2.56) describes long wavelength oscillations of the charge and the spin den-

sity, with a linear dispersion relation ωc,s = vc,s|q|. The system is conducting and the

physical excitations are charge-density waves and spin-density waves. From the different
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a)                                            b)
σ                                   v  q                 v qc

Figure 2.10: Schematic view of the spectral function of one-dimensional electrons. a) Free
noninteracting electrons. The spectral function is a simple delta peak at ω = vF q indicat-
ing the true single particle excitation. b) Interacting electrons described by the Luttinger
liquid theory. Instead of a delta function one finds two divergencies corresponding to the
charge density waves (vcq = ω) and spin density waves (vσq = ω) with different power
laws. So no single particle excitation can exist in a Luttinger liquid.

velocities it is obvious that these two excitations travel with different speed. The spectral

function of free electrons is a delta function, indicating a single particle excitation. In a

Luttinger liquid the spectral function has two divergencies with different power laws, see

figure 2.10 and [66]. A single particle excitation can not exit in a Luttinger liquid. Conse-

quently, in one dimension the electron can not exit as one particle with spin and charge,

and splits into two independent excitations carrying spin or charge respectively. The most

important feature of (2.56) is that an interacting fermionic system can be described in

terms of a free non-interacting quadratic bosonic theory.

2.4.2 Luttinger liquid description for our system

In this section, we describe the resulting effective low-energy Luttinger liquid theory of an

interacting single-channel Rashba wire. Employing Abelian bosonisation, introduced in

the last section, see also [47], we introduce a boson field and its conjugate momentum for

each band ν = A,B = +,−. It is useful to switch to symmetric (charge) fields, Φc(x) and

Πc(x) = −∂xΘc(x), antisymmetric (spin for α = 0) fields, Φs(x) and Πs(x) = −∂xΘs, and

linear combinations of these fields and their momenta. The dual fields Φ and Θ then allow

to express the electron operator from equation (2.21) and the bosonisation dictionary,

Ψ(x, z) =
∑
ν,r

φ
rk

(ν)
F ,νr

(z)
ηνr√
2πa

(2.59)

× eirk
(ν)
F x+i

√
π/2[rΦc+Θc+νrΦs+νΘs],
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where a is a small cutoff length and ηνr are the standard Klein factors, see above and

[47, 62, 63]. We adopt the convention ηνRηνLη−ν,Rη−ν,L = 1. To recover the conventional

expression for α = 0, due to our convention for the band indices in the left-moving sector,

one should replace Φs, Θs → −Θs,−Φs. Using the identity (2.34), we can now express the

one-dimensional charge and spin densities,

ρ(x) =
∫

dz Ψ†Ψ, S(x) =
∫

dz Ψ†σ

2
Ψ, (2.60)

in bosonised form. The one-dimensional charge and spin densities (2.60) can be written

as the sum of slow and fast (oscillatory) contributions. Slow contributions have a spatial

oscillation frequency of kA − kB or slower, and fast oscillatory modes have frequencies

2kA, 2kB, or kA + kB. Using equation (2.34), the bosonised form for the one-dimensional

charge density is

ρ(x) =

√
2
π

∂xΦc −
2i

πa
ηARηAL cos(θA − θB)

× sin
[(

k
(A)
F + k

(B)
F

)
x +

√
2πΦc

]
cos(

√
2πΘs). (2.61)

Similarly, using the identity∫
dz

[
φ†

rk
(ν)
F ,νr

σ φ
r′k

(ν′)
F ,ν′r′

]
(z) = (2.62)

δr,r′


cos (θA − θB) δν,−ν′

−iνr cos (θA + θB) δν,−ν′

νr cos (2 θν) δν,ν′

 + δr,−r′


δν,ν′

−iνr cos (2 θν) δν,ν′

νr cos (θA + θB) δν,−ν′

 ,

the one-dimensional spin density vector has the components

Sx(x) = −i
ηARηBR

πa
cos (θA − θB) cos

[(
k

(A)
F − k

(B)
F

)
x +

√
2πΦs

]
sin(

√
2πΘs)

−i
ηARηAL

πa
cos

[(
k

(A)
F + k

(B)
F

)
x +

√
2πΦc

]
sin

[(
k

(A)
F − k

(B)
F

)
x +

√
2πΦs

]
,

(2.63)

Sy(x) = i
ηARηBR

πa
cos (θA + θB) sin

[(
k

(A)
F − k

(B)
F

)
x +

√
2πΦs

]
sin(

√
2πΘs)

−i
∑

ν=A,B=+,−
ν

ηνRηνL

2πa
cos(2θν) cos

[
2k

(ν)
F x +

√
2π (Φc + νΦs)

]
,

(2.64)
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Sz(x) =
1√
8π

[(cos 2θA + cos 2θB) ∂xΘs + (cos 2θA − cos 2θB) ∂xΘc]

− i
ηARηBL

πa
cos(θA + θB) cos

[(
k

(A)
F + k

(B)
F

)
x +

√
2πΦc

]
sin(

√
2πΦs).

(2.65)

Note that while ∂xΦc is proportional to the (slow part of the) charge density, the (slow)

spin density is determined by both c and s sectors.

The low-energy Hamiltonian is then taken with the fixed-point values for the inter-

action constants, i.e., backscattering processes are disregarded and only appear via the

renormalised value of ḡ∗2 in equation (2.49). Following standard steps summarised in the

last section, the kinetic term H0 and the forward scattering processes then lead to the

exactly solvable Gaussian field theory of a modified (extended) Luttinger liquid,

H =
∑
j=c,s

vj

2

∫
dx

(
KjΠ2

j +
1

Kj
(∂xΦj)2

)
(2.66)

+ vλ

∫
dx

(
KλΠcΠs +

1
Kλ

(∂xΦc)(∂xΦs)
)

.

Using the notations ḡ4 = W0/πvF and

yδ =
g∗2‖A − g∗2‖B

4πvF
, (2.67)

y± =
g∗2‖A + g∗2‖B ± 2g∗2⊥

4πvF
, (2.68)

where explicit (but lengthy) expressions for the fixed-point values g∗2‖A/B and g∗2⊥ can be

straightforwardly obtained from equations (2.45) and (2.49), using the integrals of motion

equations (A.26) to (A.28), the renormalised velocities appearing in equation (2.66) are

vc = vF

√
(1 + ḡ4)2 − y2

+

' vF

√(
1 +

W0

πvF

)2

−
(

2W0 − W1

2πvF

)2

,

vs = vF

√
1 − y2

− ' vF , (2.69)

vλ = vF

√
δ2 − y2

δ ' vF δ

√
1 −

(
W1

4πvF

)2

.

In the respective second equalities, we have specified the leading terms in |δ| ¿ 1, since

the spin-orbit coupling-induced relative velocity asymmetry δ is small even for rather

large α, see equation (2.19). The corrections to the quoted expressions are of O(δ2) and

are negligible in practice. It is noteworthy that the spin velocity vs is not renormalised
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for a Rashba wire, although it is well-known that vs will be renormalised due to W1 for

α = 0 [47]. This difference can be traced to our thin-wire approximation (2.33). When

releasing this approximation, there will be a renormalisation in general. Finally, the

dimensionless Luttinger liquid interaction parameters in equation (2.66) are given by

Kc =

√
1 + ḡ4 − y+

1 + ḡ4 + y+
'

√
2πvF + W1

2πvF + 4W0 − W1
,

Ks =

√
1 − y−
1 + y−

' 1 −
√

W0W1√
2 πvF

|δ|, (2.70)

Kλ =

√
δ − yδ

δ + yδ
'

√
4πvF + W1

4πvF − W1
,

where the second equalities again hold up to contributions of O(δ2). When the 2kF

component of the interaction potential W1 = 0, see equation (2.35), we obtain Ks = Kλ =

1, and thus recover the theory of reference [44]. The broken spin SU(2) symmetry is

reflected in Ks < 1 when both δ 6= 0 and W1 6= 0.

Since we arrived at a Gaussian field theory, equation (2.66), all low-energy correlation

functions can now be computed analytically without further approximation.

2.5 RKKY interaction

In this section we apply the low energy theory of the interacting quantum wire with

spin-orbit coupling, derived above, to compute the RKKY range function. The RKKY

theory [54–56] describes the interaction between two localised spins that is mediated via

the conduction band electrons. For better understanding we will first summarise the theory

and compute the range function for a noninteraction one-dimensional system without spin-

orbit coupling following [57,58].

A single localised spinful impurity Σn, with spatial components Σa
n, interacting with

the electron gas is described by

HS = J
∑

i

σi · Σnδ(xi − xn), (2.71)

where σi are vectors of Pauli matrices describing the spins of the ith electron. In lowest

order we find the interaction between the two impurities to be

HRKKY = −J2
∑
ab

Σa
1Σ

b
2F

ab(x), (2.72)

where the rangefunction matrix F ab(x) is diagonal for an SU(2) invariant system i.e.,
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F ab(x) = F (x)δab.

2.5.1 One-dimensional free electron gas

We now derive the range function for a free one-dimensional electron gas. We start by

finding the spin susceptibility χq which is defined via the magnetisation M in the following

way

M(x) =
1
V

∫
dx′χ(x − x′)H(x′), (2.73)

where V is the volume, H(x) is the magnetic field, and χ(x− x′) =
∑

q χq exp[iq(x− x′)].

The one-dimensional kinetic Hamiltonian for N electrons reads

H0 =
N∑

i=1

pi

2m
. (2.74)

To compute χq we include the effect of a magnetic field

HM = µB

N∑
i=1

σi · hq cos qx, (2.75)

to the Hamiltonian as a perturbation, where µB is the Bohr magneton and hq is the Fourier

transformation of H(x), we set hq = x̂hq. The unperturbed states are the momentum and

spin eigenstates |k ↑〉 and |k ↓〉. In first order perturbation HM does not contribute. The

first non-zero perturbation is in second order. The energy correction for momentum k

reads

ε
(2)
k =

1
4
(µBhq)2

[
(1 − nk+q)nk

εk − εk+q
+

(1 − nk−q)nk

εk − εk−q

]
, (2.76)

where only unoccupied states are allowed as intermediate states. The total energy correc-

tion is now easily obtained by summing over all occupied states, given as

E(2) =
1
4
(µBhq)2

∑
k

[
(1 − nk+q)nk

εk − εk+q
+

(1 − nk−q)nk

εk − εk−q

]
(2.77)

= −1
4
(µBhq)2F (q), (2.78)

hereby defining the function F (q). The spin susceptibility is then given by

χq = −2
∂2E(2)

∂h2
q

= µBF (q). (2.79)



2.5. RKKY interaction 33

In a free one-dimensional electron gas with εk = ~2k2

2m one finds

F (q) =
2m

~2π

kF∫
−kF

dk

(
1

q + 2k
+

1
q + 2k

)
(2.80)

=
2m

~2πq
log

∣∣∣∣2kF + q

2kF − q

∣∣∣∣ , (2.81)

where the k-sum is changed into an integral over the occupied states between the Fermi

points ±kF . The range function F (x) is defined via

F (x) =
µ2

B

2π

∞∫
−∞

dq exp[iqx]F (q) (2.82)

=
µ2

Bm

2π2~2

kF∫
−kF

dk

k

∞∫
−∞

dq exp[iqx]
(

1
q − 2k

− 1
q + 2k

)
. (2.83)

Using the Cauchy method of residues one finds

F (x) = −
µ2

Bm

2π~2

kF∫
−kF

dk
sin 2kx

k
=

2µ2
Bm

π~2

(π

2
− Si(2kF x)

)
, (2.84)

where Si is the sine integral function, which in the long distance (i.e., low energy) limit

can be simplified to

F (x) ≈
2µ2

Bm

π~2

cos 2kF x

x
. (2.85)

Here we can see that the range function will decay as x−1 and oscillate with a period of

2kF . In the following we show that including spin-orbit coupling and e-e interaction will

cause different periods of oscillation in different directions and power laws instead of a

simple x−1 decay.

2.5.2 RKKY Interaction in our system

Following our discussion in section 2.1, we now investigate the combined effects of the

Rashba spin-orbit coupling and the e-e interaction on the RKKY range function. We

include the exchange coupling, H ′ = J
∑

i=1,2 Σi ·S(xi), of the one-dimensional conduction

electron spin density S(x) to localised spin-1/2 magnetic impurities, separated by x =

x1 − x2. The RKKY interaction HRKKY, describing spin-spin interactions between the

two magnetic impurities, is then obtained by perturbation theory in J [57, 58]. In the

simplest one-dimensional case (no spin-orbit coupling, no interactions), it is given by
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equation (2.85). In the general case, it can always be expressed in the form

HRKKY = −J2
∑
a,b

F ab(x)Σa
1Σ

b
2, (2.86)

with the range function now appearing as a tensor (β = 1/kBT for temperature T ),

F ab(x) =
∫ β

0
dτ χab(x, τ). (2.87)

Here, the imaginary-time (τ) spin-spin correlation function

χab(x, τ) = 〈Sa(x, τ)Sb(0, 0)〉 (2.88)

appears. The one-dimensional spin densities Sa(x) (with a = x, y, z) were defined in equa-

tion (2.60), and their bosonised expression is given in equation (2.63) to (2.65), which

then allows computing the correlation functions (2.88) using the unperturbed (J = 0)

Luttinger liquid model (2.66). The range function thus effectively coincides with the

static space-dependent spin susceptibility tensor. When spin SU(2) symmetry is realized,

χab(x) = δabFex(x), and equation (2.85) is recovered, but in general this tensor is not diag-

onal. For a Luttinger liquid without Rashba spin-orbit coupling, Fex(x) is as in equation

(2.85) but with a slow power-law decay [62,63].

If spin SU(2) symmetry is broken, general arguments imply that equation (2.86) can

be decomposed into three terms, namely, (i) an isotropic exchange scalar coupling, (ii) a

Dzyaloshinsky-Moriya (DM) vector term, and (iii) an Ising-like interaction,

HRKKY/J2 = −Fex(x)Σ1 · Σ2 − FDM(x) · (Σ1 × Σ2) −
∑
a,b

F ab
Ising(x)Σa

1Σ
b
2,

(2.89)

where Fex(x) = 1
3

∑
a F aa(x). The DM vector has the components

F c
DM(x) =

1
2

∑
a,b

εcabF ab(x),

and the Ising-like tensor

F ab
Ising(x) =

1
2

(
F ab + F ba − 2

3

∑
c

F ccδab

)
(x)

is symmetric and traceless.

For a one-dimensional noninteracting quantum wire with Rashba spin-orbit coupling,

the RKKY Hamiltonian (2.89) has recently been discussed [59–61], and all range functions
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appearing in equation (2.89) were shown to decay ∝ |x|−1, as expected for a noninteracting

system. Moreover, it has been emphasised [60] that there are different spatial oscillation

periods, reflecting the presence of different Fermi momenta k
(A,B)
F in a Rashba quantum

wire.

Let us then consider the extended Luttinger liquid model (2.66), which includes the

effects of both the e-e interaction and the Rashba spin-orbit coupling. The correlation

functions (2.88) obey χba(x, τ) = χab(−x,−τ), and since we find χxz = χyz = 0, the

anisotropy acts only in the xy-plane. The four nonzero correlators are specified below,

where only the long-ranged 2kF oscillatory terms are kept, the terms we defined as fast

oscillatory terms. These are the relevant correlations determining the RKKY interaction

in the interacting quantum wire. We note that in the noninteracting case, there is also a

slow oscillatory component, corresponding to a contribution to the RKKY range function

∝ cos
[(

k
(A)
F − k

(B)
F

)
x
]
/|x|. Remarkably, we find that this 1/x decay law is not changed

by interactions. However, we will show below that interactions cause a slower decay of

certain fast oscillatory terms, e.g., the contribution ∝ cos(2k
(B)
F x). We therefore do not

further discuss the slow oscillatory terms in what follows.

Next we compute the nonzero components of the imaginary-time spin-spin correlation

function χab(x, τ), see equation (2.88). Using the above bosonised expressions, (2.63) to

(2.65), some algebra yields

χxx(x, τ) =
∑

ν

cos
(
2k

(ν)
F x

)
2(2πa)2

F̃ (1)
ν (x, τ), (2.90)

χyy(x, τ) =
∑

ν

cos2(2θν) cos
(
2k

(ν)
F x

)
2(2πa)2

F̃ (1)
ν (x, τ), (2.91)

χzz(x, τ) =
∑
νr

cos2(θA + θB)
2(2πa)2

(2.92)

× cos
[(

k
(A)
F + k

(B)
F

)
x
]
F̃ (2)

ν (x, τ), (2.93)

and

χxy(x, τ) =
∑

ν

ν cos(2θν) sin
(
2k

(ν)
F x

)
2(2πa)2

F̃ (1)
ν (x, τ). (2.94)

Here, the functions F̃
(1,2)
ν=A,B=+,−(x, τ) are given by

F̃ (1)
ν (x, τ) =

∏
j=1,2

∣∣∣∣βuj

πa
sin

(
π(ujτ − ix)

βuj

)∣∣∣∣−
“

Γ
(j)
ΦcΦc

+Γ
(j)
ΦsΦs

+2νΓ
(j)
ΦcΦs

”

(2.95)
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and

F̃ (2)
ν (x, τ) =

∏
j=1,2

∣∣∣∣βuj

πa
sin

(
π(ujτ − ix)

βuj

)∣∣∣∣−
“

Γ
(j)
ΦcΦc

+Γ
(j)
ΘsΘs

”

sin
(

π(ujτ+ix)
βuj

)
sin

(
π(ujτ−ix)

βuj

)
νΓ

(j)
ΦcΘs

.

(2.96)

The dimensionless numbers Γ(j) appearing in the exponents follow from the straightfor-

ward (but lengthy) diagonalisation of the extended Luttinger liquid Hamiltonian (2.66),

where the uj are the velocities of the corresponding normal modes. With the velocities vc,s

(2.69) and the dimensionless Luttinger parameters (2.70), the result of this linear algebra

problem can be written as follows. The normal-mode velocities u1 and u2 are

2u2
j=1,2 = v2

c + v2
s + 2v2

λ (2.97)

−(−1)j

√
(v2

c − v2
s)2 + 4v2

λ

[
vcvs

(
K2

λ

KcKs
+

KcKs

K2
λ

)
+ v2

c + v2
s

]
,

and the exponents Γ(j=1,2) appearing in F̃
(1,2)
ν (x, τ) are given by

Γ(j)
ΦcΦc

=
(−1)jKcvc

uj(u2
1 − u2

2)

(
v2
s − u2

j −
K2

λv2
λvs

KcKsvc

)
, (2.98)

Γ(j)
ΦsΦs

=
(−1)jKsvs

uj(u2
1 − u2

2)

(
v2
c − u2

j −
K2

λv2
λvc

KcKsvs

)
, (2.99)

Γ(j)
ΦcΦs

=
(−1)jKλvλ

uj(u2
1 − u2

2)

(
v2
λ − u2

j −
KcKsvsvc

K2
λ

)
, (2.100)

Γ(j)
ΘsΘs

=
(−1)jvs

Ksuj(u2
1 − u2

2)

(
v2
c − u2

j −
KcKsv

2
λvc

K2
λvs

)
, (2.101)

Γ(j)
ΦcΘs

=
(−1)jvλ

u2
1 − u2

2

(
Kλ

Ks
vs +

Kc

Kλ
vc

)
. (2.102)

Since |δ| ¿ 1, we now employ the simplified expressions for the velocities in equation

(2.69) and the Luttinger liquid parameters in equation (2.70), which are valid up to O(δ2)

corrections. In the interacting case, this yields for the normal-mode velocities simply

u1 = vc and u2 = vs. In the noninteracting limit, the above equation instead yields

u1 = vA and u2 = vB, see equation (2.19). Furthermore, the exponents Γ(j) simplify to

Γ(1)
ΦcΦc

= Kc, Γ(2)
ΦcΦc

= Γ(1)
ΦsΦs

= Γ(1)
ΘsΘs

= 0, (2.103)

Γ(2)
ΦsΦs

= Ks, Γ(2)
ΘsΘs

= 1/Ks, (2.104)

Γ(1)
ΦcΦs

=
vλ

v2
c − v2

s

(Kλvc + Kcvs/Kλ), (2.105)
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Γ(2)
ΦcΦs

= − vλ

v2
c − v2

s

(Kλvs + Kcvc/Kλ), (2.106)

Γ(1,2)
ΦcΘs

= ±Γ(2)
ΦcΦs

. (2.107)

Collecting everything and taking the zero-temperature limit, the functions F̃
(1,2)
ν=± (x, τ) take

the form

F̃ (1)
ν (x, τ) =

∣∣∣∣vcτ − ix

a

∣∣∣∣−Kc−2νvλ
Kλvc+Kcvs/Kλ

v2
c−v2

s

∣∣∣∣vsτ − ix

a

∣∣∣∣−Ks+2νvλ
Kλvs+Kcvc/Kλ

v2
c−v2

s
,

(2.108)

and

F̃ (2)
ν (x, τ) =

∣∣∣∣vcτ − ix

a

∣∣∣∣−Kc
∣∣∣∣vsτ − ix

a

∣∣∣∣−1/Ks
(

(vsτ − ix)(vcτ + ix)
(vsτ + ix)(vcτ − ix)

)−ν
vλ(Kλvs+Kcvc/Kλ)

v2
c−v2

s
.

(2.109)

The known form of the spin-spin correlations in a Luttinger liquid with α = 0 is recovered

by putting vλ ∝ δ = 0.

With this, we find the various range functions in equation (2.89) for the interacting

case,

Fex(x) =
1
6

∑
ν

[(
1 + cos2(2θν)

)
cos

(
2k

(ν)
F x

)
F (1)

ν (x)

+ cos2(θA + θB) cos
[
(k(A)

F + k
(B)
F )x

]
F (2)

ν (x)
]
,

FDM(x) = êz

∑
ν

ν

2
cos(2θν) sin

(
2k

(ν)
F x

)
F (1)

ν (x), (2.110)

F ab
Ising(x) =

[
1
2

∑
ν

Ga
ν(x) − Fex(x)

]
δab,

with the auxiliary vector

Gν =


cos

(
2k

(ν)
F x

)
F

(1)
ν (x)

cos2(2θν) cos
(
2k

(ν)
F x

)
F

(1)
ν (x)

cos2(θA + θB) cos
[
(k(A)

F + k
(B)
F )x

]
F

(2)
ν (x)

 .

The functions F
(1,2)
ν (x) follow by integration over τ from F̃

(1,2)
ν (x, τ), see equations (2.108)

and (2.109) above. This implies the respective decay laws for a ¿ |x| ¿ vF /kBT ,

F (1)
ν (x) ∝ |a/x|−1+Kc+Ks+2ν(1−Kc/K2

λ)
vλKλ
vc+vs , (2.111)

F (2)
ν (x) ∝ |a/x|−1+Kc+1/Ks .



38Chapter 2. Interplay of spin splitting and interaction in semiconductor quantum wires

All these exponents approach unity in the noninteracting limit, in accordance with previous

results [59, 60]. Moreover, in the absence of spin-orbit coupling (α = δ = 0), equation

(2.111) reproduces the known |x|−Kc decay law for the RKKY interaction in a conventional

Luttinger liquid [62,63].

Since Ks < 1 for an interacting Rashba wire with δ 6= 0, see equation (2.70), we

conclude that F
(1)
ν with ν = B, corresponding to the slower velocity vB = vF (1 − δ),

leads to the slowest decay of the RKKY interaction. For large distance x, the RKKY

interaction is therefore dominated by the 2k(B)
F oscillatory part, and all range functions

decay ∝ |x|−ηB with the exponent

ηB = Kc + Ks − 1 − 2
(

1 − Kc

K2
λ

)
vλKλ

vc + vs
< 1. (2.112)

This exponent depends on both the e-e interaction potential, and on the Rashba coupling

α. The latter dependence also implies that electric fields are able to change the power-

law decay of the RKKY interaction in a Rashba wire. The DM vector coupling also

illustrates that the spin-orbit coupling is able to effectively induce off-diagonal couplings

in spin space, reminiscent of spin precession effects. Also these RKKY couplings are 2k
(B)
F

oscillatory and show a power-law decay with the exponent (2.112).

2.6 Discussion

In this chapter, we have presented a careful derivation of the low-energy Hamiltonian of

a homogeneous one-dimensional quantum wire, with Rashba spin-orbit interactions. We

have studied the simplest case (no magnetic field, no disorder, and single-channel limit),

in particular analysing the possibility for a spin gap to occur due to electron-electron

backscattering processes. The initial values for the coupling constants entering the one-

loop RG equations were determined for rather general conditions. These are such that

backscattering is marginally irrelevant and no spin gap opens. The resulting low-energy

theory is a modified Luttinger liquid, equation (2.66), which is a Gaussian field theory

formulated in terms of the boson fields Φc(x) and Φs(x), and their dual fields. In this

state, spin-charge separation is violated due to the Rashba coupling. Two collective modes

are still found, but now they are mixes of spin and charge fields. The theory allows exact

results for essentially all low-energy correlation functions.

Based on our bosonised expressions for the one-dimensional charge and spin density, the

frequency dependence of various susceptibilities of interest, e.g., charge- or spin-density

wave correlations, can then be computed. As the calculation closely mirrors the one

in [49, 50], we do not repeat it here. A phase diagram from the study of the dominant

susceptibilities can then be inferred. According to our calculations, due to a conspiracy of
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the Rashba spin-orbit coupling and the e-e interaction, spin-density-wave correlations in

the xy plane are always dominant for repulsive interactions.

We have studied the RKKY interaction between two magnetic impurities in such an

interacting one-dimensional Rashba quantum wire. On general grounds, the RKKY in-

teraction can be decomposed into an exchange term, a DM vector term, and a traceless

symmetric tensor interaction. For a noninteracting wire, the corresponding three range

functions have several spatial oscillation periods with a common overall decay ∝ |x|−1.

We have shown that interactions modify this picture. The dominant contribution (char-

acterised by the slowest power-law decay) to the RKKY range function is now 2k(B)
F

oscillatory for all three terms, with the same exponent ηB < 1, see equation (2.112). This

exponent depends both on the interaction strength and on the Rashba coupling. This

raises the intriguing possibility to tune the power-law exponent ηB governing the RKKY

interaction by an electric field, since α is tunable via a back-gate voltage. We stress

again that interactions imply that a single spatial oscillation period (wavelength π/k
(B)
F )

becomes dominant, in contrast to the noninteracting situation where several competing

wavelengths are expected.

The above formulation also holds promise for future calculations of spin transport

in the presence of both interactions and Rashba spin-orbit couplings, and possibly with

disorder. Under a perturbative treatment of impurity backscattering, otherwise exact

statements are possible even out of equilibrium.
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Chapter 3

Spin-dependent transport in

conducting polymers

3.1 Introduction

In this chapter we consider a different class of materials that have attracted a lot of in-

terest in recent years, conducting organic polymers. Unlike most polymers, i.e., plastics

we know as insulators in everyday life, these polymers are semiconductors with uncon-

ventional transport properties [22]. Since their discovery, interesting new fundamental

insights have been gained, as well as the prospect of new applications and devices func-

tioning at room temperature [67,68]. A particularly interesting aspect comes from the spin

degree of freedom, leading to plastic spintronics [69]. Organic materials such as polymers

may be superior to inorganic semiconductor devices because of their small spin-orbit and

hyperfine couplings, in principle allowing for very long spin coherence times. The ground

state of conducting polymers displays a gapped bandstructure as usual for semiconductors.

However, the conduction mechanism in polymers is fundamentally different to that of con-

ventional semiconductors where electrons in the conduction band, or holes in the valence

band transport the current. In polymers the coupling between lattice vibrations (phonons)

and the electronic states plays a vital role for the understanding of the excitations and

the transport physics. The excitations are combined states of lattice deformations and

electronic states, such as polarons, bipolarons, and in fewer cases solitons. Polarons and

bipolarons exist in all conjugated polymers whereas for the formation of solitons an ad-

ditional symmetry in the lattice structure is needed. All these excitations are spatially

localised states that energetically lie deep inside the gap. In addition to the mix between

phonons and electrons some of these excitations also have a non-standard spin-charge re-

lation. Whereas, polarons have a simple electronic spin-charge relation (singly charged

with spin-1/2), bipolarons (the bound state of two polarons) are doubly charged and
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spinless. Solitons are most peculiar and occur as singly charged spinful quasiparticles or

as spinful but chargeless particles [23]. This raises the possibility of unconventional spin-

transport properties. Spin transport through conjugated semiconducting organic polymers

has consequently been studied in a number of recent experiments. Clear evidence for spin-

polarised current injection and giant magnetoresistance in organic spin valves [70–73] has

been reported, as well as spin-dependent optical effects [74, 75]. For most polymers, it

has been established that the dominant charge and spin carriers, at low energy scales well

below the gap, correspond to polarons and bipolarons [23, 67, 76], whereas solitons can

safely be ignored.

In the following, we discuss spin transport through slightly doped, semiconducting

organic polymers, where polarons and bipolarons are the relevant charge carriers. In a

typical two-terminal geometry (transport along the x axis), the organic polymer is con-

tacted at x = 0 and x = L by two ferromagnetic metallic electrodes, where L is the length

of the polymer. The left (right) electrode is characterised by a magnetisation unit vector

m̂L (m̂R), with the angle θ between them. We do not attempt a microscopic modelling of

the interface between a ferromagnetic electrode and the organic polymer, but follow the

arguments of Refs. [76–79], where it has been established that carriers injected into the

polymer tunnel predominantly into polaron states close to the ferromagnetic contact. We

therefore impose the boundary condition that no bipolaron states near the boundaries (at

x = 0 and x = L) are filled by the injected current. Both contacts can then be completely

described by spin-dependent conductances G↑ and G↓, which take into account the spin-

dependent density of states in the ferromagnets and the disorder-averaged matrix elements

for tunnelling into polaron states [80]. Moreover, for noncollinear magnetisations, one also

has to include the complex-valued mixing conductance G↑↓ reflecting boundary exchange

processes [81–83].

Transport in the polymer itself has so far been modelled either numerically, using lattice

simulations of charge transport [84–87], or analytically, using simple master equations [88]

or drift-diffusion models. The latter approaches have also been applied to spin transport

[89–92]. Here we use the network theory of Ref. [80, 81] combined with a diffusive model

to obtain spin dependent transport properties of a doped organic polymer sandwiched

between two ferromagnetic electrodes with noncollinear magnetisation directions. In the

absence of bipolarons and for very high temperatures, this problem has been studied in

Ref. [91]. Here we present a generalisation including the polaron-bipolaron conversion

process.

This chapter is organised as follows. In Sec. 3.2 we summarise the theory of conjugated

polymers following [23, 93], discussing the ground state and the excitations, i.e., solitons,

polarons and bipolarons. In Sec. 3.3 we set up a model, which describes the diffusive

transport trough the polymer, allowing two polarons to recombine into a bipolaron and
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Figure 3.1: The structural diagram for trans-polyacetylene displays the typical dimerisa-
tion pattern. In trans-polyacetylene an additional symmetry is found, since the double
and the single bonds can be interchanged without changing the energy of the system.

H H H H H H

CC

CC

CC

CCC

C

C

HH H H HH

C

Figure 3.2: Structural diagram for cis-polyacetylene. Here the additional symmetry of
trans-polyacetylene is broken.

vice versa. In Sec. 3.4.1 we solve the simplest case of collinear magnetisation, whereas

in Sec. 3.4.2 we look at the general case of non-collinear magnetisation. In Sec. 3.5 we

discuss our results.

3.2 Theoretical description of conducting polymers

We first consider the simplest polymer, namely polyacetylene (CH)x. It exists in two

variations, trans and cis-polyacetylene, see figures 3.1 and 3.2. We will use polyacetylene

as a toy model for more complex polymers. Despite its relative simplicity, it already shows

the gapped ground state and the exotic excitations that are typical for the whole group

of conjugated polymers. We start our theoretical description with a tight-binding model

that includes electron-phonon interaction. This was first proposed by Su, Schrieffer, and

Heeger (SSH) [94,95]. We then derive the continuum model proposed by Takayama, Lin-

Liu, and Maki (TLM) [93], which we use to discuss the ground state and the excitations.
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3.2.1 The Hamiltonian

The SSH model is defined by the Hamiltonian

HSSH = Hel + Hph + Hel−ph, (3.1)

Hel = −t0
∑
n,s

(
c†n+1,scn,s + c†n.scn+1,s

)
, (3.2)

Hph =
∑

n

p2
n

2M
+

K

2

∑
n

(yn+1 − yn)2 , (3.3)

Hel−ph = α
∑
n,s

(yn+1 − yn)
(
c†n+1,scn,s + c†n.scn+1,s

)
, (3.4)

where Hel describes the hopping of the electrons on the chain, with cn destroying an

electron on the lattice site n on each carbon atom at distance a, see figure 3.1. Hph

describes the phonons, with yn being the displacement coordinate of the nth atom along

the chain. With Hel−ph the electron-phonon coupling is included. It is an addition to Hel

with a distance dependent overlap integral proportional to yn+1 − yn. The electronic and

phononic part, following any standard text book like [96], in momentum representation

read

Hel =
∑

k

εkc
†
kck, (3.5)

Hph =
∑

q

[
1

2M
pqp−q +

1
2
Mω2

qyqy−q

]
, (3.6)

where εk = −2to cos ka, and ωq = 2
√

K/M | sin qa
2 |, are the electron and phonon dispersion

relation respectively, and where phononic momentum operator is pn = 1√
N

∑
kε1stBZ

pke
ikna,

the phonic displacement coordinate is yn = 1√
N

∑
kε1stBZ

yke
ikna and the electron operator

is cn = 1√
N

∑
kε1stBZ

cke
ikna. We have [pk, yk′ ] = −iδk,k′ and standard anti-commutation

relations apply for the fermions. N denotes the total number of electrons. The electron-

phonon interaction term in momentum space reads

Hel−ph =
∑
kq

g(k, q)yqc
†
k+qck, (3.7)

where the phonon coupling strength is given by

g(q, k) = 2iα (sin (q + k)a − sin ka) . (3.8)

A peculiarity for conjugated polymers is that one has a commensurate filling. In the

simplest case, polyacetylene, one of the two states per lattice site is occupied, i.e., half
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Figure 3.3: Schematic extended band structure for a one dimensional lattice with half
filling without phonon effects.

filling. This will have, as we will see, drastic consequences for the ground state and the

excitations. The ground state will be a chain of (C2H2) dimers, leading to a lattice with

two atoms per unit cell and lattice spacing 2a, instead of having a simple lattice with just

one carbon per unit cell. To analyse this we expand the phonon coupling strength into

acoustical and optical modes and around the Fermi momentum in lowest order

g(q,±kF + k) = ±ia2α(2qk + q2) (acoustical), (3.9)

g
(π

a
+ q,±kF + k

)
= ±i4α (optical). (3.10)

The optical phonon mode is defined as ỹq = yπ
a
+q. Optical phonons only exist in lattices

with more than one atom per unit cell. Thus it only makes sense using the term optical

in the dimerised lattice. We want to find a linearised low energy theory around the

Fermi points with Λ being the cutoff, as in chapter 2.2. At half filling we find the Fermi

momentum and the reciprocal lattice vector being related as kF = π/2a, see figure 3.3.

We introduce left and right moving operators for the electrons on the two sides of the

dispersion relation as cR/L(k) = c±kF +k. Note that due to the lattice symmetries we have

cR(π
a + k) = cL(k). Thus, the electron-phonon coupling reads

Hel−ph = i
∑

q,k<Λ

′
a2α

(
qk + q2

)
yq

(
c†R(k + q)cR(k) − c†L(k + q)cL(k)

)
+i

∑
q,k<Λ

′
4αỹq

(
c†L(k + q)cR(k) − c†R(k + q)cL(k)

)
, (3.11)

where the first term is the acoustical coupling and the second represents the optical cou-

pling, for low energies. Since the first term is quadratic in k and q and we only look at

low energies we can safely neglect it. We now switch to a continuum model via N → ∞
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and a → 0. We define new left and right moving fields as

cR(k) =
∫

dxe−ikxu(x), (3.12)

cL(k) =
∫

dxe−ikxv(x), (3.13)

and the dimerisation field

4αỹ(q) =
∫

dxe−iqx∆(x). (3.14)

Summarising all terms in the Hamiltonian in this approximation and using a mean field

approach, the following Bogoliubov de Gennes (BdG) equations are obtained

Enun(x) = −ivF ∂xun(x) + ∆(x)vn,

Envn(x) = ivF ∂xvn(x) + ∆(x)un, (3.15)

where vF = 2t0a, and dimerisation field ∆(x) has to satisfy the selfconsistency equation

∆(x) = − g2

ω2
ph

∑
n

v†n(x)un(x), (3.16)

at T = 0, where g = 4α(a/M)1/2, and ωph = (4K/M)1/2. This model allows for analytical

examination of the key properties of conducting polymers. In the next section we de-

scribe the ground state and the possible single particle excitations using the TLM model.

Equation (3.15) allows for more complicated solutions than simple single particle states as

described below. There is a possibility that due to hopping between single particle states

a metallic band opens in the band gap [97]. In our work we only look at single particle

excitations.

3.2.2 Ground state and exotic single particle excitations

The ground state of the polymer is characterised by a uniform dimerisation ∆(x) = ±∆0

and the dispersion relation is found with (3.15) and (3.16) as

E(k) = ±
√

v2
F k2 + ∆2

0. (3.17)

From total energy calculations [23,93], two minima at ∆0 = ±0.7eV are found. Thus, the

total energy is minimal for finite gap energy of 2∆0. From equation (3.17) it is easy to

see that this ground state comes in two equivalent ways, and the sign of the dimerisation

constant ∆0 does not change the energy. ∆(x) is related to the displacement field in

the following way ∆(na) ∝ (−1)nyn. So a constant ∆0 indicates an alternating bond
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Figure 3.4: Degenerate ground states for ∆(x) = ±∆0. Top: phase A, Bottom: phase B.

length in the system, i.e., dimerisation, as mentioned above. Chemically this means the

bonds in the polymer backbone alternate between single and double bonds, of course for

trans-polyacetylene it does not matter energetically if the odd or even numbered bonds

are double or single bonds, causing the degeneracy of the ground state, see figure 3.4.

The two different ground states are labelled phase A and B. The ground state displays

a homogeneous dimerisation pattern. A gap opens at the Fermi energy, so the polymer is

a semiconductor. But unlike conventional semiconductors, the lowest excitation is not an

electron in the conduction band. In conducting polymers a whole range of mid gap states

are possible due to the strong influence of the electron-phonon coupling.

Following [93], the first excitation we want to consider is the topological soliton solution

in undoped trans-polyacetylene. We consider an infinite system in which the left side of

the polymer is in phase A and the right in phase B. There will be a localised area in which

the transition between the two phases happens. This is not dissimilar to the situation in a

Bloch wall between ferromagnetic domains, where the magnetisation is turned around over

a finite distance. In the transition area there will be a localised electronic state available,

see figure 3.5. The width of this area is determined by the competing electronic energy

that is lowered due to the possible electronic state within the transition area and the

phononic energy being minimised in the dimerised phase. Now this single electron state

can be filled with one, two, or zero electrons. From counting the available bonds and states

the spin charge relation of this excitation is found to be exotic. There are positively and

negatively charged solitons, that are spinless and chargeless spinful solitons, see figure 3.5.

Mathematically, this solution is found using a variational technique and the test function

∆(x) = ∆0 tanh
(

x

ξ

)
, (3.18)

where the width of the soliton ξ is the variational parameter. The solution of equation
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Figure 3.5: Left: Schematic figure of a soliton excitation. On the left side of the polymer
the system is in phase A and the right in phase B. The single electron state can now be
filled with one, two, or zero electrons. Top left: one electron causing a charge neutral but
spinful excitation. Middle left: the electronic state is empty, thus one has a localised posi-
tive, but spinless charge. Bottom left: two electrons lead to a spinless negative excitation.
Right: The corresponding dispersion relation with the localised midgap states is shown.

(3.15) with (3.18) is text book material [93, 98]. The width is found to be ξ0 = ~vF /∆0,

and the energy of the single particle state is in the middle of the gap. The valence and

the conduction band remain the same as in the clean system without the additional state.

Although in a less symmetrical situation the two possible dimeration patterns are not

degenerate, see e.g., figure 3.2. The nonequivalence of the bonds is modelled via adding

a constant ∆ε to the dimerisation parameter ∆(x). Due to this offset in ∆(x), it is

not possible that two different ground states are on each side of the excitation, hence

single topological solitons cannot exist, in doped trans-polyacetylene or any other less

symmetric polymers. It is still worthwhile to study solitons as they will be important for

the understanding of the bipolaron excitation, see below.

The second kind of excitations we consider are polarons. In contrast to the topologi-

cal soliton solution, in the case of polarons the dimerisation pattern does not change on

the two sides of excitation. These excitations are not only possible for undoped trans-

polyacetylene but for most conjugated polymers. Following [99] a localised electron solu-

tion is found for a dimerisation pattern described by

∆(x) = ∆0 − κ0vF (t+ − t−) = ∆0 −
(κ0vF )2

ω0
s+s−, (3.19)
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Figure 3.6: a) Dimerisation potential for a polaron excitation. b) Band structure and
single particle states, here the occupation of the states leads to an electron polaron, with
spin 1/2.

where (κ0vF )2 + ω2
0 = ∆2

0, and tanh 2κ0x0 = κ0vF
∆0

, using the following abbreviations

t± = tanhκ0(x ± x0), s± = sechκ0(x ± x0).

The polaron energy is found to be ±ω0 = ∆0/
√

2, having four spinful states at two

energies. For a positively charged hole polaron, the lower state is singly occupied and for

an electron polaron the lower state is filled with two electrons, and the upper is filled with

one electron, see figure 3.6. The spin charge relation is the same as for free electrons or

holes.

Total energy calculations show that only hole and electron polarons are stable in trans-

polyacetylene. If a second electron is added to an electron polaron, a bipolaron would

be obtained, but due to electron-electron repulsion, x0 will grow infinite, to lower the

energy leaving the system with effectively two separate solitons. Thus, a bipolaron would

decay in the case where the ground state is degenerate into two separate kink solitons

described above. The situation is different if we look at a system like cis-polyacetylene

which, as most polymers, has a lower symmetry and one of the groundstates, ±∆0, has

a lower energy than the other, leaving the system with only one real ground state. In

this system the doubly charged polaron, i.e., bipolaron, can not split into two separate

solitons. The distance x0 will grow only to a point, lowering the electronic energy of the

states in the gap, but the doubly charged state stays a local and stable excitation. In most
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G G G G

FM FMPolymer
Figure 3.7: Schematic view of the two terminal device. A conducting polymer will be
contacted with arbitrarily magnetised ferromagnetic contacts. G↑(↓) describe the spin
dependent tunnelling into the polymer and G↑↓ has to be included for noncollinear mag-
netisation, to account for boundary exchange effects.

polymers only polaron excitations, with conventional spin charge relation and bipolarons,

which are spinless and doubly charged, are found. If a spin up polaron and a spin down

polaron exist in close proximity it is possible that a bipolaron forms. This happens with a

recombination rate k. The scattering rate for the opposite process, splitting up a bipolaron

into two polarons, is given as b.

3.3 Modelling the transport

We now discuss spin transport through a conducting polymer. We do not attempt a

microscopic modelling of the system on the basis of equation (3.15), but want to construct

an effective model. The device we want to study has a typical two terminal geometry. We

have two ferromagnetic contacts on each side of the polymer of length L. The left (right)

ferromagnetic contact has a magnetisation in direction of the unit vector m̂L (m̂R), see

figure 3.7. Numerical studies [76–79] have established, that from the ferromagnetic contact,

electrons only tunnel into polaron states near the interface, and hence we assume that the

bipolaron density is zero at the edges of the polymer and no tunnelling into the bipolaron

states is possible. The charge carriers in the polymer will be described via the distribution

functions f̂P (x, ε), for the polarons and fBP (x, ε), for the bipolarons. These functions

describe the distribution of polaron and bipolarons in energy. If the size of the system is

longer than the spin diffusion length these functions are also dependent on the position x

along the polymer. The polaron distribution function f̂P (x, ε) at location 0 < x < L can

be decomposed into a spin-independent scalar part f0(x, ε) and a spin-polarisation vector

f(x, ε),

f̂P (x, ε) = f0σ0 + f · σ, (3.20)



3.3. Modelling the transport 51

with the standard Pauli matrices σi in spin space, σ0 is the unit matrix, and we assume

homogeneity in the transverse direction. Note that a polaron has charge e and spin 1/2,

and bipolarons are spinless with charge 2e [23,67]. With the average density of states ρ(ε),

we introduce normalised densities,

n̂P (x) =
∫

dερ(ε)f̂P (x, ε) = n0(x) + n(x) · σ,

nBP (x) =
∫

dερ(ε)fBP (x, ε). (3.21)

These densities are defined relative to an equilibrium reference value, and reflect nonequi-

librium charge and spin accumulation in the polymer. Since our model does not include

the quasiparticle states outside the mean-field gap 2∆0, but only retains the polaron and

bipolaron states inside the gap, we choose ρ(ε) ' (2∆0)−1Θ(∆ − |ε|).

In typical organic polymers, disorder is present and implies diffusive transport for

both polarons and bipolarons. To describe the diffusion we use Fick’s second law, with

the respective diffusion constants DP and DBP . This describes the diffusive time evolution

of the normalised densities. In addition to that we add terms that describe the conversion

process between polarons and bipolarons, spin relaxation, and the precession that is caused

by a possible magnetic field, B. The equations of motion for n̂P (x, t) and nBP (x, t) are

thus

∂tn̂P = DP ∂2
xn̂P − τ−1

sf (n̂P − n0σ0) (3.22)

+ i[h · σ, n̂P ]− − SP σ0,

∂tnBP = DBP ∂2
xnBP + SP , (3.23)

where τsf is the polaron spin-relaxation time and SP models conversion processes between

polarons and bipolarons [92],

SP (x) = k
(
n2

0 − n2
)
− bnBP . (3.24)

The parameter k describes the local recombination rate for two polarons of opposite spin

forming a bipolaron, while b comes from the reverse process, where a bipolaron decomposes

into two polarons of opposite spin. The spin precession term in equation (3.22) comes

from an applied homogeneous magnetic field, where h = gµBB/~. We are interested in

the steady-state case, where ∂tn̂P = ∂tnBP = 0 in equations (3.22) and (3.23). According

to Fick’s first law, the stationary spin-dependent particle current in the polymer is then

encoded in the 2 × 2 matrix in spin space

Ĵ(x) = −DP ∂xn̂P (x) − DBP ∂xnBP (x)σ0. (3.25)
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Equation (3.22) yields a decoupled equation for the spin polarisation vector,

DP ∂2
xn(x) =


τ−1
sf −hz hy

hz τ−1
sf −hx

−hy hx τ−1
sf

 · n(x). (3.26)

Equation (3.26) is a linear second order differential equation and easily solved analytically,

see [81]. Given the solution to equation (3.26), by taking the scalar part of equation (3.22)

and combining it with equation (3.23), the bipolaron density is determined by

nBP (x) = − DP

DBP

(
O x

L
+ P + n0(x)

)
, (3.27)

with two integration constants O and P. The only nontrivial equation that needs to be

solved is given by

DP ∂2
xn0 = k(n2

0 − n2) +
bDP

DBP

(
O
L

x + P + n0

)
. (3.28)

As discussed above, we impose the boundary condition

nBP (0) = nBP (L) = 0, (3.29)

since tunnelling into the polymer involves only polaron states. With equation (3.27), this

implies boundary conditions for equation (3.28),

n0(0) = −P, n0(L) = −(P + O). (3.30)

In order to solve equation (3.26), we need six additional integration constants. Therefore

we have to specify boundary conditions reflecting spin and charge current continuity at

the contacts to the left and right ferromagnets. The ferromagnets are taken as reservoirs

with identical temperature T and chemical potentials µL/R, where the applied voltage is

eV = µL − µR. As before, we introduce (normalised) densities,

nFM
L/R =

∫
dερ(ε)nF (ε − µL/R), (3.31)

with the Fermi function nF (ε) = 1/[eε/kBT + 1]. Boundary conditions then follow by

relating the current (3.25) at x = 0 (x = L) to the injected current at the left (right)
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interface [81],

Ĵ(0) = −
∑

σ=↑,↓
Gσûσ

L(n̂P (0) − nFM
L σ0)ûσ

L −
(
G↑↓û↑

Ln̂P (0)û↓
L + h.c.

)
, (3.32)

Ĵ(L) =
∑

σ=↑,↓
Gσûσ

R(n̂P (L) − nFM
R σ0)ûσ

R +
(
G↑↓û↑

Rn̂P (L)û↓
R + h.c.

)
. (3.33)

Note that equation (3.29) implies that bipolarons do not enter this boundary condition.

The matrices ûσ
L,R = 1

2(1+σm̂L,R ·σ) project the spin direction σ =↑, ↓= +,− in the poly-

mer onto the respective ferromagnets magnetisation direction. For simplicity, we assumed

identical spin-polarised (G↑, G↓) and mixing (G↑↓) conductances for both contacts. They

must obey ReG↑↓ ≥ (G↑+G↓)/2 [81]. The 2×2 matrix equations (3.32) and (3.33) allow us

to determine the eight integration constants, and thereby yield the spin-polarised current

through the system for arbitrary θ. Moreover, this gives access to the bipolaron density

from equation (3.27) after solving equation (3.28). We stress that all eight integration

constants do not depend on the parameters k and b in equation (3.24).

The remaining task is to solve the nonlinear equation (3.28) for n0(x) under the bound-

ary condition (3.30), using the analytical solutions for n. Luckily the conversion rates k

and b are reported to be small [92] which allows us to use a perturbative iteration scheme

and rewrite equation (3.28) as

∂2
xn0(x) = κn2

0(x) + λn0(x) − µh(x), (3.34)

with

κ =
k

DP
, λ =

b

DBP
, (3.35)

µh(x) =
1

DP

(
b

DBP
(
O
L

x + P) + k|n(x)|2
)

. (3.36)

We know the vector n(x) from the solution of equation (3.26), thus h(x) is also known.

Assuming that λ, µ, κ = O(ε), with ε ¿ 1, we can now expand our ansatz perturbatively

as

n0(x) =
∞∑

n=0

εnn
(n)
0 (x) (3.37)

and solve equation (3.34) by each order of ε.

∞∑
n=0

εn∂2
xn

(n)
0 (x) = k

∞∑
n,m=0

εn+mn
(n)
0 n

(m)
0 + λ

∞∑
n=0

εn
(n)
0 − µh(n)(x). (3.38)

For the lowest order we find

∂2
xn

(0)
0 = 0. (3.39)
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Here we use the boundary conditions (3.30) with n0 ≈ n
(0)
0 . The first order equation then

reads

∂2
xn

(1)
0 (x) = κn

(0)
0

2
(x) + λn

(0)
0 (x) − µh(0)(x), (3.40)

where we again use the boundary conditions (3.30) only this time with n0 ≈ n
(0)
0 + n

(1)
0 .

From equations (3.25) and (3.27), we can immediately see that charge current Jc =

DPO/L is conserved exactly,

Ĵ(x) = Jcσ0 + Js(x) · σ, (3.41)

and the spin current, Js(x) = −DP ∂xn(x), follows from the solution of equation (3.26).

Remarkably, both Jc and Js(x) are independent of the polaron-bipolaron transition rates k

and b in equation (3.24), and the spin-dependent current alone cannot detect the presence

of bipolarons in the polymer. Nevertheless, as we show below, the bipolaron density

nBP (x), which is induced by the nonequilibrium spin accumulation in the polymer, is

sensitive magnetisation angle. As a useful measure, we will employ the integrated density,

N(θ) =
∫ L

0
dx nBP (x; θ). (3.42)

The θ-dependence of the bipolaron density is then encoded in the dimensionless quantity

R(θ) =
N(0) − N(θ)
N(0) − N(π)

. (3.43)

By definition, this quantity interpolates between R(0) = 0 and R(π) = 1 as θ is varied

from the parallel to the antiparallel configuration.

3.4 Solutions for our model

We computed the polaron and bipolaron density first for the collinear case which allows

for a simple analytical solution. In the second step we computed the densities for arbitrary

magnetisation of the ferromagnetic leads.

3.4.1 Collinear case: a readily solvable limit

We first discuss a simple yet important limit, where a direct analytical solution can be

obtained. This limit is defined by collinear magnetisations, m̂R = pm̂L with p = ±
(parallel or antiparallel configuration, θ+ = 0, or θ− = π) and m̂L = êz. Moreover, we

consider the length of the polymer as short compared to the spin coherence length, L ¿√
DP τsf , and put h = 0 (no magnetic field). In that case, equation (3.26) has the general

solution n(x) = −(Fx/L +G), with constant vectors F and G. For m̂L = êz = ±m̂R, the
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Figure 3.8: Bipolaron density nBP (x, θ) in equation (3.47) for collinear magnetisations,
i.e., θ = 0 (solid curve) and θ = π (dashed curve). We use a representative parameter
set for hole transport. In units where GP = DP /L = 1, the parameters are DBP =
2L/3, G↑ = 104, G↓ = 10−2, k = DP /10, b = DBP /10, 2∆0 = 3.5, µ̄ = −2, T = 0, and
eV = 1, see text. The inset shows ∆nBP = [n(+)

BP (x) − n
(−)
BP (x)]/n

(−)
BP (L/2) for the same

curves.

boundary conditions (3.32) and (3.33) imply that the x and y components of both vectors

vanish, and the spin current is conserved,

n(x) = −êz

(
F
L

x + G
)

, Js =
DPF

L
êz. (3.44)

The four remaining integration constants (O,P,F ,G) readily follow by solving the bound-

ary conditions (3.32) and (3.33) [81]. For the parallel (p = +) configuration, they are

O+ = 2(P+ + µ̄) =
G↑G↓ + 2(G↑ + G↓)GP

(G↑ + 2GP )(G↓ + 2GP )
eV,

F+ = −2G+ =
(G↑ − G↓)GP

(G↑ + 2GP )(G↓ + 2GP )
eV, (3.45)

while for the antiparallel (p = −) case, we find F− = 0 and

O− = −2(P− + µ̄) =
G↑G↓

G↑G↓ + 2GP (G↑ + G↓)
eV,

G− = − (G↑ − G↓)GP

G↑G↓ + 2GP (G↑ + G↓)
eV

2
, (3.46)



56 Chapter 3. Spin-dependent transport in conducting polymers

where µ̄ = (µL + µR)/2 is the mean chemical potential and GP ≡ DP /L. The charge

current for the respective configuration is then Jc = GPO±, while the spin current is

Js = GPF±êz.

The last step is to solve (for given p = ±) the nonlinear equation (3.28) for n0(x)

under the boundary condition (3.30), using equations (3.44), (3.45) and (3.46). Using the

perturbative scheme introduced above, which needs to be solved under Dirichlet boundary

conditions at x = 0 and x = L, we find a solution for n0(x). Via (3.27) we find the

bipolaron density for the parallel and antiparallel configuration in closed form,

n
(p=±)
BP (x) = − k

DBP

(
C±x + (P2

± − G2
±)

x2

2
+

P±O± −F±G±
L

x3

3
+

O2
± −F2

±
L2

x4

12

)
,

(3.47)

where the integration constant C± follows from the condition nBP (L) = 0. The integrated

bipolaron density N(θ) is then given for θ+ = 0 and θ− = π by

N± =
kL3

12DBP

(
P2
± − G2

± + P±O± −F±G± +
3
10

(O2
± −F2

±)

)
. (3.48)

Note that N+ 6= N− follows immediately from equations (3.45) and (3.46), indicating

that the bipolaron density indeed is sensitive to the spin accumulation in the polymer.

The bipolaron density (3.47) is shown in figure 3.8, taking parameters for sexithienyl as

organic spacer [91]. Where for units defined via GP = DP /L = 1, the parameters are

DBP = 2L/3, G↑ = 104, G↓ = 10−2, k = DP /10, b = DBP /10, 2∆0 = 3.5, µ̄ = −2,

T = 0, and eV = 1. A difference between the parallel and the antiparallel configuration is

clearly observed. In figure 3.9 we show the scattering rates for bipolaron creation, which is

proportional to n↑n↓, for each magnetisation. On the left side of the polymer there is more

scattering for the parallel case, but at x0/L ' 0.57 there are more scattering processes in

the anti-parallel configuration. At x0 the difference between the bipolaron densities for two

configurations, ∆nBP , has its turning point. Overall we find the bipolaron density to be

larger in the parallel case. Although the current is not sensitive to the polaron-bipolaron

transition rates k and b, the bipolaron density is influenced by the nonequilibrium spin

accumulation in the polymer.

3.4.2 Noncollinear magnetisation

In the general case of arbitrary angle θ between m̂L and m̂R, the problem is solved in

an analogous manner but the equations become less transparent. The main difference is

that now the mixing conductance G↑↓ has to be taken into account. However, as reported

previously [91], we find that the results are practically independent of the precise choice
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Figure 3.9: The scattering rate for bipolaron creation is proportional to n↑n↓(x, θ). This
rate is shown for θ = 0 (dashed curve) and θ = π (dot dashed curve). The solid curve
shows the change in bipolaron density for the respective magnetisations ∆nBP = [n(+)

BP (x)−
n

(−)
BP (x)]/n

(−)
BP (L/2) (scaled with factor 5 for clarity). It is clearly seen that in the parallel

case there is a bigger scattering rate at first, and hence more bipolarons. The two rates
cross at x/L = 0.57 which is exactly the point of inflection in the bipolaron density
difference, see vertical line. We used the same parameter set as in figure 3.8
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Figure 3.10: Spin accumulation sensitivity R(θ), see equation (3.43), of the bipolaron
density as a function of the magnetisation tilt angle. Parameters are as in figure 3.8,
additionally we set ReG↑↓ = ImG↑↓ = 5.1 × 103.

for G↑↓. We find a smooth crossover between the limiting values for θ = 0 and θ = π,

see equation (3.47), illustrated for the integrated bipolaron density (3.42) in figure 3.10.

We further find that even in the general case the spin current is not sensitive to polaron-

bipolaron scattering rates k and b.

3.5 Discussion

In this chapter, we have discussed spin transport in doped organic polymers, employing

a diffusive description of polaron and bipolaron transport. Under a two-terminal setup,

where the polymer is sandwiched by (generally noncollinear) ferromagnetic electrodes,

see figure 3.7, the problem can be solved analytically by exploiting the smallness of the

polaron-bipolaron transition rates k and b. While the spin-dependent current through the

device turns out to be independent of k and b, the nonequilibrium bipolaron density is a

sensitive probe of spin accumulation. The possibility to measure this density in optical-

absorption experiments [100–102], e.g., by adapting charge-modulation techniques [103]

to the two-terminal transport geometry considered here, may offer a novel way to probe

spin accumulation in organic polymers.

Our work generalises previous studies where bipolarons were neglected [91] or only

a single ferromagnet-polymer interface was considered [92]. We also treat the nonequi-

librium situation due to an applied voltage self-consistently instead of postulating the

existence of a uniform electric field [92]. We mention in passing that a recent Monte Carlo
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simulation of bipolaron effects on the magnetoresistance [104] did also not consider mag-

netic contacts, but instead described the effect of low homogeneous magnetic field on the

bipolaron formation rate. Another recent theoretical study [105] on magnetoresistance in

polymers with polaron and bipolaron carriers used a diffusive approach and magnetic con-

tacts (ferromagnet-polymer-ferromagnet configuration). In contrast to our work, however,

Ref. [105] does not take into account conversion processes between polaron and bipolaron

states, but simply assumes a constant density of bipolarons and includes this into the

transport calculations. Surprisingly, a dependence of the magnetoresistance on the ratio

of bipolarons and polarons is reported [105], whereas we find the spin-polarised current

to be independent of the bipolaron formation rate. Our finding can be traced back to the

well-established [78, 79] suppression of tunnelling into bipolaron states near the interface

with a ferromagnetic electrode. This feature is ignored when simply assuming a constant

bipolaron density.
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Chapter 4

Optical conductivity in Graphene:

Effects of spin-orbit coupling

4.1 Introduction

Graphene is a single sheet of carbon atoms forming a two-dimensional honeycomb lattice,

see figure 1.5 and 4.1. It is the basic building block for other carbon based materials,

like the football shaped fullerenes, and rolled up carbon nanotubes, and simply stacked

graphene sheets making up graphite. Pure two dimensional lattices were thought to be

unstable and curl up [25], but disproving this graphene has recently become available for

experimental scrutiny. Its exotic physical properties have spurred a lot of interest [6, 7].

Known theoretically since the late 1940s [106,107], graphene is a promising candidate for

nano-sized applications due to its exceptional electronic properties [108].

The electronic band structure of graphene is that of a semimetal with the valence

and the conduction band touching each other at the K points. The conical shape of

conduction and valence bands near the K points in the Brillouin zone renders graphene

an interesting type of quasi-relativistic condensed-matter system [109, 110] where mass-

less Dirac-fermion-like quasiparticles are present at low energy. In contrast to the truly

relativistic case, the spin degree of freedom in the Dirac equation here corresponds to a

pseudo-spin that distinguishes degenerate states on two sublattices formed by two non-

equivalent atom sites present in the unit cell of the hexagonal lattice.

The pseudo-spin degeneracy (the states on both lattice sites are energetically equiva-

lent) can be broken by spin-orbit interaction, which mixes pseudospin degree of freedom

with the real spin. This of course opens the opportunity to make use of this spin-orbit

coupling for spintronic devices and consequently there has been huge interest in spin-orbit

interaction in graphene, resulting in a large body of theoretical [111–121] and experimen-

tal [122–124] work. It is agreed that there are two main causes for the spin-orbit interaction
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Figure 4.1: a) Carbon atoms form a hexagonal lattice. ~δi define the distance between next
neighbours and ~aj define the unit cell. There are two inequivalent lattice sites per unit
cell, denoted A and B. b) Reciprocal lattice with the reciprocal lattice vectors ~b1,2 and
the symmetry points Γ, M , K, and K ′. The Fermi point are K and K ′.

in graphene. Firstly, external electric fields (e.g., due to the presence of a substrate or a

back-gate) and local curvature fields (ripples), induce a spin-orbit coupling [115] whose

coupling strength we denote by ∆R. We refer to this contribution as the Rashba spin-

orbit interaction in the following. Secondly, there is an intrinsic spin-orbit interaction

with strength ∆I , which is caused by the atomic Coulomb potentials.

In this chapter, we present a theoretical analysis of graphene’s optical conductivity

σ(ω), extending previous studies [125–131] to the situation with finite spin-orbit interac-

tion. Spin-orbit interaction effects on the DC conductivity were investigated in a recent

theoretical study for a bipolar graphene pn junction [132], and the effect of intrinsic spin-

orbit interaction on the polarisation-dependent optical absorption of graphene was consid-

ered in [133]. Our study presents the analogous scenario for the richer case of the optical

conductivity when both intrinsic and extrinsic types of spin-orbit interaction are present.

Since ∆R can be tuned by external fields, we will analyse various situations distinguished

by the relative strengths of ∆R and ∆I .

Our findings suggest that optical-conductivity measurements can be useful to identify

and separate different spin-orbit interaction sources. We work on the simplest theory level

(linear response theory, no interactions, no disorder) and disregard boundary effects for

the moment. The structure of the remainder of this chapter is as follows. In section 4.2 we

present the theory of graphene first for flat graphene, and then summarise the derivation

of the spin-orbit coupling terms. In section 4.3, we summarise basics of our calculation
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of the optical conductivity based on the Kubo formalism. In section 4.4, we show results

for different relative magnitudes of spin-orbit interaction strengths at finite temperature

T and chemical potential µ. Finally, in section 4.5, we summarise our results and discuss

their applicability to actual experiments.

4.2 Theoretical description of graphene

In this section we present the theory of graphene. Starting from a tight-binding model we

summarise the derivation of the effective low energy Hamiltonian including the spin-orbit

coupling terms.

4.2.1 Clean flat Graphene

We first outline the derivation of the dispersion relation of flat graphene without spin-

orbit coupling, following [108]. We use a nearest neighbour tight-binding model for the

derivation of the bandstructure. In graphene the carbon atoms form a two dimensional

honeycomb lattice. The honeycomb lattice is a triangular lattice with two atoms per unit

cell, see figure 4.1 a), defined by the two unit vectors

~a1 =
a

2
(3,

√
3), ~a2 =

a

2
(3,−

√
3) (4.1)

where a ' 1.42 Å is the interatomic distance between the carbon atoms, and the three

nearest neighbour vectors are

~δ1 =
a

2
(1,

√
3), ~δ2 =

a

2
(1,−

√
3), ~δ3 =

a

2
(1,

√
3). (4.2)

The corner points of the Brillouin zone K and K ′ are especially important for the physics

of graphene and are given by

~K =
2π

3a

(
1,

1√
3

)
, ~K ′ =

2π

3a

(
1,− 1√

3

)
. (4.3)

There are four electrons in each carbon atom. Three σ electrons are responsible for the

bonding of the lattice and the remaining out of plane π states hybridise and electrons can

hop from atom to atom. The tight-binding Hamiltonian for the π electrons in the nearest

neighbours approximation reads

H0 = −t~
∑
~n,~δi

a†~nb
~n+~δi

+ a~nb†
~n+~δi

, (4.4)
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where a
(†)
~n and b

(†)
~n are creation and destruction operators in the respective sublattice. A

straightforward calculation [106] yields the energy bands as

E±(~k) = ±t~

√√√√3 + 2 cos
(√

3kya
)

+ 4 cos

(√
3

2
kya

)(
3
2
kxa

)
, (4.5)

where the plus sign applies for the upper π∗ band (conduction band) and the minus sign

for the lower π band (valence band). The Fermi energy for undoped graphene is at zero.

The valence and conduction bands touch each other at the Fermi points K and K ′, see

figure 4.2. Thus clean single layer graphene is a semimetal. In our computation we only

consider low energies and it is justified to linearise the dispersion relation around the two

Fermi points. Introducing ~k = ~K(′) + ~q, the linearised dispersion reads

ε±(~q) = ±vF ~|~q|, (4.6)

where the Fermi velocity is defined as vF = 3ta/2. With ~q → ~k the Hamiltonian in

momentum space can be cast as

H0(~k) = ~vf (kxσx + kyτzσy), (4.7)

where the Pauli matrices σx,y act in sublattice space, which is referred to as pseudo-spin

space. The eigenvectors of σz correspond to quasiparticle states that are localised on sites

of the sublattices A and B. The Pauli matrices τx,y,z act in the valley space spanned by

the states near the K(′) points. The kinetic Hamiltonian is diagonal in spin space, which

for later reference will be described by the set of Pauli matrices sx,y,z. The Hamiltonian

is represented by an 8 × 8 matrix in the basis

(A ↑ K,B ↑ K,A ↓ K,B ↓ K,A ↑ K ′, B ↑ K ′, A ↓ K ′, B ↓ K ′). (4.8)

The Hamiltonian (4.7) resembles the massless relativistic Dirac Hamiltonian, in which

the pseudospin plays the role of the real spin in the relativistic theory. Therefore the

quasiparticles in graphene behave like massless relativistic particles with velocity vF .

4.2.2 Including spin-orbit coupling

In this section we introduce spin-orbit coupling into our system. There are mainly three

ways to find an effective Hamiltonian that includes spin-orbit coupling. The authors

of [114, 120] derive the spin-orbit coupling terms from symmetry arguments in graphene.

Secondly the authors of [134–136] used density functional calculation to estimate the

strength of the spin-orbit coupling, whereas the authors of [115,116] derive the same spin-
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a)
b)

Figure 4.2: a) Tight-binding approximation of the bandstructure of graphene. One can
clearly see the linear cones at the K and K ′ points, where the hole states (dark blue) and
electron states (lighter blue) spectra touch each other. b) Top view of the bandstructure
with symmetry points.

orbit coupling terms from a tight-binding approach. This approach includes not only the

π electrons as above, but also considers hopping between the s and px,y,z states of the

carbon atoms. This results in a mixing of the σ and π band due to either an applied

electric field or curvature. One also introduces a term describing the intrinsic atomic

spin-orbit interaction. Here we briefly summarise the latter approach.

Min et al. [116] use a two centre Slater Koster [137] approximation for nearest neighbour

hopping. They introduce the onsite energies ts and tp for the s and p orbital respectively,

and hopping constants between all the orbitals tµ,µ′ , where µ(′) = s, px,y,z. To account for

the inner atomic spin-orbit coupling they include a local atomic term

Hat =
∑
n,l

Pnlξl
~Ln

~Sn, (4.9)

where n is the site index, Pnl is the projection operator onto angular momentum l on site

n respectively, ξn is the atomic spin-orbit coupling constant for angular momentum l, and
~Sn and ~Ln are the spin and the angular momentum operators on site n. It is easy to

see that the spin-orbit coupling does not appear for the s electrons in lowerst order. An

applied gate voltage and the effective perpendicular electric field E resulting from that,

lifts the inversion symmetry of graphene. This can be modelled by adding a local atomic
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Stark effect term

HE = eE
∑

n

zi. (4.10)

Note that also curvature of the graphene sheet lifts the inversion symmetry. The effective

spin-orbit Hamiltonian for the π bands is now derived in a second order perturbation

approach, using the hopping Hamiltonian as the unperturbed Hamiltonian and ∆H =

Hat + HE as the perturbation. The effective Hamiltonian found this way given in basis

(4.8) then reads

Hat + HE ' HSO = HI + HR, (4.11)

where the single terms read

HI = ∆I σzτzsz − ∆I , (4.12)

which describes the effect of inner atomic intrinsic, spin-orbit coupling. The electric field

(Rashba) term in the effective Hamiltonian reads

HR =
∆R

2
(σxτzsy − σysx), (4.13)

where the effect of curvature is found to add onto the electric field induced term as ∆R =

∆E + ∆curv [115]. The estimates for the constants ∆I and ∆R vary in the different

approaches and experiments and spur an ongoing discussion which we aim to contribute

to via finding measurable and distinguishable effects of the two couplings, i.e., in the low

energy optical conductivity.

4.3 Optical conductivity

We compute the optical conductivity using the standard Kubo formula [138],

σab =

0∫
−∞

dt ei(ω−i0+)tKab(t), (4.14)

where a, b = x, y and the kernel reads

Kab =
ie

~
Tr

[
e−

i
~ H(~k)tjae

i
~ H(~k)t [rb, ρ0]

]
. (4.15)

Here ρ0 is the equilibrium density matrix and the current operators are

ja =
ie

~

[
H(~k), ra

]
=

e

~
∂H(~k)
∂ka

. (4.16)
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Following [125], we use the single-particle eigenstates |n〉 and eigenenergies εn. The con-

ductivity then reads

σab(ω) =
e2

i

∑
n,n′

〈n |[H, ra]|n′〉 〈n′ |[H, rb]|n〉
(εn′ − εn)(εn′ − εn + ~ω − i0+)

× [f(εn) − f(εn′)] , (4.17)

where f(ε) is the Fermi-Dirac distribution

f(ε) =
1

eβ(ε−µ)+1
, (4.18)

containing the chemical potential µ and the inverse temperature β = 1/kBT .

In the absence of a magnetic field, the off-diagonal entries vanish, σxy = 0, while

symmetry arguments show that σxx = σyy ≡ σ(ω).

4.3.1 Graphene without spin-orbit coupling

First, we illustrate this formula by computing the optical conductivity of a clean system

without spin-orbit coupling described by the spin degenerate Hamiltonian at one K point

H0(~k) =

(
0 kx − iky

kx + iky 0

)
, (4.19)

where we chose the basis to be (A,B). The Hamiltonian at the K ′ point is obtained via a

unitary transformation and thus holds the same physics. Therefore the degeneracy factor

is gv = 4. The energy reads εν(~k) = ±vF ~|~k| with the eigenstates

|n〉 = |~k〉 ⊗ |ν〉~k, (4.20)

composed of a plane wave state
∣∣∣~k〉

∼ ei~k·~x, and a ~k-dependent pseudospinor |ν〉~k, which

reads

|ν〉~k =
1√
2

−ν

√
k2

x + k2
y

(kx + iky)
, 1

 , (4.21)

where ν = ±1. The components of the current read

jx = ev

(
0 1

1 0

)
, and jy = ev

(
0 −i

i 0

)
. (4.22)
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At finite ω in the clean system, only the inter-band contribution to the conductivity is

relevant. Using the well known identity

lim
0+→0

1
ω − i0+

= P
[

1
ω

]
+ iπδ(ω), (4.23)

in equation (4.17), where P[1/ω] denotes the Cauchy principal value of 1/ω, the real part

of the conductivity is given by

Re σ(ω) = πe2

∫
d2~k

(2π)2
∑′

|wa
ν,ν′(~k)|2

f(ε~k,ν
) − f(ε~k,ν′)

ε~k,ν′ − ε~k,ν

(4.24)

×
[
δ(ε~k,ν

− ε~k,ν′ + ~ω) + δ(ε~kν′ − ε~kν
+ ~ω)

]
,

where

wa
ν,ν′(~k) = ~k

〈ν| ja

∣∣ν ′〉
~k

,

are the current operator matrix elements in the eigenbasis, and
∑′ =

∑
ν 6=ν′ . We also

used

wa
ν,ν′(~k) =

[
wa

ν′,ν(~k)
]†

,

since the current operator is Hermitian. In what follows, we restrict ourselves to the

real part of σ(ω) and omit the “Re” sign. After integrating and summing up all the

degeneracies we obtain

σ(ω) =
e2

4~

(
f

(
−~ω

2

)
− f

(
~ω

2

))
. (4.25)

The result is shown in figure 4.3.

4.3.2 Graphene with spin-orbit coupling

We now compute the optical conductivity of graphene including the intrinsic and the

Rashba spin-orbit coupling. The Hamiltonian for the low-energy continuum description

of graphene [108,114–116,120] reads,

H(~k) = H0(~k) + HR + HI , (4.26)

as shown above in (4.7), (4.13) and (4.12). The full Hamiltonian matrix turns out to

be block-diagonal in the valley degree of freedom, and each block can be transformed

into the other via a unitary transformation. The spin degeneracy is now broken due

to the additional terms HR + HI . The bulk spectrum (ignoring subtleties related to the

topological insulator phase encountered for 2∆I > ∆R [114] for now) can then be obtained
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Figure 4.3: Optical conductivity for a flat sheet of graphene without spin-orbit coupling,
where σ0 = 2e2/h. For ω → ∞ the optical conductivity reaches the universal value
e2/(4~).

from a 4 × 4 Hamiltonian matrix in the basis

(A ↑, B ↑, A ↓, B ↓) (4.27)

at one K point

H(~k) =


0 kx − iky 0 0

kx + iky −2∆I −i∆R 0

0 i∆R −2∆I kx − iky

0 0 kx + iky 0

 . (4.28)

The valley degree of freedom then merely manifests itself as a degeneracy factor gv = 2.

The energy spectrum is obtained as

ε~k,νν′ =
1
2

(
ν ′∆R + ν

√
4(~vF )2 | ~k | +(∆R − 2ν ′∆I)2 − 2∆I

)
, (4.29)

where the combined indices ν, ν ′ = ±1 label the four bands. The corresponding eigenstates

|n〉 = |~k〉 ⊗ |νν ′〉~k, (4.30)
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are composed of a plane wave state
∣∣∣~k〉

∼ ei~k·~x, and a ~k-dependent 4-spinor |νν ′〉~k, which

reads in basis (4.27)

∣∣νν ′〉
~k

=
1

Nνν′

−ν ′ ikx + ky

kx + iky
,−i

∆−ν′ + νν ′
√

4|~k|2 + ∆2
−ν′

2(kx + iky)
,−

∆−ν′ − ν
√

4|~k|2 + ∆2
−ν′

2(kx + iky)
, 1

T

,

(4.31)

where we used the definition ∆± = ∆R ± 2∆I , and Nνν′ normalises the spinor to unity.

In the basis (4.27) the components of the current read

jx = ev


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

 , and jy = ev


0 −i 0 0

i 0 0 0

0 0 0 −i

0 0 i 0

 . (4.32)

As in the last section we only consider the inter-band contribution to the conductivity.

Again using (4.23) in equation (4.17) the real part of the conductivity is given by

σ(ω) = πe2

∫
d2~k

(2π)2
∑′

|wa
κν,κ′ν′(~k)|2 ×

f(ε~k,κν
) − f(ε~k,κ′ν′)

ε~k,κ′ν′ − ε~k,κν

(4.33)

×
[
δ(ε~k,κν

− ε~k,κ′ν′ + ~ω) + δ(ε~kκ′ν′ − ε~kκν
+ ~ω)

]
,

where

wa
κν,κ′ν′(~k) = ~k

〈κν| ja

∣∣κ′ν ′〉
~k

,

are the current operator matrix elements in the eigenbasis, and
∑′ =

∑
(κν)6=(ν′κ′). We

restrict ourselves to the real part of σ(ω), having omitted the “Re” sign. The result

obtained for ω > 0 can be expressed very generally as

σ(ω)
σ0

=
6∑

n=1

Fn(ω, ∆R, ∆I , β, µ), (4.34)
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where σ0 = 2e2/h, and with the Heaviside function Θ, the quantities Fn are given by

F1 = F̃1 Θ(~ω − |∆R − 2∆I |),

F2 = F̃2

[
Θ(∆R − 2∆I)Θ(~ω − ∆R)Θ(2∆I + ∆R − ~ω)

+Θ(2∆I − ∆R)Θ(~ω − ∆R)Θ(2∆R − ~ω)
]
,

F3 = F̃3

[
Θ(∆R − 2∆I) + Θ(2∆I − ∆R)Θ(~ω − 2∆I + ∆R)

]
,

F4 = F̃4

[
Θ(∆R − 2∆I)Θ(~ω − 2∆R) + Θ(2∆I − ∆R)Θ(~ω − 2∆I − ∆R)

]
,

F5 = F̃5

[
Θ(∆R − 2∆I)Θ(~ω − ∆R + 2∆I)Θ(∆R − ~ω) + Θ(2∆I − ∆R)Θ(∆R − ~ω)

]
,

F6 = F̃6 Θ(~ω − 2∆I − ∆R). (4.35)

In figure 4.4, we show the regions in ∆R-∆I -plane where the different F̃n contribute. To

express the six functions F̃n(ω, ∆R, ∆I , β, µ), with n = 1, . . . , 6, entering equation (4.35)

we use the following abbreviations:

ε1(y) =
1
2

(
∆R −

√
(∆R − 2∆I)2 + 4y2 − 2∆I

)
,

ε2(y) =
1
2

(
∆R +

√
(∆R − 2∆I)2 + 4y2 − 2∆I

)
,

ε3(y) =
1
2

(
−∆R −

√
(∆R + 2∆I)2 + 4y2 − 2∆I

)
,

ε4(y) =
1
2

(
−∆R +

√
(∆R + 2∆I)2 + 4y2 − 2∆I

)
.

Furthermore, we define the quantities (setting ~ = 1 for simplicity)

y1 =
1
2

√
−4∆2

I + 4∆I∆R − ∆2
R + ω2,

y2 =

√
ω
√

8∆2
I∆R − 2∆3

R − 4∆2
Iω + 5∆2

Rω − 4∆Rω2 + ω3√
4∆2

R − 8∆Rω + 4ω2
,

y3 =

√
−8∆2

I∆Rω + 2∆3
Rω − 4∆2

Iω
2 + 5∆2

Rω2 + 4∆Rω3 + ω4

2
√

∆2
R + 2∆Rω + ω2

,

y4 =

√
ω
√

8∆2
I∆R − 2∆3

R − 4∆2
Iω + 5∆2

Rω − 4∆Rω2 + ω3√
4∆2

R − 8∆Rω + 4ω2
,
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y5 =

√
ω
√

8∆2
I∆R − 2∆3

R − 4∆2
Iω + 5∆2

Rω − 4∆Rω2 + ω3√
4∆2

R − 8∆Rω + 4ω2
,

y6 =
1
2

√
−4∆2

I − 4∆I∆R − ∆2
R + ω2.

With these conventions, the functions F̃n(ω, ∆R, ∆I , β, µ) can be expressed as follows:

F̃1 = [f(ε1(y1)) − f(ε2(y1))]
y1∆2

−

16
(
4y2

1 + ∆2
−
)3/2

∣∣∣∣∣∣
√

4y2
1 + ∆2

−

y1

∣∣∣∣∣∣ ,

F̃2 = [f(ε1(y2)) − f(ε3(y2))]

∣∣∣∣∣∣ 4y2√
4y2

2 + ∆2
−

− 4y2√
4y2

2 + ∆2
+

∣∣∣∣∣∣
−1

×

y3
2

(
−2∆R +

√
4y2

2 + ∆2
− −

√
4y2

2 + ∆2
+

)
(
4y2

2 + ∆−

(
∆− −

√
4y2

2 + ∆2
−

))(
4y2

2 + ∆+

(
∆+ +

√
4y2

2 + ∆2
+

)) ,

F̃3 = [f(ε1(y3)) − f(ε4(y3))] ×

y2
3

√
4y2

3 + ∆2
−

√
4y2

3 + ∆2
+

(
−2∆R +

√
4y2

3 + ∆2
− +

√
4y2

3 + ∆2
+

)
4

(√
4y2

3 + ∆2
− +

√
4y2

3 + ∆2
+

) ∏
i=±

(
4y2

3 + ∆i

(
∆i −

√
4y2

3 + ∆2
i

)) ,

F̃4 = [f(ε2(y4)) − f(ε3(y4))] ×

y2
4

√
4y2

4 + ∆2
−

√
4y2

4 + ∆2
+

(
2∆R +

√
4y2

4 + ∆2
− +

√
4y2

4 + ∆2
+

)
4

(√
4y2

4 + ∆2
− +

√
4y2

4 + ∆2
+

) ∏
i=±

(
4y2

4 + ∆i

(
∆i +

√
4y2

4 + ∆2
i

)) ,

F̃5 = [f(ε2(y5)) − f(ε4(y5))]

∣∣∣∣∣∣ 4y5√
4y2

5 + ∆2
−

− 4y5√
4y2

5 + ∆2
+

∣∣∣∣∣∣
−1

×

y3
5

(
2∆R +

√
4y2

5 + ∆2
− −

√
4y2

5 + ∆2
+

)
(
4y2

5 + ∆−

(
∆− +

√
4y2

5 + ∆2
−

))(
4y2

5 + ∆+

(
∆+ −

√
4y2

5 + ∆2
+

)) ,
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F̃1 F̃2 F̃3 F̃4 F̃5 F̃6

1-3, 5-7, 10, 11 6-8 1-3, 5-7, 9-11 1, 2 10-12 1, 2, 5

Table 4.1: List of F̃n functions and the regions in which they contribute, as illustrated in
figure 4.4.
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Figure 4.4: Regions in the ∆R-∆I -plane where the different F̃n contribute, cf. Table 4.1.
There is no contribution to σ(ω) from region 4.

F̃6 = [f(ε3(y6)) − f(ε4(y6))]
y6∆2

+

16
(
4y2

6 + ∆2
+

)3/2

∣∣∣∣∣∣
√

4y2
6 + ∆2

+

y6

∣∣∣∣∣∣ .

4.4 Results

We now discuss the main physical observations arising from equation (4.35). The be-

haviour of the conductivity is qualitatively different in the two regimes ∆R > 2∆I and

∆R < 2∆I . It is well-known that the latter regime corresponds to a topological insulator

phase while the former yields a conventional band insulator, with a quantum phase transi-

tion in between. For the topological insulator phase [114,139–141], spin-polarised gapless

edge states forming a helical liquid will dominate the optical conductivity when both kBT
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Figure 4.5: Optical conductivity at T = 1 K for graphene at the charge-neutrality point
(µ = −∆I) with ∆R = 0 but finite ∆I = 100 µeV. The spectral gap 2∆I implies σ(ω) = 0
for ω < 2∆I when considering only bulk states. Inset: Low-energy part of the bandstruc-
ture.

and ~ω are smaller than the gap energy. In that regime, the conductivity is expected [114]

to exhibit power-law behaviour analogous to that found for ordinary one-dimensional elec-

tron systems [142,143]. In what follows, we consider the frequency and temperature range

such that the optical conductivity is still mostly determined by the bulk states.

The kink structure represented by the Heaviside and δ-functions depends on the relative

strength of the two spin-orbit coupling terms, and this pronounced feature should allow for

a clear identification of these couplings. For ∆I = 0, we find an expression analogous to

the conductivity of bilayer graphene [144], where the McClure interlayer hopping constant

is replaced by ∆R. We give the analytical expression for completeness, using ~vF k = ε:

σ

σ0
=

π

2
δ (~ω − ∆R)

∫ ∞

0
dε

ε∆R

4ε2 + ∆2
R

×
[
g

(
1
2

(
∆R +

√
4ε2 + ∆2

R

))
+ g

(
1
2

(
∆R −

√
4ε2 + ∆2

R

))]
(4.36)

+
π

8
g

(
~ω

2

)[
~ω + 2∆R

~ω + ∆R
+

~ω − 2∆R

~ω − ∆R
Θ(~ω − 2∆R)

]
+

π

8
∆2

R

(~ω)2

[
g

(
~ω + ∆R

2

)
+ g

(
~ω − ∆R

2

)]
Θ(~ω − ∆R),
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Figure 4.6: Same quantity plotted and parameters used as in figure 4.5, except that ∆I = 0
and ∆R = 100 µeV and µ = 0. Kinks arise when new transitions between different bands
become possible at certain critical values of ω (see inset).

where we define the function

g(ε) =
sinh(εβ)

cosh(µβ) + cosh(εβ)
. (4.37)

For ∆R = ∆I = 0, we recover the optical conductivity of clean graphene (4.25) with a

spin-degenerate linear dispersion [126,127]. For large frequencies, ω, the conductivity ap-

proaches the well-known universal value e2/4~. We find that the high-frequency behaviour

is independent of the spin-orbit coupling, and for all investigated cases we find the same

asymptotic behaviour.

The optical conductivity for various parameter regimes in the ∆R −∆I plane is shown

next in a series of figures. In particular, in figure 4.5 we set ∆R = 0, in figure 4.6 we

have ∆I = 0, in figure 4.7 both couplings are finite but in the regime ∆R > 2∆I , and in

figure 4.8 we are at the special point ∆R = 2∆I . Furthermore, figure 4.9 shows the regime

∆I > 2∆R. To be specific, all these figures are for T = 1 K (where kBT ' 100µeV and

kBT/h ≈ 24 GHz). Finally, figure 4.10 displays the effects of thermal smearing.

For ∆R = 0 but finite ∆I , we find a gapped but still doubly (spin-)degenerate disper-

sion. The gap leads to vanishing conductivity for ~ω < ∆I , see figure 4.5. Although the

chosen value is probably unphysically large, similar figures are obtained for smaller ∆I .

For ∆I = 0 but finite ∆R, on the other hand, the band structure mimics that of bilayer

graphene but with a gap smaller by up to 4 orders of magnitude [111, 144]. The optical

conductivity for this case is shown in figure 4.6 and has the same functional form as the
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Figure 4.7: Same quantity plotted and parameters used as in figure 4.5, except that
∆R = 100 µeV and ∆I = 0.2∆R, thus realizing the case 2∆I < ∆R. We set µ = 0 to
maintain charge neutrality. More kinks appear as the bands are less symmetric than for
the cases shown in figures 4.5 and 4.6.

conductivity for bilayer graphene [129]. In particular, it has a δ-peak at ~ω = ∆R and a

kink at ~ω = 2∆R. The gap opened by the intrinsic spin-orbit coupling, see figure 4.5, is

closed by the Rashba spin-orbit coupling, see insets of figures 4.7 to 4.9.

For 2∆I < ∆R, we observe a splitting and widening of the δ-peak at ∆R, while the

kink at 2∆R stays at the same position. In addition, we observe kinks at ∆R ± 2∆I , see

figure 4.7.

At the quantum phase transition point 2∆I = ∆R, the dispersion exhibits a crossing

of two massless branches with a massive branch, see inset of figure 4.8. As a consequence,

certain sharp features exhibited by the optical conductivity in other cases disappear .

For 2∆I > ∆R, see figure 4.9, the conductivity shows kinks at ~ω = ∆R, at ~ω = 2∆R,

and at 2∆I ± ∆R.

We have chosen to show a very wide range of spin-orbit coupling parameters ∆R and

∆I in these figures. Previous estimates for these parameters [114–116, 134–136] range

from 0.5 µeV to 100 µeV for ∆I , and 0.04 µeV to 23 µeV for ∆R. The Rashba coupling is

expected to be linear in the electric back-gate field, with proportionality constant 10 µeV

m/V [136], allowing for an experimental lever to sweep through a wide parameter range.

On the experimental side, the picture is currently mixed. One recent experimental study

finds ∆R = 370 µeV (210 µeV) for electrons (holes) in carbon nanotubes [122]. A much

larger value ∆R = 13 meV has been reported for graphene sheets fabricated on a nickel

surface [123,124].
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Figure 4.8: Same as figure 4.5 but for the special case 2∆I = ∆R with ∆R = 100 µeV,
setting µ = 0 to ensure charge neutrality. Inset: The bandstructure shows that three
bands cross at k = 0, and hence some of the kinks in σ(ω) disappear.

For low temperatures (e.g., at T = 1 K in the above figures), the spin-orbit couplings

can be distinguished by the different peak structures appearing in the optical conductivity.

Increasing the temperature leads to thermal smearing of those features, as illustrated in

figure 4.10. However, the characteristic spin-orbit coupling-induced peak and kink features

should still be visible in the optical conductivity up to T ≈ 10K, albeit with a smaller

magnitude.

4.5 Discussion

We have calculated the optical conductivity for a graphene monolayer including the two

most relevant spin-orbit couplings, namely the intrinsic atomic contribution ∆I and the

curvature and electric-field-induced Rashba term ∆R. Our result for the optical conduc-

tivity, which we presented for finite temperature and chemical potential at the charge

neutrality point, shows kinks and/or peaks at frequencies corresponding to ∆R, 2∆R, and

|(∆R ± 2∆I)|. Measuring the optical conductivity in a frequency range covering these

energy scales can be expected to yield detailed insights into the nature of spin-orbit inter-

actions in graphene.

We did not analyse disorder effects but expect all sharp features to broaden since the δ-

functions in equation (4.33) effectively become Lorentzian peaks. We also did not consider

the effect of electron-electron interactions. While renormalisation group studies indicate

that weak unscreened interactions are marginally irrelevant [108], interactions may still
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play an important role. For instance, the authors of [145] consider interaction effects on

the optical properties of doped graphene without spin-orbit coupling. Interactions cause

inter-band (optical) and intra-band (Drude) transitions and thus a finite DC conductivity.

Reference [131] studies the optical conductivity with an interaction induced gap and weak

impurity scattering. We expect that the peak and kink structures arising from the spin-

orbit couplings survive however, because the relevant contributions are additive. We

only took the zeroth order in ~k of the spin-orbit coupling into account. More detailed

calculations [117] show that there are higher order terms. These cause the Dirac cones

near the K points to split into four cones. A similar picture holds for bilayer graphene [146].

In both cases the spin-orbit couplings split the bands, which in turn is expected to leave

a distinct imprint on the optical conductivity.

Recent experimental studies suggest that an optical measurement of the conductivity

in the energy range relevant for spin-orbit coupling should be possible. Fei et al. [147] have

measured the optical conductivity from ~ω = 1.54 eV up to 4.13 eV. Slightly lower energies

(0.2 eV to 1.2 eV) were reached in reference [148]. We suggest to perform low-temperature

experiments at microwave frequencies, with energies ranging from several µeV to a few

meV, for both single and double layer graphene, to determine ∆I as well as ∆R.
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Figure 4.9: Same as figure 4.5, except that ∆I = 0.8∆R with ∆R = 100 µeV, thus realizing
the case 2∆I > ∆R. Charge neutrality is maintained by setting µ = (∆R − 2∆I)/2.

Figure 4.10: Same as figure 4.7, focusing on the region 0.4 < ~ω/∆R < 1.6. The solid curve
is for T = 1 K, the dashed curve for T = 10 K, and the dot-dashed one for T = 100 K.
The distinct kinks are thermally smeared and suppressed at elevated temperatures, but
remain visible up to T ≈ 10 K.
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Chapter 5

Summary and Conclusions

In this thesis I examined the spin and spin transport properties of three different systems

relevant for future spintronic applications. I first focused on the combined effect of Rashba

spin-orbit coupling and electron-electron interaction in quantum wires. Then I considered

a spin valve, where the middle nonmagnetic layer is formed by an organic conducting

compound. In the last chapter I investigated the effect of spin-orbit coupling on the

optical conductivity in graphene. In the following the main conclusions are summarised.

In chapter 2 I derived a low-energy Hamiltonian for a homogeneous one dimensional

quantum wire. I included electron-electron interactions as well as Rashba spin-orbit cou-

pling. Using the simplest model, i.e., no magnetic field, no disorder, and only a single

channel, I first analysed the possible interaction processes through the second order RG

flow-equation. I found that the backscattering, which would open a spin gap, is irrele-

vant in a RG sense, and were able to find the renormalised coupling constants for the low

energy theory. Having found the new renormalised couplings I constructed a low-energy

modified Luttinger liquid theory. In this new theory the spin-orbit coupling breaks the

spin charge separation. Our theory is analytically solvable and opens up the possibil-

ity to compute all physical properties of the system. In this framework I computed the

RKKY range function, which describes the interaction of two magnetic impurities. In a

quantum wire without spin-orbit coupling or electron-electron interaction the magnetic

coupling strength spatially oscillates with frequency of 2kF , and decays as |x|−1 for long

distances. For a noninteracting wire with spin-orbit coupling several spatial oscillation

periods are found, reflecting the fact that there are now two Fermi points k
(A/B)
F , but

the asymptotic behaviour ∝ |x|−1 is not changed. Interactions change this picture. I

still find several oscillating frequencies, which now do not decay at the same rate. One

frequency dominates at long distances due to the slowest decay with an exponent ηB < 1.

This exponent depends on the electron-electron interaction strength as well as the tunable

Rashba coupling strength. This opens the possibility to tune the long range decay and the

dominating frequency of the RKKY interaction function. An external perpendicular field,
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which causes the spin-orbit interaction, makes it possible to alter the magnetic properties

of the quantum wire. Since I have set up an exactly solvable model for the interacting

Rashba wire, all correlation functions are known and it should be easy to extract more

physical properties of the wire from this theory. Thus, our formulation holds promise for

future examination of the combined effect of electron-electron interaction and spin-orbit

coupling on the spin transport properties of quantum wires. It would be interesting to

model a ferromagnetic quantum-wire contact and investigate how the spin injection is in-

fluenced by the combined effect of spin-orbit coupling and electron-electron interactions.

This would allow to examine the spin accumulation in the wire.

In chapter 3 I discussed a GMR-like spin valve, in which a conducting polymer is sand-

wiched between differently magnetised ferromagnetic layers. Conducting polymers are

semiconductors, but in contrast to inorganic semiconductors, the charge and spin trans-

port is not due to holes and electrons, but more complicated excitations with non-standard

spin charge relations. There are singly charged and spinful polarons and doubly charged

and spinless bipolarons. I used network theory and a diffusive model to obtain the spin

dependent transport properties of the organic polymer sandwiched between two arbitrarily

magnetised ferromagnets. I took both species of charge carriers, polarons and bipolarons,

into account and introduced the transition rates k and b to describe the process of two

polarons combining into one bipolaron and vice versa. Fortunately, the transition rates

k and b are small enough to justify a perturbative approach. I found the spin-dependent

current to be independent of the scattering rates between the two species, leaving the

current unchanged from the situation without bipolarons. In turn I found the bipolaron

density to be sensitive to the magnetisation angle between the magnetic contacts. This

effect is small, but it may still offer the possibility to use optical measurements of the bipo-

laron density to probe the spin polarisation, thus giving an additional experimental tool

to detect spin accumulation in organic compounds. Future work could include the study

of disordered bundles of highly conducting ploymers in a spin-valve. The heterogeneous

disorder in polymer bundles has proven to be the main cause for the semiconductor-metal

crossover behaviour of conducting polymers. Taking disorder into account would allow to

model the spin-transport more accurately.

In chapter 4 I explored the optical properties of single-layer graphene. I used the

pseudo-relativistic low-energy description of graphene. On top of that, I included the

known spin-orbit coupling terms, intrinsic and Rashba terms. The existence of these can

be inferred from group-theoretical arguments, tight-binding, or functional density calcu-

lations. The actual values of their respective strength are, however, subject to recent

debate. I theoretically analysed the optical conductivity of graphene in the Kubo for-

malism. Since the Rashba term is gate tunable, I computed the optical conductivity for

various parameter regimes that are experimentally accessible via an externally applied
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electric field. The high energy behaviour remains unchanged, and the optical conductivity

asymptotically reaches the well-known universal value of e2/4~. At energies comparable

to the gap opened by the spin-orbit interaction, I find distinct kinks and peaks that are

attributed to the presence of spin-orbit coupling. I propose measuring the microwave op-

tical conductivity in single-layer graphene as a way to determine the values of the intrinsic

as well as the Rashba spin-orbit couplings. Further studies could contain the inclusion

of higher order terms in the spin-orbit coupling such as the split Dirac-cone or trigonal

warping, and the extension of our calculation to double-layer graphene. To match theo-

retical results in experiments it might be necessary to go beyond the effective relativistic

model and do numerical first principle calculations, such as density functional methods or

random phase approximations.

Results obtained in this thesis are published in [21,24,26].
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Appendix A

Second order RG equations

In this appendix we demonstrate the derivation of the second order RG equations in a

perturbative scheme. The partition function, depending on the couplings {gi} and the

cutoff Λ or a, can be expressed in the functional integral formalism as

Z [gi, Λ] =
∫

Dψ exp (−S [ψ]) , (A.1)

where Dψ stands symbolically for the integration over all four fermionic fields and the

action S is defined as

S[ψ] =
∫

dτH0 + HI , (A.2)

thus it can be split into S = S0 +SI , the kinetic and the interaction part. The interaction

part reads

SI =
∑

j

gj

∫
dx

∫
dτ Oj(x). (A.3)

With this we can cast equation (A.1) as

Z [gi, Λ] =
∫

Dψ e−S0[ψ]e−SI [ψ] =
〈
e−SI [ψ]

〉
S0

Z0. (A.4)

The last equality in equation (A.4) indicates that we can express the partition function

of the interacting system in terms of a noninteracting expectation value, i.e., with respect

to S0. We assume that the initial coupling constants found in equation (2.37) are small

enough for perturbative treatment. We then expand the expectation value in equation

(A.4) up to second order to find the one loop RG equations

Z [gi, Λ]
Z0

= 〈1〉 −
∑

j

gj

〈∫
dx

∫
dτ Oj(x, τ)

〉

+
1
2

∑
ij

gigj

〈∫
dx1dτ1dx2dτ2 Oj(x1, τ1)Oi(x2, τ2)

〉
+ O(g3

i ), (A.5)
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where the second order integral is only evaluated for |x1 − x2| > a. We iteratively rescale

the momentum cutoff Λ → Λ′ = Λe−l, in real space this translates to a′ = ael, with

l = log(a′/a) = log(Λ/Λ′). We integrate out the degrees of freedom between the two

cutoffs. Since the cutoff is arbitrary, the physical properties of the system must not

depend on it. Therefore, we need to define a new set of coupling constants g′i, for the new

cutoff Λ′, such that the partition function is unchanged

Z [gi,Λ] = Z
[
g′i, Λ

′] . (A.6)

We start with the first order term. Here we need to find the scaling dimension hi of the

operators Oi which is formally defined via

Oi(sx, sτ) = s−hiOi(x, τ). (A.7)

It is now possible to derive the first order RG equation from this. Since we set ~ = 1

the action is a dimensionless quantity. The Oi’s have dimension L−hi (L=length) and the

integral
∫

dx
∫

vdτ has dimension L2. Thus, gi/v will have dimension L2−hi . The new

coupling constants will then be defined as g̃i = gia
2−hi . To keep the partition function

invariant under RG we need to ensure that SI [gi, a] = SI [g′i, a
′]. It is now easy to see that

from an infinitesimal RG step we find a differential equation for the RG flow as

dgi(l)
dl

= (2 − hi)gi(l). (A.8)

Let us introduce the concept of relevant (hi < 2), irrelevant (hi > 2) and marginal (hi = 2)

operators, which grow, vanish, or stay the same under RG flow (l → ∞). Relevant opera-

tors we need to keep, irrelevant operators we can forget, and for the marginal operators we

have to go to the next order in the expansion (A.5) to find out how they behave. To find

the scaling dimension hi we use Wick’s theorem and the two point correlation functions

for the fermionic operators 〈
ψ(x1)ψ†(x2)

〉
∝ 1

|x1 − x2|
. (A.9)

Consequently, the expectation value for our interaction operators scales as

〈Oi(sx)〉 = s−2 〈Oi(x)〉 , (A.10)

and thus have scaling dimension hi = 2. Therefore, all considered operators are marginal

and we need to go to the next order for all couplings.

To find the second order contribution for the RG equation we use a technique called

operator product expansion (OPE). It essentially states that marginal operators can be
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decomposed as

Oi(x1)Oj(x2) '
∑

k

Ck
ij(x12)Ok(X). (A.11)

It is implicitly assumed here that the operators, that are produced in this process are all

contained in a closed set {Ok}. It is also said that the interaction operators form a closed

algebra under OPE. We define the important quantity

ck
ij =

2π

l

a′∫
a

dx12

∞∫
−∞

dτCk
ij(x12). (A.12)

With this we consider the partition function again, and find the second order correction

to the first order expansion in the following way

Z [g′i, Λ]
Z0

= 〈1〉 −
∑

j

g′j

〈∫
dx

∫
dτ Oj(x, τ)

〉

+
1
2

∑
ij

g′ig
′
j

〈∫
dx1dτ1dx2dτ2 Oj(x1, τ1)Oi(x2, τ2)Θ(|x12| > a)

〉

−1
2

∑
ij

g′ig
′
j

〈∫
dx1dτ1dx2dτ2 Oj(x1, τ1)Oi(x2, τ2)Θ(a′ > |x12| > a)

〉
+O(g3

i ), (A.13)

where in the third line we expand the operator product, and find

g′ig
′
j

∫
dx1dτ1dx2dτ2 Oj(x1, τ1)Oi(x2, τ2)Θ(a′ > |x12| > a) '

∑
k

g′ig
′
j

∫
dXOk(X)

ck
ijl

2π
.

(A.14)

Thus we can express the partition function as

Z [gi, Λ]
Z0

= 〈1〉 −
∑

i

〈∫
dx

∫
dτ

g′i +
1
2

∑
jk

g′jg
′
k

2π
ci
jkl

 Oi(x, τ)

〉
+ O(g2). (A.15)

The second order RG equations for the marginal operators read

dgi

dl
=

1
4π

∑
jk

ci
jkgjgk. (A.16)

The task we are left with is to find the ci
jk. To do so we will again use Wick’s theorem.

Let A(x1) and B(x2) be one of the four fermion operators defined in equation (2.38)
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to (2.42). Wick’s theorem (see e.g. [149]) then states that

A(x1)B(x2) =
4∑

n=0

[A(x1)B(x2)]n , (A.17)

where [A(x1)B(x2)]n is the sum of all terms with n contractions, with a contraction defined

as

ψ†
νr(x1)ψν′r′(x2) =

〈
Tτψ

†
νr(x1)ψν′r′(x2)

〉
= δνν′δrr′

ir

2π

1
x12 + irsgn(τ12)(vν |τ12| + a)

. (A.18)

Furthermore, we know that contractions within already normal ordered blocks are zero.

In our discussion only terms containing two contractions contribute to the RG equations.

The other terms are either irrelevant, disconnected diagrams, or can be absorbed by a

shift in the chemical potential. So we only need to look at the following integral

a′∫
a

dx12

∞∫
−∞

dτ [A(x1)B(x2)]2 . (A.19)

The integral over the two contractions can then be computed using Cauchy’s theorem

α′∫
α

dx12

∞∫
−∞

dτ
ir

2π

ir′

2π

1
(x + irvντ)(x + ir′vν′τ)

= δrr′
1
2π

2l

vν + vν′
. (A.20)

With this it is straight forward to find the OPE coefficient ci
jk. Equation (A.16) then

allows us to cast the one loop RG equations as

dg4‖ν

dl
=

dg4⊥
dl

= 0, (A.21)

1
πvν

dg2‖ν

dl
= − γ

2π2v2
F

g2
f , (A.22)

1
πvF

dg2⊥
dl

=
1

2π2v2
F

g2
f , (A.23)

1
πvF

dgf

dl
= − 1

2π2v2
F

gf

(
g2‖A

2πvA
+

g2‖B

2πvB
− g2⊥

πvF

)
, (A.24)

with the dimensionless constant

γ =
v2
F

vAvB
=

1
1 − δ2

≥ 1. (A.25)

It can be seen that the g4 terms do not contribute to the one loop RG equations and
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we can use the initial values defined in (2.37). Following [64, 65], we find the following

integrals of motion, i.e., quantities that are invariant under RG

I1 =
g2‖A

πvA
−

g2‖B

πvB
, (A.26)

I2 =
1
γ

(
g2‖A

πvA
+

g2‖B

πvB

)
− 2g2⊥

πvF
, (A.27)

I3 =
(

g2‖A

2πvA
+

g2‖B

2πvB
− g2⊥

πvF

)2

− 1 + γ

2
g2
f

π2v2
F

. (A.28)

It is easy to see that dIk/dl = 0. With the following rescaled constants

ḡ2 =
g2‖A

2πvA
+

g2‖B

2πvB
− g2⊥

πvF
, (A.29)

ḡf =

√
1 + γ

2
g2
f

π2v2
F

, (A.30)

we can reduce the RG equations to only two equations with only two coupling constants,

the two-dimensional Kosterlitz-Thouless RG flow equations,

dḡ2

dl
= −ḡ2

f ,
dḡf

dl
= −ḡf ḡ2. (A.31)

Following [46, 47], we can easily solve these equations. For all initial conditions with

|ḡf (0)| ≤ ḡ2(0) we find the solution to be

ḡ2(l) =
A

tanh
[
Al + atanh

(
A

ḡ2(0)

)] , (A.32)

ḡf (l) =
A

sinh
[
Al + atanh

(
A

ḡ2(0)

)] , (A.33)

where A2 = I3 and the initial values can be read from (2.37)

ḡ2(l = 0) =
(γ − 1)W0 + W1

πvF
,

ḡf (l = 0) =

√
1 + γ

2
W1

πvF
. (A.34)

Equations (2.35) and (2.47) imply with γ ' 1 + δ2 the condition

Ṽ (0) ≥ 1
4

cos2(θA − θB) Ṽ
(
k

(A)
F + k

(B)
F

)
, (A.35)

which is satisfied for all physically relevant repulsive e-e interaction potentials, thus the

initial conditions hold |ḡf (0)| ≤ ḡ2(0).
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Appendix B

Bosonisation and Luttinger liquids

In this appendix we want to explain the concept of bosonisation and derive the Tomonaga

Luttinger model in detail and explain how the expectation values are computed.

Let us start with illustrating equation (2.52) for the spinless case

ψν(x) =
ην√
2πa

eiνφν(x). (B.1)

To prove this mapping between fermions and bosons the following bosonic operator identity

[150] is needed:

eAeB =: eA+B : e〈AB+(A2+B2)/2〉, (B.2)

where 〈. . . 〉 is the expectation value in the bosonic vacuum, and : · · · : is the normal

ordering. In a normal ordered product the destruction operators are put on the right and

creation operators on the left. Here A,B are just linear combinations of bosonic creation

and destruction operators

A = α1a
† + α2a, (B.3)

B = β1a
† + β2a. (B.4)

Hence, [A,B] commutes with A or B. We use the Baker-Hausdorff identity

eA+B = eAeBe−
1
2
[A,B], (B.5)

to decompose the exponential. After that, we use the commutation rules to normal order

the product and get

eAeB = eα1a†
eβ1a†

eα2aeβ2aeβ1α2+ 1
2
(α1α2+β1β2) (B.6)

= : eA+B : e〈AB+(A2+B2)/2〉. (B.7)
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To prove that the bosonic representation really is equivalent to the fermionic one

we need to verify that we can reproduce the commutation relations and the correlation

functions.

Let us start with the commutation relations. To prove that equation (B.1) reproduces{
ψν(x), ψ†

ν′(x′)
}

= δνν′δ(x − x′), (B.8)

using equation (B.2) and the bosonic correlators we first prove the above identity for right

movers. The Green’s function in the bosonic picture reads (see e.g., [47])

GR(x − x′) =
〈
φR(x)φR(x′)

〉
−

〈
φR(x)2

〉
= log

(
ia

(x − x′) + ia

)
, (B.9)

we obtain{
ψR(x), ψ†

R(x′)
}

= lim
a→0

1
2πa

[
ηReiφR(x)ηRe−iφR(x′) + ηRe−iφR(x′)ηReiφR(x)

]
= lim

a→0

1
2πa

: ei(φR(x)−φR(x′) :
[
eGR(x,x′) + eGR(x′,x)

]
= lim

a→0

1
2πa

: ei(φR(x)−φR(x′) :
[

ia

(x − x′) + ia
− ia

(x − x′) − ia

]
= lim

a→0

ia

2πa
: ei(φR(x)−φR(x′) :

[
−2iπδ(x − x′)

]
= δ(x − x′). (B.10)

The computation for the left movers is analogous. What is left to show is {ψR, ψ†
L} = 0.

Since left and right-moving bosons commute, this anti-commutation relation is provided

by the Klein factors:

{ψR, ψ†
L} =

1
2πa

[
ηReiφR(x)ηLeiφL(x′) + ηLeiφL(x′)ηReiφR(x)

]
=

1
2πa

[ηRηL + ηLηR] eiφR(x)eiφL(x′)

= 0. (B.11)

Therefore, the anti-commutation relations (B.8) are fulfilled in the bosonic picture.

Now we show that equation (B.1) also leads to the correct correlation functions. In
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the fermionic picture the right mover correlation function is

〈
ψ†

R(x)ψR(x′)
〉

=
1
2π

∞∫
−∞

e−ik(x−x′)
〈
c†R(k)cR(k)

〉

=
1
2π

0∫
−∞

e[a−i(x−x′)]k

=
1
2π

1
a − i(x − x′)

. (B.12)

In the bosonic version using (B.2) we find〈
ψ†

R(x)ψR(x′)
〉

=
1

2πa

〈
e−iφR(x)eiφR(x′)

〉
=

1
2πa

〈
: e−i(φR(x)−φR(x′)) :

〉
eGR(x,x′)

=
1
2π

1
a − i(x − x′)

. (B.13)

Note that by definition in the expectation value of the normal ordered exponential, only

the unity fails to annihilate the vacuum; thus
〈
: eiφ :

〉
= 1. The computation for the left

movers is analogous.

Finally, using (B.1) we can also reproduce the bosonic Hamiltonian (2.51) starting

from the fermionic Hamiltonian, equation (2.50). In order to prove that we need to know

the density and the kinetic energy operators in the bosonic representation. We restrict

this analysis to the spinless case for simplicity. The density of right movers is given by

lim
x′→x

ψ†
R(x′)ψR(x) = lim

x′→x

1
2πa

e−iφR(x′)eiφR(x)

= lim
x′→x

1
2πa

: e−iφR(x′)+iφR(x) : eGR(x′−x)

= lim
x′→x

1
2πa

: 1 − i(x′ − x)∂xφR(x′ − x) + O((x′ − x)2) :
ia

x′ − x + ia

= lim
x′→x

i

2π(x′ − x + ia)
+ :

1
2π

∂xφR + O(x′ − x) : . (B.14)

Notice that the exponential is expanded within the normal ordering because the normal

ordered quantity is free of divergences, and one can treat the fields as if they were com-

muting. The last step is allowed since any distance x, even in the limit x → 0, has to be

seen as larger than a. The first term is then divergent. This merely reflects the infinite

number of right mover states in the ground state. Defining the normal ordered charge

density by removing the vacuum expectation value we find

: ψ†
R(x)ψR(x) :=

1
2π

∂xφR(x). (B.15)
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This regularisation procedure is called point-splitting regularisation. For the left movers

one obtains the same result.

Now consider the kinetic part in the Hamiltonian. For the right movers we find

lim
x′→x

ψ†
R(x′)(−i∂xψR(x)) = lim

x′→x
(−i∂x)(ψ†

R(x′)ψR(x))

=
1

2πa
(−i∂x)

[
: e−i(φR(x′)−φR(x) : eGR(x′,x)

]
. (B.16)

In the computation of the density it was enough to expand the exponential only up to the

first order in x′ − x, in this case though, it is necessary to go up to second order due to

the derivative and we find

: e−i(φR(x′)−φR(x)) :=

: 1 + (x′ − x)
(
−i∂xφR(x − x′)

)
+

1
2
(x′ − x)2

(
−i∂2

xφR(x) − (∂xφR(x))2
)

+ O((x′ − x)3) : .

Inserting this into equation (B.16) we get

lim
x′→x

ψ†
R(x′)(−i∂xψR)(x) =

1
2π

[
1

(x′ − x + iα)2
− i

1
2
∂2

xφR(x) +
1
2
(∂xφR(x))2

]
. (B.17)

The first term is again the vacuum average, that has to be removed. The second term

∂2
xφR is a total derivative that does not contribute to the Hamiltonian, and therefore can

be neglected. In the computation for left movers an additional overall sign is found since

GL(x − x′) = log
(

−ia

(x − x′) − ia

)
. (B.18)

Thus, the final result for the kinetic part of the Hamiltonian is

: ψ†
ν(−i∂x)ψν : =

ν

4π
(∂xφν)2. (B.19)

With this we have all the tools to bosonise the clean Tomonaga-Luttinger model Hamilto-

nian or the Hamiltonian of the quantum wire with spin-orbit coupling. The generalisation

to these cases is straightforward.

We finish this appendix with deriving the correlation functions for the interacting

spinful case, see equation (2.56). The computation for the general case with spin orbit

coupling is equivalent, but lengthy. Computing the correlations permits us to see a main

difference with respect to the Fermi liquid theory, the power law behaviour. We compute

the Euclidean time-ordered single particle Green’s function

GT
σν(x, τ) ≡

〈
Tψνσ(x, τ)ψ†

νσ(0, 0)
〉

, (B.20)
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where the time is Wick rotated, it → τ . With (B.2) the bosonic expression for this reads

GT
σν(x, τ) =

1
2πa

exp(〈φνσ(x, τ)φνσ(0, 0)〉 − 〈φνσ(0, 0)φνσ(0, 0)〉). (B.21)

In all correlators of interest it is essential to know the bosonic correlators. The bosonic cor-

relators are easily derived using Gaussian integration in a bosonic pathintegral formalism,

see e.g. [46], obtaining

〈φi(x, τ)φj(0, 0)〉 = −Kjδij

4π
log

(
x2 + (vj |τ | + a)2

a2

)
, (B.22)

〈θi(x, τ)θj(0, 0)〉 = − δij

4πKj
log

(
x2 + (vj |τ | + a)2

a2

)
, (B.23)

〈φi(x, τ)θj(0, 0)〉 = −δij

4π
log

(
vjτ − ix + sgnτa

vjτ + ix + sgnτa

)
, (B.24)

where j = s, c and Kc = K and Ks = 1. Thus, the single-particle Green’s function is

given as

GT
σν(x, τ) =

1
2πa

∏
j=c,s

[(
x2 + (vj |τ | + a)2

a2

)−γj
(

vjτ − ix + sgnτa

vjτ + ix + sgnτa

)− ν
4

]
, (B.25)

where γj = 1
8

(
Kj + 1

Kj

)
. The non-zero temperature (β = 1/kbT ) expression for (B.25) is

given following [46] as

GT
σν(x, τ, β)

=
1

2πa

∏
j=c,s

∣∣∣∣∣β2v2
j

π2a2
sin

(
π(vjτ + ix)

βvj

)
sin

(
π(vjτ − ix)

βvj

)∣∣∣∣∣
−γj

∣∣∣∣∣∣
sin

(
π(vjτ−ix)

βvj

)
sin

(
π(vjτ+ix)

βvj

)
∣∣∣∣∣∣
− ν

4

 .

(B.26)

For the Hamiltonian (2.66) the correlation functions are computed analogously. The dif-

ferences are that in equations (B.22) to (B.24) we do not find a Kronecker delta between

the spin and the charge field correlators, reflecting the broken SU(2) symmetry, leading

to the exponents given from (2.98) to (2.102).
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[35] J. Schäfer, C. Blumenstein, S. Meyer, M. Wisniewski, and R. Claessen. New model

system for a one-dimensional electron liquid: Self-organized atomic gold chains on

Ge(001). Phys. Rev. Lett., 101:236802, 2008.

[36] A.V. Moroz and C.H.W. Barnes. Effect of the spin-orbit interaction on the

band structure and conductance of quasi-one-dimensional systems. Phys. Rev. B,

60:14272, 1999.

[37] A.V. Moroz and C.H.W. Barnes. Spin-orbit interaction as a source of spectral and

transport properties in quasi-one-dimensional systems. Phys. Rev. B, 61:R2464,

2000.

[38] E. A. de Andrada e Silva and G. C. La Rocca. Rashba spin splitting in semiconductor

quantum wires. Phys. Rev. B, 67:165318, 2003.

[39] S.L. Erlingsson, J.C. Egues, and D. Loss. Spin densities in parabolic quantum wires

with Rashba spin-orbit interaction. Phys. Stat. Sol. (c), 3:4317, 2006.

[40] C.A. Perroni, D. Bercioux, V. Marigliano Ramaglia, and V. Cataudella. Rashba

quantum wire: exact solution and ballistic transport. J. Phys.: Cond. Matt.,

19:186227, 2007.



98 BIBLIOGRAPHY

[41] A. De Martino, R. Egger, and A.M. Tsvelik. Nonlinear magnetotransport in inter-

acting chiral nanotubes. Phys. Rev. Lett., 97:076402, 2006.
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