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Abstract

Homogalacturonans (HGs) are polysaccharide co-polymers of galacturonic acid and

its methylesterified counterpart, that play a crucial role in the mechanobiology of the

cell walls of all land plants. When extracted, in solution, at pH values above the

pKa, the carboxyl groups carried by the unmethylesterified residues endow the poly-

mer chains with charge, making these systems interesting polyelectrolytes. The inter-

and intra-molecular distributions of the non-charged methylesterifed residues and their

charged unmethylesterifed counterparts are vital behaviour-determining characteristics

of a sample’s structure. Previous work has led to the development of techniques for the

control of the amount and distribution of charges, and with these tools and samples

available in different degrees of polymerisation, including small oligomers, the system

offers a flexible test-bed for studying the behaviour of biological polyelectrolytes.

This thesis is rooted in exploring the use of computational approaches, in particular

molecular dynamics, to calculate the conformation of such polyelectrolytes in solution

and to describe their transport properties in electric fields. The results of simulations

are, in all cases, compared with the results of experimental work in order to ground

the simulations.

First, in chapter 2, these simulations are applied to calculate the free solution elec-

trophoretic mobilities of galacturonides, charged oligosaccharides derived from digests

of partially methylesterified HGs. The simulations are compared with experiment

and were found to correctly predict the loss of resolution of electrophoretic mobili-

ties for fully-charged species above a critical degree of polymerisation (DP), and the

ionic strength dependence of the electrophoretic mobilities of different partially charged

oligosaccharides.

Next, in chapter 3, molecular dynamics (MD) simulations are used to calculate the elec-

trophoretic mobilities of HGs that have different amounts and distributions of charges

placed along the backbone. The simulations are shown to capture experimental results

xiii



well even for samples that possess high charge densities. In addition they illuminate

the role that local counterion condensation can play in the determination of the elec-

trophoretic mobility of heterogeneous blocky polyelectrolytes that cannot be adequately

described by a single chain-averaged charge spacing.

Finally, in chapter 4, the last part of the research focusses on the configurations of

these polyelelectrolyes in dilute solution, and on how the interactions between several

chains can lead to the spatially heterogenous nature of polyelectrolyte solutions. Such

questions are of long standing interesting in the polyelectrolyte field and the results are

compared with results from Small Angle X-Ray Scattering(SAXS).

Overall the work demonstrates how state of the art MD approaches can provide in-

sights into experimental results obtained from fundamentally interesting and biologi-

cally relevent polyelectrolytes.

xiv
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Chapter 1

Introduction

1.1 Polyelectrolytes

Polyelectrolytes are polymers with a charged unit in the repeating chain [7]. They

can be totally or partially charged. Upon dissolution charged parts will interact with

the solution (if it is polarizable) and with other charged particles in the solution such

as ions. There are a lot of polyelectrolyte examples in biological systems, such as

polypeptides, glycosaminoglycans, and DNA, where indeed the interaction of charged

parts of polyelectrolytes with the present ions and solution itself is a key point of their

function [7, 8]. Polyelectrolytes can be categorized as weak or strong, like acids. Strong

polyelectrolytes are totally charged at most pH values, while weak polyelectrolytes are

partially charged. The fraction of charged residues in weak polyelectrolytes can be

controlled by the pH and ion content of the solution.

Figure 1.1: Schematic representation of a charged polymer.

1
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Polyelectrolytes have a host of applications [9] amongst which they are used as thick-

eners, emulsifiers, conditioners, clarifying agents, and even drag reducers [7]. Pectin is

one biological polyelectrolyte that is widely used in the food, pharmaceutical, cosmetic,

and biomedical industries and has a crucial role in-vivo in land plants.

1.1.1 Pectin

Pectin, a macromolecular complex of the plant cell wall, can consist of some 17 different

types of sugar residue, and has been called ‘probably the most complex macromolecule

in nature’ [10]. While the details of the arrangements of certain predominant motifs,

and the nature and positioning of the attachment of these to each other, and to other el-

ements of the plant cell wall, are not yet settled, it is largely accepted that the structure

consists of an assembly of distinct, structurally well-characterized domains [11, 12, 13].

These domains are homogalacturonan(HG), Xylogalacturonan(XGA), rhamnogalactur-

onan I (RGI), rhamnogalacturonan II (RGII), arabinan, arabinogalactan I (AGI) and

arabinogalactan II (AGII).[14]. The most popular model of the overall structure posits

that the domains are arranged such that the macromolecular structure has a main

backbone consitsing of galacturonic acid(GalA) sugar rings (HG) (fig.1.2a) which are

connected to each other by axial 1-4 carbon connections(fig.1.2b). There are some

kinds of branches of neutral sugars that may be connected to the rhamnose residues

of RG1, also found in the backbone [15, 16, 17]. Pectin has an important role in

plant cell walls [18, 19, 20, 21, 22, 23] and in its technological applications as a gelling

agent.[24, 25, 26, 27]. Many commercially available pectins are predominantly homo-

galacturonan (HG) and it is this part of the polymer that is largely responsible for its

polyelectrolytic nature and its well known ion-binding properties.

The ubiquitous occurrence of the polysaccharide pectin in the cell walls of land plants,

taken together with the large number of pectin-modifying enzymes encoded in the

genomes of plants and their pathogens, clearly points to the importance of pectin, and

pectin derived compounds, in diverse aspects of plant physiology. Indeed, the prod-

ucts of pectin digestion, the oligogalacturonides, play a key role in triggering plant

defence mechanisms [28]. Pectin consists of an assembly of distinct, structurally well-

characterised domains [11, 12, 13]. Homogalacturonan (HG), an extensive linear region

of 1-4 linked galacturonic acid residues, that can each exist in a state of methylesteri-

fication or not, is probably the most studied domain and is most associated with the

mechanical functionality of pectin, both in the cell wall [29, 30, 31, 32] and in its

technological applications as a gelling agent. The degree of methylesterification (DM)



CHAPTER 1. INTRODUCTION 3

(a) GalA monomer. (b) Homogalacturonan chain.

Figure 1.2: Schematic representation of galacturonic acid.

and the patterning of the methylester groups (and thus charged residues) can be ex-

pected to play a key role in determining local polymer mechanics [33], in controlling

the propensity of the chains to self-assemble into functional networks mediated by ions,

hydrogen bonding and hydrophobicity [24, 25, 26, 27, 34], and in mediating the binding

of proteins [35, 36, 37, 38].

1.1.2 Homogalacturonan

Homogalacturonan is an extensive linear region of 1-4 linked galacturonic acid residues

(figure 1.2), each of which can exist in a state of methylesterification or not. It is

probably the most studied domain and is most associated with the mechanical func-

tionality of pectin [29, 30, 31, 32]. Certainly the ability of this portion to assemble in

the presence of divalent ions or in acidic conditions is key to its functionality in-muro,

and typically pectin manufacturers seek to maximise the proportion of HG in commer-

cially available pectins (typically achieving between 60 and 85%). More than half of

the mass of pectins in the plant cell walls is homogalacturonan (HG) [39, 40]. In citrus,

sugar beet, and apple pectin the minimum estimated length of this HG backbone is

about 72-100 GalA residues [41]. The methyl-esterification of galacturonic acid residues

effects the physical properties of pectin [42, 43]. The methyl-esterifed GalA residues

are uncharged, so the charge fraction on HGs, at a certain pH, can be controlled by

modifying the number of methyl-esterifed GalA residues in the chain.

1.1.3 The Importance of Patterning in Biological Polyelectrolytes

There are many examples of how the spatial patterning of substituent groups displayed

along biological-polymer backbones is exploited in nature, including the iconic repli-

cation of DNA [44]. But the nucelotide base sequence not only stores information in

its 1-D sequence, it also determines the local mechanical and assembly properties of

the chains, as exemplified by the emergence of such biologically relevant structures as
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G-quadruplexes [45, 46] and the exploitation of DNA as a construction material in bio-

nanotechnology [47, 48]. Homogalacturonans offer another example of the importance

of the patterning of substituent groups and of how 1-D sequence information can be

manifest in 3-D mechanical function. The patterning of the methylester groups (and

thus charge) plays a key role in determining local polymer mechanics [33], in controlling

the propensity of the chains to self assemble into functional networks mediated by ions,

hydrogen bonding and hydrophobicity [24, 25, 26, 27], and in mediating the binding of

proteins [35, 36, 37, 38].

1.2 Computational Methods

Nowadays with the incredibly fast growth of computational capability, there is a vast

interest in using computational methods to glean insights into natural phenomena. The

development of GPUs and the availability of high speed CPUs provides the power to

face simulating large molecules and study their behaviour in different conditions in a

reasonable time frame. In the mean time we have to keep this in mind that experimental

studies can not replaced by the computational simulations. In fact, computational

studies help us to have a better understanding and more clear view of what is happening

in the molecular and atomic level.

Sometimes solving of an analytical equation that describes a phenomena is straight

forward but sometimes it is not. In most cases, there are too many variables and it

becomes a complicated problem to solve real problems exactly. In these cases compu-

tational methods can often illuminate the salient points and reveal the most important

underlying physics.

In this research, we use several computational methods such as quantum mechanical

(QM) methods and molecular dynamics (MD) to simulate the conformational and trans-

port behaviour of homogalacturonan in solution. Both an Intel(R) Xeon(R) 3.50GHz

desktop computer and also High Performance Computing (HPC) facilities provided by

New Zealand eSicence Infrastructure (NeSI) were utilised.

1.3 Quantum Chemistry

Ab initio calculation, (calculation from the beginning or from first principles), is a pow-

erful computational method based on Quantum Mechanical knowledge to obtain the

electronic properties of matter. The importance of this method led to the awarding
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of the Nobel Prize in chemistry in 1998 to Walter Kohn for his development of Den-

sity Functional Theory(DFT) and John Pople for his development of computational

methods in Quantum Chemistry.

In this method, the main equation is the time-independent Schrödinger equation:

Ĥψ = Eψ (1.1)

where ψ is the wavefunction, Ĥ is the Hamiltonian operator and E is the total energy

of the system. Hamiltonian operator(Ĥ) can be written in this form,

Ĥ = T̂ + V̂ (1.2)

where T̂ is the kinetic energy operator and V̂ is the potential operator. The kinetic

energy can be written as

T̂ = T̂e + T̂n (1.3)

where T̂e = −∑
i

}2

2me
∇2

ri is the kinetic energy of electrons and T̂n = −∑
i

}2

2Mi
∇2

Ri
is the

kinetic energy of the nucleus. The Laplace operator is:

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

The potential operator(V̂ ) has three components:

V̂ = V̂en + V̂ee + V̂nn (1.4)

where V̂en is the potential energy operator between electrons and nuclei, V̂ee is the

potential energy operator for Coulombic electron-electron repulsion and V̂nn is the

potential energy operator for Coulombic nuclei-nuclei repulsion, which are:

V̂en = −
∑
i

∑
j

Zie
2

4πε0|Ri − rj |

V̂ee =
1

2

∑
i

∑
j 6=i

e2

4πε0|ri − rj |
=
∑
i

∑
j>i

e2

4πε0|ri − rj |

V̂nn =
1

2

∑
i

∑
j 6=i

ZiZje
2

4πε0|Ri −Rj |
=
∑
i

∑
j>i

ZiZje
2

4πε0|Ri −Rj |

(1.5)

Solving Schrödinger’s equation analytically is not easy for complicated systems. In

fact if the system is more complicated than the hydrogen atom or H2, approximations

are required to solve the system. Moreover, we have to keep in mind that in our
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Figure 1.3: H2 molecule.

approximations relativity effects are neglected.

1.3.1 Hartree-Fock theory

Hartree-Fock theory[49] is the basis of Molecular Orbit (MO) theory and in this theory

there are several approximations such as the Born-Oppenheimer approximation[50] and

that the electron’s motion can be described in a way which is independent from other

electron’s motions. This theory considers molecular orbitals as a linear combination of

atomic orbitals.

1.3.1.1 The Born-Oppenheimer approximation

In this approximation the kinetic energy of nuclei is ignored(T̂e = 0). This is justified

because the nuclei’s mass is ≈ 2000 times of electron’s mass, so the movement of nuclei

is much less than electron’s movement. It is possible to consider that the nuclei has

a fixed position and V̂nn is just a constant. With this assumption we can rewrite the

wave equation as follow:

ψ(R, r) = ψn(R)ψe(r; R) (1.6)

where R determines the coordinate of nucleus and r determines the coordinate of

electrons around the nucleus and the ”;” means this dependence is just a parametric

dependence.

Here to have a better view of Hartree-Fock theory, the H2 molecule is considered (Fig

1.3). The total wavefunction ψ = ψ(R1,R2, r1, r2) can be written, considering of

Born-Oppenheimer approximation, as

ψ = ψn(R1,R2)ψe(r1, r2) (1.7)
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In this model particles are independent and so it is possible to write the total wave-

function as a Hartree product: ψ(r1, r2) = ϕ1(r1)ϕ2(r2) where each ϕi is a molecular

orbital. But there is a problem here, we know that the total wavefunction must be an-

tisymmetric with respect to the interchange of any set of space-spin coordinates based

on the Pauli principle.

In the following we will change our notation to the spinorbital (ϕ(x)), where x = {r, ω}
is the set of space-spin coordinates and ω is the spin coordinate. To have an antisymetric

wavefunction we have to add all signed permutations;

ψ(x1,x2) =
1√
2

[ϕ1(x1)ϕ2(x2)− ϕ1(x2)ϕ2(x1)] (1.8)

This antisymmetrized wavefunction is called the Hartree-Fock wavefunction and can

also can be written as a determinant:

ψ(x1,x2) =
1√
2

∣∣∣∣∣ϕ1(x1) ϕ2(x1)

ϕ1(x2) ϕ2(x2)

∣∣∣∣∣ (1.9)

If we have more than 2 electrons, we can generalize this determinant for N electrons,

which is called a Slater determinant[51]:

ψ = |ψ1, ψ2, · · ·ψN >=
1√
N !

∣∣∣∣∣∣∣∣∣∣
ϕ1(x1) ϕ2(x1) · · · ϕN (x1)

ϕ1(x2) ϕ2(x2) · · · ϕN (x2)
...

...
. . .

...

ϕ1(xN ) ϕ2(xN ) · · · ϕN (xN )

∣∣∣∣∣∣∣∣∣∣
(1.10)

This is an antisymmetric wavefunction and it is a combination of one-electron Molecular

Orbitals(MO)1. Now, each one-electron wavefunction in the molecule is a combination

of atomic orbitals and can be written as:

ϕi(xi) =
∑
µ

CµiXµ(xi) (1.11)

where Xµ is the atomic orbital and Cµi is the molecular orbital coefficient. For a

normalized wavefunction we can write the expectation value for the energy of the

system as:

E =< ψ|Ĥ|ψ > (1.12)

In the HF method this energy is: EHF =
∑
i
Hi + 1

2

∑
ij

(Jij − Kij). This has two

1Molecular Orbital(MO) is a mathematical function describing an electron in a molecule which has
a wave-like behaviour. The probability of finding an electron and some other chemical and physical
properties can calculated by using of this function.
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parts: first part(Hi) is for one-electron terms and the second one(Jij and Kij) is for

two-electron terms. Hi is from the kinetic energy of the electrons and the nuclear

attraction. Jij is the Coulomb repulsion between the electrons and Kij is the exchange

energy. By definition

Hi =< ϕi|Ĥ1e|ϕi >
=
∑
µν

CµiCνi < Xµ|Ĥ1e|Xν >
(1.13)

It is possible to carry out this calculation to find out the expectation values for the Jij

and Kij and find the MO coefficients.

A theorem called the Variational Theorem can help us to find the MO coefficients.

The Variational Theorem states that: The energy determined from any approximate

wavefunction will always be greater than the energy for the exact wavefunction. So, to

find the exact wavefunction we have to find the minimum energy of the system.

To solve the HF equation computationally, there is a algorithm called ”the Self-Consistent

Field” method that can help to find the answer. The Self-Consistent Field(SCF) process

is as follow:

1- Guess a set of MOs, Cµi

2- Use MOs to compute Hi, Jij and Kij

3- Solve the HF equations for the energy and new MOs

4- Are the new MOs different?(if Yes go to (2), if No go to (5))

5- Self-consistent field converged

1.3.2 Density Functional Theory

In the HF method the wavefunction is the basic quantity used to find the ground

state energy. It can be complicated to find a wavefunction for a molecule with several

atoms and n electrons. Consequently, methods which work with wavefunctions such

as HF method are not sufficient for attacking large molecules. To overcome this prob-

lem Density Functional Theory(DFT) works with the electron density(ρ(r)) instead of

wavefunction. Regardless of how many electrons exist in the system, the density is a 3

dimensional parameter[52].
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The electron density in r1 is given by:

ρ(r1) =

∫
· · ·
∫
ψ∗(r1, r2, · · · , rN )ψ(r1, r2, · · · , rN )dr2 · · · drN (1.14)

and we know that ρ(r)dr gives us the probability of finding an electron in the volume

element dr.

To understand Density Functional Theory better we have to know meaning of ”func-

tional”. A function takes a number and returns another number, for example: if

f(x) = 2x2 therefore f(3) = 18. An operator takes a function and returns another func-

tion, for example: Ô(f) = df
dx , therefore Ô(2x3+5) = 6x2. A functional takes a function

and returns a number, for example F [f ] =
∫ 1

0 f(x)dx therefore F [x2 − 1] = −2/3.

In 1964 Hohenburg and Kohn provided the two theorems that lead to the basic state-

ments of density functional theory.

The first theorem is:

1-If two electronic systems have potentials of V1(r) and V2(r) and also have the same

ground-state density then the difference of these two potentials must be constant,V1(r)−
V2(r) = Const.,

In other word this theorem says that The electron density determines the external

potential (to within an additive constant).

The second theorem is based on the variational principle;

2-Any calculated energy based on a trial density function is greater than or equal to the

exact ground-state energy.

The energy functional can be written in three parts. The kinetic energy, the interaction

with the external potential and the electron-electron interaction;

E[ρ] = T [ρ] + Vext[ρ] + Vee[ρ] (1.15)

The interaction with the external potential is Vext =
∫
V̂extρ(r)dr, but the kinetic and

electron-electron interaction parts of the energy functional are unknown.

Kohn and Sham assumed a system of n non-interacting electrons to find an approxima-

tion for the kinetic and electron-electron part of energy functional. By this assumption

the kinetic energy is;

Ts[ρ] = −1

2

N∑
i

< ϕi|∇2|ϕi > (1.16)

For the electron-electron interaction, the classical Coulomb interaction is the major



CHAPTER 1. INTRODUCTION 10

component,so;

VH [ρ] =
1

2

∫ ∫
ρ(r1ρ(r2))

|r1 − r2|
dr1dr2 (1.17)

and then the energy functional looks like:

E[ρ] = Ts[ρ] + Vext[ρ] + VH [ρ] + Exc[ρ] (1.18)

where Exc is the exchange-correlation functional.

To solve this equation, an initial guess is used in order to define electron density(ρ) and

with this initial density, Kohn-Sham(KS) equations can be solved to get KS orbitals.

These calculated orbitals are used to find electron density and again the new electron

density can be put in the KS equation. Here also the variation principle is used as a

guide to find the ground sate.

1.4 Molecular Dynamics

Molecular Dynamics(MD) is an atomistic simulation technique that can investigate the

behaviour of many-atom systems [53]. By sampling of the phase space of a system,

it can calculate the statistical parameters and also the dynamical behaviour of the

system in equilibrium. In fact, this method aims to explore all microscopic properties

of a system by calculation based on the interaction between atoms.

Imagine a system with n atoms {ri}, i = 1 · · ·N interacting with the interatomic po-

tential V ({ri}). In this case, by solving of Newton’s equation of motion we can find

the net force exerted on each atom at each site i.

mir̈i = Fi ≡ −
∂V

∂ri
(1.19)

So for many atoms with pairwise interaction potentials, the total interaction potential

on site i is;

V ({ri}) =
1

2

N∑
i

N∑
j 6=i

VLJ(rij) (1.20)

where VLJ(rij) is the Lennard-Jones potential between pairs of atoms;

VLJ(r) = −4ε

[(
σ

r

)12

−
(
σ

r

)6]
(1.21)
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Figure 1.4: Felt force from interatomic potential at each each time.

Figure 1.5: A cluster of atoms interact with each others.

Now, by definition of force(Fi = − ∂V
∂ri

) the force acting on the atom i is;

Fi = −1

2

N∑
i

N∑
j 6=i

dVLJ(rij)

dr

∣∣∣∣
r=rij

rij
rij

(1.22)

Molecular Dynamics is usually used for systems with interactions over the length-scale

between 10(Å) and 50-60(Å), and is typically run for time-scales between 1ps and

∼50ns. However, by improving computational hardware MD simulations on larger

systems are becoming possible (for example 15-20nm for 100s of ns).At smaller scales

Quantum Statistical methods need to be applied (Beyond the scope of this work).

1.4.1 Statistical mechanics in MD

In MD the goal is to understand macroscopic properties of the system under study,

such as temperature, pressure and so on. Fortunately these macroscopic properties can

be derived from the microscopic parameters of system. The position and velocity of

each particle can be used to find out those macroscopic parameters. In this case we

have to introduce ”the Phase Space”.
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Figure 1.6: MD and QS acting region.

Figure 1.7: Schematic figure of the phase space at time t.

1.4.1.1 Phase Space

The phase space for a system with N particles is the 6N dimensional space of all

possible states of the system. When we talk about states it means that we have to

include positions and velocities of particles (3N dimensions for the positions and 3N

dimensions for the velocities). The coordinates of a system in phase space(Γ) depend

on time, with the trajectory in phase space (fig. 1.7) reflecting the dynamics of the

system.

Γ(t) ≡ {ri(t),vi(t)}i=1···N

A set of macroscopic parameters are needed to describe the state of a macroscopic

system. The macroscopic parameters such as temperature (T), pressure (P), number

of particles (N), free energy (G), chemical potential (µ) can be derived from the phase

space curve (or better to say 6N dimensional surface)
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Figure 1.8: An illustration of periodic boundary conditions.

1.4.1.2 Connection to Statistical Mechanics

As we discussed in the previous section, each macroscopic observable quantity, Λ, is

dependent on the microstates of the system, so;

Λ(t) ≡ Λ(Γ(t)) (1.23)

and the average of instantaneous values of the Λ gives us the macroscopic value of the

quantity Λ.

Λ ≡
〈
Λ(t)

〉
= lim

T→∞

1

T

∫ T

0
Λ(t)dt (1.24)

In ergodic2 systems, the time average of a observable Λ converges to a macroscopic

average of the quantity Λ.

In order to simulate a bulk solid or fluid, instead of considering a huge cell, periodic

boundary conditions are applied and if any particles travels out of the simulation box

then another one enters the box exactly from the other side. By increasing the distance

between atoms, the interaction between them decreases quickly, so it is acceptable to

calculate interactions between atoms just for a specific region within a radius called

the cutoff radius(rcut). By increasing rcut the computation time will increase but a

more accurate answer will be achieved. It is important to have a rcut balancing the

requirements of calculation time and accuracy.

2In the ergodic system, the time average of the quantity is the same as average over phase space.
That is: the system can explore all the phase space in a finite time
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Figure 1.9: Frequency of force fields in different class of studies. Adapted from [1].

1.4.2 MD Algorithm

Here the MD algorithm is introduced by examining an MD simulation step by step.

To carry out an MD simulation an initial configuration for all the atoms composing

the system under study is required. This configuration can come from experimental

data or previous computational works, but basically a so-called pdb file which contains

the coordinates and types of atoms must be supplied. Once a pdb file is obtained a

force field is required by the MD simulator package. The MD force field, which needs

to be chosen carefully, contains all the information about how the potentials between

different atoms depend on the length of atomic bonds, angles between bonds, mass of

particles and so on. Given the initial coordinates and a mechanism to calculate the

force acting on any atom imposed by the other atoms in the simulation all that is

required in to start the system in motion and iterate Newton’s equations of motion.

There are several available force fields to use in molecular dynamics simulations [54].

To choose an appropriate force field for the system under study it is needed to look at

the literatures and find which force field used to investigate which system. Figure 1.9

(adapted from [1]) shows the application of force fields in different systems reported in

the literatures. It can be seen that GLYCAM is widely used to study the biological

systems and basically this forcefield is developed for carbohydrates base on Amber force

field. Therefore, GLYCAM [55] was selected to be the main force field in this project.

The initial velocity of the atoms are selected from a Maxwell-Boltzmann distribution
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Figure 1.10: MD algorithm.

at the appropriate temperature.

P (vi,α) =

(
mi

2πkBT

)1/2

exp

[
−
miv

2
i,α

2kBT

]
α = {x, y, z}

(1.25)

After determining of positions and velocities of all atoms we can calculate interatomic

forces. The general form for the potential at atom i is;

V ({ri}) =
1

2

N∑
i

N∑
j 6=i

V (rij) (1.26)

and there are several descriptions of interatomic pair interaction potentials that can be

used

VLJ(r) = −4ε

[(
σ

r

)12

−
(
σ

r

)6]
VMorse(r) = D

[
e−2α(r−r0) − 2e−α(r−r0)

]
VBMH(r) = Aα,βe

−bα,βr − QαQβ
r
− Cα,β

r6
+
Dα,β

r8

(1.27)

(there are also three-body and many-body potentials). Knowing the potential at each

atom, it is straight forward to calculate the force by taking the derivative (Fi(t) =
dVi(t)
dri

), and subsequently this allows the positions to be updated.
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Choosing the appropriate thermodynamic ensemble relevant for the simulation is also

important. The calculated forces in a system which conserves total(kinetic+potential)

energy generate trajectories in the microcanonic ensemble(NVE) in which the total

number of atoms(N), the volume of the system, and also energy of the system are

constant. Where energy changes or volume changes are possible during updating of

potentials it is important that the system must be coupled to a thermostat and/or

to a barostat. The most common techniques are velocity rescaling, the Nose-Hoover

thermostat[56] and the Andersen thermostat[57].

Once the thermo- and baro-statting of the ensemble have been considered, the updating

of the atomic positions and velocities can be applied. The most commonly used time

integration methodology in MD method called the Verlet algorithm that easily updates

the position and velocity of atoms. By a Taylor expansion we can write expression for

how the co-ordinates at time t are related to those in prior or following time increments;

r(t+ ∆t) = r(t) + v(t)∆t+ (1/2)a∆t2 + (1/6)b(t)∆t3 +O(∆t4)

r(t−∆t) = r(t)− v(t)∆t+ (1/2)a∆t2 − (1/6)b(t)∆t3 +O(∆t4)

and by adding these two expressions;

r(t+ ∆t) = 2r(t)− r(t−∆t) + a∆t2 +O(∆t4) (1.28)

The Taylor expansion for the velocity is vi(t+ ∆t) = vi(t) + ∆t
2mi

[fi(t) + fi(t+ ∆t)], and

using the same methodology for the velocity as for the position gives:

vi(t) =
ri(t+ ∆t)− ri(t−∆t)

2∆t
+O(∆t2) (1.29)

Now information about positions and velocities of atoms and how they are updated

throughout the course of the simulation have been described. At this stage the MD

method can calculate other observables such as, for example, instantaneous temperature

and instantaneous pressure. In fact, by knowing of position and velocity of atoms it

is possible to figure out the kinetic energy (K = 1
2

∑
imi|vi|2) and potential energy

(V = V ({ri)}) and finally the total energy E = K + V

Ti =
2K

NfKB

Pi =
1

3
TrΠ

(1.30)
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where Π is the stress tensor. After these calculations, the MD simulation again cal-

culates the interatomic potentials and forces using the updated set of positions. This

loop will continue for the number of defined time-steps.

1.4.3 Water Molecules in MD

Water, the most important solvent, has a key role in the biological studies. With only

three atoms, it looks really simple molecules, however because of its high impact on the

most natural studies there are good number of investigations and models about water

molecules [58, 59, 60]. In molecular dynamics studies it is important to chose an appro-

priate water molecule depends on needs of study. Water molecules can be considered

as rigid or flexible molecules which have different computational cost regarding to com-

plexity of molecules. Flexible water molecule models have more accurate results and

are more reliable, however they dramatically increase the computational calculations

as the most of molecules in the simulation box are water molecules. For some specific

research fields, it is necessary to use flexible models for water molecules, for example

at high temperature and high pressure [61].

In contrast to the flexible models of water molecules, there are several rigid water

molecules models that can be used at atmospheric pressure and room temperature

with a good agreement with experiment. Using rigid molecules reduce a high amount

of calculations and therefore reduce the simulation time very well. In this research, as

there was no need of extreme conditions of temperature and pressure, it is decided to

use rigid model for water molecules. There are several rigid models for water molecules

with different parameters in terms of bond lengths, atomic partial charges and angle

between atoms. Table 1.1 shows the parameters considered in different rigid water

model. In this research SPC/E (extended simple point charge) [62, 63] model for water

molecule has been used because of its simplicity and accurate results.

1.5 Poisson-Boltzmann Equation

When thinking about the behaviour of polyelectrolytes in ionic solutions the Poisson-

Boltzmann Equation gives a convenient starting point. The Poisson equation gives

the potential (Ψ) as a function of the volume charge density(ρ) at any point in an

electrolyte solution to be:

∇2Ψ = − ρ

εε0
(1.31)
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TIPS [64] SPC [65] TIP3P [66] SPC/E [62]

rOH0 (Å) 0.9572 1.0 0.9572 1.0

θHOH0 (deg) 104.52 109.47 104.52 109.47

qO (e) 0.80 0.82 0.834 0.8476

qH (e) +0.40 +0.41 +0.417 +0.4238

C12
OO(kcal Å12/mol) 580.0 629.4 582.0 109.47

C6
OO(kcal Å6/mol) 525.0 625.5 595.0 625.5

rOH0 : Equilibrium distance between Oxygen and Hydrogen.
θHOH0 : Equilibrium angle for H-O-H.
qO: Partial charge of Oxygen.
qH : Partial charge of Hydrogen.
C12
OO & C12

OO: Lennard-Jones parameters for the interaction between the oxygen atoms.

Table 1.1: Parameters for some water molecule models.

where the ε is the dielectric constant of the medium and ρ is the density of counter-

ions and co-ions in the medium. The ions will have a Boltzmann distribution in the

potential Ψ(r). The Boltzmann distribution gives the probability of finding a particle

(P ) at the distance r as proportional to:

P ∝ e−
E(r)
KBT (1.32)

By this definition, in a solution that contains ns molecules of salt, the number of

counter-ions with charge Z1 at distance r from the origin is given by :

n1 = nse
Z1eΨ(r)
kBT

(E(r) = ZeΨ(r))
(1.33)

since Z1 and Ψ are of opposite signs, and the number of co-ions(n2)is:

n2 = nse
−Z2eΨ(r)

kBT (1.34)

and Z2 and Ψ have the same sign. Therefore, since ρ = −n1e+ n2e then;

ρ(r) = nse

[
− e

Z1eΨ(r)
kBT + e

−Z2eΨ(r)
kBT

]
(1.35)

and with a 1:1 salt, Z1 = Z2 = 1, So;

ρ(r) = −2nse sinh

(
eΨ(r)

kBT

)
(1.36)
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Figure 1.11: Schematic figure of a charge line with uniform charge distribution[2].

and by substitution of equation(1.36) in the equation(1.31), the Poisson-Boltzmann

equation is arrived at;

∇2Ψ =
2nse

εε0
sinh

(
eΨ

kBT

)
(1.37)

This equation can only be solved analytically for symmetric systems such as plane or

charged line with the uniform charge distribution. Next the solution for mobile charges

around a charged line is investigated in order to provide some insight into the behaviour

of linear polyelectrolytes.

1.5.1 Counter-ion Atmosphere Around a Charged Line

A uniform charged line is a first approximation to a charged polymer. It is a line with

length (L) covered by the uniform distribution of N charged points with distance b = L
N

(Fig 1.11) between them. The electric field(E) around this charge line in the continuum

solvent with a uniform dielectric constant(ε) can be calculated by the Gauss’ theorem;

E(r) =
−e/b

2πεε0r
(1.38)

and the potential(Ψ) is given by;

Ψ(r) = −
∫
Edr (1.39)

so,

Ψ(r) = A+
e

2πεε0br
ln(r) (1.40)

The potential energy(Ep(r)) for a monovalent counterion with the unit charge of e at

the distance r from the charge line is:

Ep(r) = eΨ(r) (1.41)
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Figure 1.12: Radial distribution of the concentration of counterions and co-ions around
a charge line in the solution[2].

and with this potential energy for the counterions in the medium, the Boltzmann

distribution of counterions(D) can be written as:

D = e
− Ep
kBT = D0r

− e2

2πεε0bkBT (1.42)

where D0 = e
− eA
kBT . To simplify of this equation, it is possible to rewrite it as a function

of charge parameter(ξ), where;

ξ =
lB
b

(1.43)

and lB is the Bjerrum length which defines a distance between two opposite charges in

an ion pair such that the electrostatic energy of attraction is equal to kBT , therefore

the Bjerrum length(lB) is:

lB =
e2

4πεε0kBT
(1.44)

So, by these definitions, equation(1.42) can be rewritten as:

D = D0r
−2ξ (1.45)

The number of counterions inside a cylinder with the radius r0 is then proportional to

the integral: ∫ r0

0
D0r

−2ξ2πrdr = 2πD0

∫ r0

0
r1−2ξdr (1.46)

It has to be noted that if ξ > 1 then this integral diverges at the origin(r = 0) which

is typically interpreted as an unstable situation.
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1.5.2 Counter-ion Condensation

According to equation(1.40 and 1.41), the potential energy of counter-ions in the solu-

tion is:Ep(r) = eA + 2lB
b ln(r). Now suppose the counter-ion tries to escape from the

charge line moving from distance, r1, to a larger distance from the charge line, r2. The

difference between potential energy of these two point that the counter-ion has to pay

to move is:

∆Ep = Ep(r2)− Ep(r1) =
2lB
b

ln(
r2

r1
) (1.47)

The entropy of a single ion in volume V is S = kBN ln( V
Nλ3

T
)+ 5

2 where λT = ( 3Nh2

4πmU )1/2.

When the ion (N=1) moves from the smaller cylindrical region to the larger region the

change in entropy is:

∆S = S(r2)− S(r1) = kB ln

(
r2

2

r2
1

)
= 2kB ln(

r2

r1
) (1.48)

So, finally the change in the free energy will be:

∆F

kBT
= ∆Ep −

∆S

kB
= 2

(
lB
b
− 1

)
ln(

r2

r1
) (1.49)

Here, two possible behaviours emerge, one for a line of low charge density (b > lB) and

one for a line of high charge density line(b < lB). For the low density case, ∆F < 0

and the counter ion is free to move, but for the higher charge density, ∆F > 0 and the

free-energy cost is much higher than that gained through an entropy increase. In this

case the the counter-ion is essentially condensed on the line, always staying in close

proximity.

To reiterate, if ξ > 1 then some counter-ions in a polyelectrolyte solution will be trapped

in the vicinity of charge line and a condensed layer of counter-ions will be generated

around the charge line, called ”counter-ion condensation”. These counter-ions reduce

the effective charge density of the charge line until the density of charge on the line

reduces from e/b to e/lb.

According to the above, when ξ is greater than one(high density), the effective charge

felt by the any further un-condensed counter-ions in the solution is e/lB. So, that

an amount of (e/b − e/lB) is neutralised per length. Therefore, the fraction of the

neutralised charges on the charged line (fN ) is:

fN =
e/b− e/lB

e/b
= 1− b

lB
= 1− 1

ξ
(1.50)
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Figure 1.13: effective charge density felt by the counter-ions as a function of charge
density of line[2].

or in the multivalent case;

fN = 1− 1

Zξ
(1.51)

For example, for DNA with b = 0.33nm, lB = 0.7nm and Z = 2 about 76% of the

DNA charges are neutralised.

1.6 Aim of the thesis

In this thesis, by performing MD simulations (armed with the partial charges calculated

by DFT), we aim to:

• Study the electrophoretic mobilities of oligosaccharides with different charge pat-

terning, providing insights into the experimental dependences on length and ionic

strength .

• Study the effect of counter-ions in modifying the electrophoretic mobilities of

charged polysaccharides, investigating the possibility that counterion condensa-

tion can explain experimental results on HGs.

• Investigate the effect of patterning (blockiness or randomness of the charge dis-

tribution) along the chain on the ionic environment around the chain and its

electrophoretic mobility.

• Study the conformation of single chains and the arrangement of multiple chains

in solutions of differing ionic strength, and compare the results with SAXS ex-

periments.



Chapter 2

Transport properties of

Oligogalacturonides

2.1 Introduction

Biopolymers are crucial components of biological systems, and are all, at some point,

disassembled, typically during recycling, remodelling, or digestion, either in-vivo or

in a chemical processing plant. Resulting fragments not only play key physiological

roles in their own right but also contain information regarding the structure of the pre-

digested substrate at the time of processing. Particularly for polysaccharides, which

are routinely remodelled after biosynthesis, and where the molecular biology tools that

have so advanced nucleotide and protein sequencing are simply not available, using in-

vitro digestion and picking up the pieces generated by a controlled dis-assembly offers

hope as a useful tool in polymeric fine structure determination.

Both for understanding the behaviour and biological function of oligosaccharides, and

in order to exploit fragmentation as a tool for polysaccharide fine structure elucidation,

the detailed measurement of the structure of such pieces is a pre-requisite. Some

progress has been made using several different chromatographic methods in an attempt

to separate and identify different, but similar, oligosaccharide species. However, the lack

of a quantitative predictive framework for the transport behaviour of different oligomers

in the presence of different external fields and with different solvent conditions and

interacting stationary phases, has hampered the rapid assignment of species. Herein,

we report the results of molecular dynamics (MD) simulations that have been performed

in order to calculate the free solution electrophoretic mobilities of oligogalacturonides,

23
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and compare these with the existing results of experiments carried out in our research

group using capillary electrophoresis (CE) .

For DPs of larger than around 25 the symmetrical scaling of charge and hydrodynamic

friction coefficient means that pectin and HG chains, regardless of their DP, elute

according to their average charge density[67]. For high charge densities it should be

noted that this electrical-transport-determining charge might be modified from that

which would be naively calculated from the structure, by counterion condensation [3].

Nevertheless, this independence of electrophoretic mobilty on DP for HGs means that

each migration time marks species with a unique degree of methylesterification and peak

shapes thus reflect the intermolecular methylesterification distribution (the distribution

of degree of methylesterification among chains) of the sample [68]. However, it has been

predicted theoretically [69], and previously detailed experimentally for single stranded

DNA [70] and for oligogalacturonides [67], that this scaling symmetry breaks down at

smaller DP values. This symmetry breaking at low DP (DP¡25) enables the separation

of distinct fragments obtained from digests of pectic substrates, regardless of their same

average charge density [71].

To help understand and predict the transport behaviour of oligogalacturonides molec-

ular dynamics simulations have been carried out. The GLYCAM force field [72] was

predominantly used, owing to its popularity and development in the field of polysaccha-

rides. Occasional simulations were repeated with another force field (Amber) in order

to assess the robustness of the results. In addition to co-ordinates and force field, the

partial charges of the atoms in system required which were calculated using Quantum

Mechanical calculations, specifically DFT.

2.2 Partial charge distribution of atoms

It is known that the electric charge has a quanta and fractional charges are not physical.

However, partial charges exhibit electronegative or electropositive nature in molecules.

That is; shared electrons spend more time in surrounding of more electronegative atoms

and atoms are assigned partial negative or positive charges because electrons in the

bonds spend more time close to some atom’s cores than others [73].

Schematic representations of a single galacturonic acid residue and its methyl-esterified

counterpart are shown in figure 2.1, which displays the atomic nomenclature used here-

after. All homogalacturonan (HG) substrates of interest are simple co-polymers, with
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Figure 2.1: Galacturonic acid (left) and methylesterified galacturonic acid (right).

different lengths, and different arrangements of these two kinds of residues; galactur-

onic acid (G): negatively charged in our simulation, and uncharged methylesterified

galacturonic acid (M).

In order to consider the effects of the chemical identity (G or M) of the nearest neighbour

residues on the partial charges of a central (G or M) residue, we performed exhaustive

calculations on the 8 possible trimer configurations. Figure 2.2 shows a fully charged

trimer. The non-reducing end of chain, the left hand side residue as drawn, is the residue

where the anomeric carbon (the carbon that has single bonds to two oxygen atoms) is

involved in the glycosidic bond (the covalent bond joining carbohydrate residues). The

reducing end, the right hand side residue as drawn, is the residue where the anomeric

carbon is not involved in the glycosidic bond.

DFT calculations on these substrates were performed at the B3LYP/6-31G* level of

theory in water using Gaussian09 [74]. Figure 2.3 shows the change of total energy

during optimisation steps for a trimer using DFT calculations. When the total energy

optimised, the final configuration was used to obtain the partial charges.

Figure 2.4 shows the electron density cloud around a fully charged galacturonan acid

trimer showing there is a high electron density around the carboxyl group, where the

oxygen atoms are deprotonated. It can also be seen that the negative charge density

reduces slightly from non-reducing end (left) to the reducing end (right).

DFT calculations were also performed for a single galactronic acid residue and its dimer.

Once the DFT calculation is complete then RESP fitting [75] was used to derive the

partial charges on each atom. Table 2.1 shows the partial charges of atoms obtained

for monomer and dimer.

Brief examination of (the considerably more computationally expensive than trimers)

pentamers suggested that neglecting the effects of the second nearest neighbours was
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Figure 2.2: Fully charged galacturonan acid trimer.

Figure 2.3: Change of total energy during optimisation steps using DFT calculation.
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Figure 2.4: Electron Density around atoms in a fully charged galacturonan acid trimer.

Atoms
Dimer Monomer

Non-reducing end Reducing end

C1 0.160060 0.213697 0.107820
C2 0.069492 0.101241 0.247408
C3 0.239617 0.319374 0.182562
C4 0.148244 −0.127350 0.124866
C5 0.184672 0.022523 −0.049232
C6 0.692344 0.741737 0.661662
O1 −0.631480 −0.625848
O2 −0.675782 −0.624604 −0.641497
O3 −0.659510 −0.610483 −0.621077
O4 −0.645786 −0.307443 −0.631079
O5 −0.409474 −0.396290 −0.338341
O6a −0.764069 −0.734936 −0.701024
O6b −0.764069 −0.734936 −0.701024
HC1 0.112488 0.085417 0.098691
HC2 0.060292 0.122966 0.070715
HC3 0.017875 0.020179 0.028932
HC4 0.022626 0.137723 0.053035
HC5 −0.028486 0.070984 0.062914
HO1 0.465160 0.472662
HO2 0.444359 0.414597 0.414232
HO3 0.437460 0.395064 0.400317
HO4 0.414509 0.383306

Table 2.1: The partial charge of atoms calculated for mono and di-meric galacturonic
acid using RESP fitting after DFT calculations.
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Atoms From trimer From pentamer

C1 0.2934 0.2395
C2 0.0021 0.0278
C3 0.3618 0.3297
C4 −0.0023 −0.0164
C5 0.0580 0.0418
C6 0.7601 0.7515
O2 −0.6681 −0.6654
O3 −0.6230 −0.6130
O4 −0.3389 −0.3469
O5 −0.4384 −0.4158
O6a −0.7543 −0.7474
O6b −0.7543 −0.7474
HC1 0.0751 0.0891
HC2 0.0868 0.0925
HC3 −0.0235 −0.0029
HC4 0.0945 0.1055
HC5 −0.0335 0.0406
HO2 0.4360 0.4343
HO3 0.4015 0.4029

Table 2.2: Comparison between the partial charge of atoms calculated for the central
residue from a fully charged trimer and pentamer.

a reasonable assumption. Table 2.2 shows the atomic partial charges for the central

residue for fully charged trimer and pentamer. The partial charges used for the first

and last residues of chains of interest in MD were assigned using the results obtained for

the atoms in the terminal residues of the trimer, shown in figure 2.2. These calculations

were performed on a Intel(R) Xeon(R) 3.50GHz desktop computer and took around 18

hours to complete for each configuration.

Due to the affect of neighbour residues, the total charges calculated by RESP fitting

for each individual sugar residue might not be an exact integer. However, this slight

divergence from residues being completely neutral (for methylesterifed residues) or

completely negatively charged (for galacturonic acid) is non-physical. Especially for

long chains, a small amount of non-integer charge on each residue can lead to a non-

integer charge on the entire chain which is a problem in MD. In particular if this chain

is placed into a simulation box we cannot make the box neutral, and then owing to

the periodic boundary condition (PBC) the system will have a huge amount of non

neutralised charge. To deal with this issue we add all partial charges belonging to a

specific residue and then, if this diverges from an integer number a small amount of

charge is spread over the all atoms in order to achieve an integer charge (0 or 1) for
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each individual residue.

Tables 2.3 and 2.4 show the partial charges of atoms calculated respectively for the

central and end residues for the different trimer configurations. M labels methylester-

ified galacturonic acid residues; and G, galacturonic acid residues; while non-r labels

the non-reducing end of the oligomer and r, the reducing end. Superscript shows the

type of adjacent residue(M or G). The electrophoretic mobility simulations were carried

out in phosphate buffer, in order to match the experimental conditions as closely as

possible, and as such the partial charges of the electrolyte atoms were also calculated

and are shown in Table 2.5.
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Table 2.5: The partial charges for atoms of the phosphate ions used in the MD simu-
lations.

H2PO−
4 HPO−2

4

atoms partial charges atoms partial charges
P 1.008824 P 0.910761
O1,O2 −0.759102 O1,O2,O3 −0.856866
O3, O4 −0.664733 O4 −0.714562
HO3

, HO4
0.419422 HO4

0.374399

2.3 MD simulation details

Armed with reliable partial charges obtained from the quantum mechanical calculations

of a set of trimer sequences, larger HGs were constructed in-silico and MD simulations

carried out. SPC/E water molecules [62] were used. The temperature was maintained

at 298 K using a Berendsen thermostat [76], all bonds were kept constrained, and the

pressure was kept fixed at 1.0 bar using the Parrinello-Rahman algorithm [77]. Periodic

boundary conditions were applied and the integration step was set to 2 fs. Coordinates

were recorded every 500 steps for the first nanosecond in order to calculate a molecular

diffusion coefficient, and subsequently an external electric field was applied, with co-

ordinates recorded every 5000 steps in this part of the simulation. The Particle Mesh

Ewald summation method [78] was used in order to treat the long-range electrostatics.

The simulations were performed using supercomputing facilities available through New

Zealand eScience Infrastructure(NeSI). Between 20 and 250 ns of simulation could be

carried out per day depending on the length of the saccharide moiety.

The initial configurations of the oligogalacturonides were generated based on those

available at glycam.org, with bonded and Lenard-Jones parameters retrieved from the

GLYCAM force field [72], which has been specifically developed to simulate the dy-

namics of sugars and sugar-like molecules. PyMol software [79] was used to perform

methyl-esterification of selected galacturonic acid residues. MD visualization was per-

formed using VMD [80]. Phosphate buffer was simulated by mixing HPO4
−2 and

H2PO4
− anions to obtain a specific ionic strength, and finally the whole system was

neutralised by Na+ cations. 200ps of simulation was performed for both the NVT and

NPT ensembles, which are canonical and Isothermalisobaric ensembles respectively,

prior to the start of the simulation proper, which was sufficient to achieve equilibrium

of temperature, pressure and density. After 1 ns of simulation without the presence of

any electric field, simulations were run in which external electric fields were applied,

typically with E = 0.01, 0.02, 0.03 and 0.04 Vnm−1.
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Figure 2.5: The mean square displacement, MSD, of the centre of mass of a pentameric
oligogalacturonic acid molecule versus time. The diffusion coefficient is extracted from
the gradient.

2.3.1 MD Box Size correction

Figure2.5 shows the mean squared displacement of the centre of mass for the simulated

molecule versus time, from which self-diffusion coefficients, D, were extracted from the

slope of the linear regime (Equation 2.1).

D = lim
t−→∞

∂

∂t

〈|r(t)− r(0)|2〉
6

(2.1)

Using periodic boundary conditions are essential in MD, but these restrictions effect

on the calculated diffusion coefficient of particles inside the system. Figure 2.6 displays

how the calculated diffusion coefficients scale with box size, and how, by applying the

equation 2.2, values calculated with any size of box can be corrected to give a physically

realistic value (that would obtained from a very large box).

Dmd(L) = D0 −
kBTξEW

6πηL
(2.2)

where Dmd is the diffusion coefficient calculated from MD simulation, D0 is the diffusion

coefficient, T is the absolute temperature,η is the solvent viscosity, ξEW = 2.83729 [81]

is the self-term for a cubic lattice and L is the size of simulation box [82, 83].
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Figure 2.6: The diffusion coefficient for a fully charged pentamer , D, versus reciprocal
box length; circles show the raw data, and squares the data corrected for finite size
affects as described in the text.

The diffusion coefficient of chains and their mobility has a linear relation described by

the Nernst-Einstein equations;

D =
kBT

Qeff
µ (2.3)

where Qeff is the effective charge on the chain. This relation can be used for finding

effective charge on the chain using known mobility and diffusion coefficients of a par-

ticular particle. Combining equation 2.3 and equation 2.2 leads to a similar box size

correction for the electrophoretic mobility of chains, which can be rewritten as;

µmd(L) = µ0 −
QeffξEW

6πηL
(2.4)

2.3.2 Effect of Viscosity of SPC/E Water

In addition it is well known that while SPC/E water performs well in MD in many re-

gards, it does not exactly reproduce its viscosity and, as such, when transport properties

are of interest, the calculated mobility must be scaled by the ratio of the viscosity of

SPC/E water and the viscosity of the actual physical solution in which the experiments

being modelled were carried out.
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Dη =
ηSPC/E

ηH2O
D0 (2.5)

The scaling relationship can equally provide a reliable method of correcting the results

of the electrophoretic mobility simulations for the effects of finite box size and viscosity

correction.

2.3.3 Effect of External Electric Field on the Ionic Distribution around

the Chain

It should be noted that, owing to the short lengths of time for which MD can be real-

istically simulated, to observe reasonable displacements of the molecules under study

requires that the electric fields applied in MD are significantly greater than those ap-

plied in the experimental situation. It is therefore pertinent to ensure that the field

used in the simulations is not so large that it perturbs the ion atmosphere significantly

during its application. Figure 2.7 shows the radial distribution function of sodium

counter-ions around an HG molecule comprising of 25 charged residues upon applica-

tion of external electric fields with different strengths. It can be seen that while the

application of fields larger than 0.1 V nm−1 substantially modify the distribution of

the ions, smaller fields can be safely applied with minimum perturbation.

2.4 Electrophoretic mobility as a function of degree of

polymerisation

To determine the electrophoretic mobilites of a chain, after doing simulation for 1 ns

without any external field to calculate the diffusion coefficient, we turn on the external

field to monitor the movement of chain during the simulation time. An external electric

field is applied in the positive Z direction and the negatively charged chains move in the

opposite direction. Figure 2.8 shows the motion of centre of mass for a fully charged

trimer under the influence of different external electric fields. As it is shown in the

figure 2.8, there are a linear regions that we can use to extract the drift velocity of

chains for specific external electric fields.

There is a linear relationship between the drift velocity of a charged particle and the

applied electric field, with a constant of proportionality which is the electrophoretic

mobility (Equation 2.6);
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Figure 2.7: Radial distribution function of counter-ions around a fully charged
chain(DP25) in present of external electric field with different strengths, showing the
effect of an applied electric field on the form of the ion distribution around the poly-
electrolyte.

Figure 2.8: Displacement of centre of mass for a fully charged trimer in the affect of
different electric field.
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Figure 2.9: Drift velocity of fully charged oligogalacturonides with different DPs versus
electric field.

v = µE (2.6)

Having a sequence of drift velocities corresponding to different external electric field

strengths, we can plot a linear graph of drift velocity versus external electric field

strength. By looking at equation 2.6 we can see that the gradient of this graph is the

electrophoretic mobility of the particle under study. Figure 2.9 shows the raw drift

velocity versus electric field data for a series of fully charged oligogalacturonides with

DPs ranging from 1 to 50 calculated using molecular dynamics simulations as described

herein. The latter simulation takes around one week to complete as opposed to several

hours for the shorter chains.

Figure 2.10 displays how the extracted electrophoretic mobilities of different species

scale with DP in 50 mM sodium phosphate ionic strength background electrolyte. It

is shown that after about DP25 the electrophoretic mobility become length indepen-

dence. For the short chains (DPs less than 25) the electrophoretic mobility scales

logarithmically with DP (See Inset in Figure). This behaviour has been previously re-

ported experimentally for other charged biopolymers[84]. This DP independence after

a certain DP allows us to compare results of DP25 with the experimental data which

are usually for long chains (∼DP 50-100).
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Figure 2.10: Electrophoretic mobility of fully charged chains versus degree of polymeri-
sation in 50mM of phosphate buffer. Fitted line in inset is µ = b + a ln(DP ), where
b = 2.18± 0.006 and a = 0.63± 0.03.

Figure 2.11a displays how the MD predictions (Solid Lines) of the electrophoretic mo-

bilities of these different species scale with DP, and includes calculations performed in

30, 50 and 90 mM ionic strength sodium phosphate background electrolyte(BGE). Also

shown are several experimental datasets points available in the literature. It can be

seen that for oligogalactronic acids of DP 5 or less the MD simulations do an excellent

job of quantitatively predicting the electrophoretic mobility, capturing both the DP

and ionic strength dependence.

Above DP 5 the data (at all ionic strengths) can be seen to begin to deviate increasingly

from the MD predictions (Figure 2.11a) . Also shown in the figure as a dotted line

against the right hand axis is the experimental result obtained in 50 mM BGE from

longer (DP ∼ 100) homogalacturonans [3]. It can be seen that the experimental data

at the same ionic strength as a function of DP indeed approaches that value as the DP

increases as expected. It is speculated that the discrepancy between the experimental

work and MD data found for longer DPs may arise from an increase in viscosity above

that of water. Given that the predictions of DP5 fit well without adjustment and that

in previous work the DP 100 HGs required a scaling of a factor around 1.18 to map

the MD predictions onto the experimental data it is not perhaps surprising that this

scaling factor is a function of DP. This scaling factor is shown in figure 2.11b, and

pragmatically allows the MD results to be mapped to an experimental prediction.
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(a) (b)

Figure 2.11: a) The electrophoretic mobilities of different species scale with DP in 30,
50 and 90 mM ionic strength sodium phosphate BGE. b) Scaling factor of MD results
to be mapped to an experimental prediction. Lines in (a) and (b) are guides to the eye.

2.5 Electrophoretic mobility for nm Oligomers

In the previous section it was shown that the ionic strength of the background elec-

trolyte has an important impact on the electrophoretic mobilities of charged polysac-

charides particularly for the long chains. In this section the effect of phosphate buffer

on the mobility of short oligomers with different charge patterns is investigated. Figure

2.12 shows the configuration of charged GalA residues, (open circles), and uncharged

methylestified residues, (solid black circles), for different species with the notation of

nm where n and m are degree of polymerisation and number of methyester group on

them respectively. As it is not observed in the enzymatic digests used to generate these

species experimentally that terminal residues of oligomers (neither reducing end nor

non-reducing end) can be methylesterified[85], the simulated species also do not have

either of the two ends methylesterified.

Figure 2.13 shows how the electrophoretic mobilities of specific oligogalcturonides, of

varying DP, n, and number of methylesterified residues,m, that have been selected owing

to their prevalence in enzymatic digests of pectin and relevance to plant biology, vary

with ionic strength. The vast majority of the species examined here (and indeed those

most easily characterized experimentally in digests) have a DP of less than six and,

as such, the comparison of the MD predictions with experiment is undertaken without

the scaling required for longer-DP fragments as described in the previous section.

Figures 2.14a and 2.14b compare the electrophoretic mobilities predicted by MD to
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Figure 2.12: Configuration of charged residues,open circles, and methyl-esterified
residues (uncharged), solid circles for nm oligomers.

Figure 2.13: Electrophoretic mobility of nm oligomers in different phosphate buffer
concentration(I).
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(a) (b)

Figure 2.14: The electrophoretic mobilities predicted by MD to available experimental
data for a set of partially methylesterified oligomers, at a) 50mM, b) 90mM ionic
strengths.

available experimental data for a set of partially methylesterified oligomers, at two

ionic strengths, where indeed the agreement can be seen to be reasonable.

This information should be helpful in designing experimental conditions that optimize

the resolution of particular species, and allows for the prediction of electropherograms.

Of particular interest for the optimization of the experimental electrophoresis conditions

(such as the ionic strength of the BGE) and the preliminary identification of species is

to be able to predict the order of migration of the different oligogalacturonides. This

is particularly valuable for species where standard samples are not available or easily

obtained.

Table 2.6 shows the order of migration of galacturonides obtained experimentally (from

an endo-PG II digest of a partially-methylesterified pectin (DM 31% randomly dis-

tributed)) and in particular how the order of some of the species changes as the ionic

strength is varied between 30 and 90 mM. Also shown in the table 2.6 are the results

of our simulations which can be seen to correctly predict the order of migration of the

oligogalacturonide species (and the co-elution of some species) as a function of ionic

strength.

Furthermore, Figure 2.15 shows how the electrophoretic mobilities of species of varying

DP, n, vary as the number of methylesterifed groups,m increases from 0 to n-2. It is

shown that by adding consecutive methylester groups to a chain the mobility of the

oligomer reduces linearly, (with a gradient dependent on DP). The gradient of mobility
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30 mM 50 mM 90 mM
Exp MD Exp MD Exp MD
42 42 42 42 42 42

10 10 10 10 31 52 31 V Close
31 31 31 31 31 52 52 V Close
52 52 52 52 10 10

62 62 62 62 62 62

41 41 41 41 41 41

20 20 20 51 20 V Close 51 51

51 51 20 51 51 V Close 20 20

30 30 30 30 30 30

Table 2.6: The migration order of different fully and partially charged oligogalactur-
onides in free solution capillary electrophoresis with different ionic strength BGE. Ex-
perimental data compared with the predictions of MD. V Close, denotes that the results
of the mobility calculations for the two species are very close to each other.

Figure 2.15: The electrophoretic mobilities of species of varying DP, n, vary as the
number of methylesterifed groups,m increases from 0 to n-1, the ionic concentration is
90mM.
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Figure 2.16: Electrophoretic mobility of n0 oligomers (fully charged) as a function of
ionic strength.

change for short oligomers is higher than longer oligomers, and as it is plotted in the

inner graph in figure 2.15 this gradient scales with DP, n, as an exponential decay. This

figure should be of help to experimentalists in predicting the electrophoretic mobility

of particular species.

2.6 Dependence of electrophoretic mobility of n0−mers on

ionic strength

Figure 2.16 shows how the electrophoretic mobilities of specific DP oligogalcturonides,

is calculated to vary with ionic strength. This figure can be divided to two parts,

part1 for oligomers below DP3 and part2 for oligomers above DP3. It is possible to see

that the electrophoretic mobility of oligomers with DP below DP3 increases with ionic

strength and above DP3 the mobility decreases with ionic strength. For long chains

increasing the ionic strength generates more counter-ions interacting strongly with the

chain, leading to more neutralisation and less mobility (Counterion condensation is

discussed extensively in the next chapter). But for DP less than 3 the small size of

fragment and less possible room for counter-ions to interact with the oligomers means

this condensation compensation mechanism is not active.
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Figure 2.17: Proposed Cover Picture to the ELECTROPHORESIS journal which repre-
sents the high mobility of fully charged hexamer compared to partially charged species.



Chapter 3

Electrophoretic Transport of HGs

3.1 Introduction

The biological function of many polysaccharides, including several that are important

in mammalian physiology, from the chondroitin and dermachondan sulphate strings

that hold collagen fibrils in perfect register [86, 87, 88, 89] to the multi-functional

heparin [90, 91, 92] depends on the patterning of charged residues along the backbone.

Detailed structure-function understanding then depends on the reliable measurement

of the distribution of charge-carrying groups. This means that for HGs (the focus of

this work) the sequence that denotes the state of methylesterification of the individual

residues should be ascertained. But with polysaccharide fine structure being routinely

re-modelled to optimise its function, as a function of its position or time (in-muro or

in the processing plant) , each HG chain in a sample presented for analysis can possess

a different pattern of methylesterification.

It has previously been argued that measuring the intermolecular distribution of de-

gree of methyl-estrification (DM) (the relative numbers of chains possessing slightly

different chain-averaged DM) has some advantages in sample characterisation over the

more traditionally used fragmentation approaches. It pursues information regarding

intramolecular sequences and that by measuring and modelling this intermolecular dis-

tribution, significant progress in generating faithful ensembles of chains can be made

[93, 94]. The success of this methodology clearly relies on having an experimental tech-

nique that can faithfully measure the intermolecular distribution of DM. This has been

successfully demonstrated using HG samples that had been randomly demethylester-

ified from a high-DM starting substrate to obtain a series of samples with different

45
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Figure 3.1: Electrophoretic mobilities, µ, measured for pure HGs and a number of
pectin samples, gathered from the literature, as a function of the fraction of the sugar
rings charged, z, and the dimensionless polyelectrolytic charge density parameter, ξ,
described in the text.

sample-averaged DM values [94]. The agreement obtained, not just for the measured

average DM values, but also for the known form of the DM distributions, attests to

the fact that the empirical relationship used between the mobility and the fraction

of charged residues in a chain (Figure 3.1) is a reasonable description of the actual

physical relationship.

It is clear from the data in figure 3.1 that, in the region in which the majority of previous

work in the literature has been carried out, corresponding to fractional charge density

(the number of charged residues divided by the total number of residues comprising

the chain), z ∼ 0.1 - 0.6, there is a well-defined consistent relationship, wherein simple

linear regression analysis based on the mobility of surrounding standards can yield a

reasonable estimate of the DM of an unknown sample from its electrophoretic mobility

[95]. However it is also abundantly clear that at higher vales of z (lower DM) the depen-

dence of electrophoretic mobility on the fractional charge (as calculated naively from

the structure as 1-(DM/100)) is modified. In this regime chains migrate consistently

with lower charge densities than might be naively anticipated from their structures if

an extrapolation of the linear relationship is assumed, reminiscent of the postulates of

counter-ion condensation theory [84, 96, 97, 98, 99]. It should be noted that although

in detail both the chain conformation and the pK a of the galacturonic acid residues

will change with DM the effect of these changes on the electrophoretic mobility are
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expected to be minor owing to the relatively high intrinsic stiffness of the uncharged

chains (in contrast with proteins) and the experimental pH respectively [100].

Conceptually, counter-ion condensation in polyelectrolyte solutions can be understood

by considering the distribution of ions around a charged line as described by Poisson-

Boltzmann theory.In this model the fine structure of the polyelectrolyte (the precise

patterning of the charged and uncharged residues) is simply mapped onto a charged-line

model by setting a uniform spacing of charges on the line that corresponds to the average

spacing found on the polyelectrolyte. The abstracted charged lines are subsequently

characterized by a so-called polyelectrolyte charge parameter(as described in chapter

1), ξ, defined by ξ = lB
b , where lB is the Bjerrum length and b is the uniform distance

between charges (Described in more detail in Chapter1). Physically the Bjerrum length

represents the distance at which the electrostatic interaction energy between two single

charges is equivalent to the thermal energy, and in water at 298 K is around 0.7 nm.

The distance between charges placed on the line is defined as described as b =< li >

where li is distance between the centre of mass of two neighbouring charges on the

polyelectrolyte.

The electric field, E, and concomitant potential around such a uniformly charged line

in a continuum solvent with a uniform dielectric constant ε can be calculated by Gauss’

theorem. Subsequently, with the position-dependent potential-energy in hand, the

expected probability distribution of counter-ions around such a uniformly charged line

can be described as a function of radial distance from the line, r, simply using the

Boltzmann equation

P = P0r
−2ξ (3.1)

where P0 is a constant that ensures the cumulative probability sums to 1.

In the case where the spacing between charges on the line used to model the polyelec-

trolyte is significantly greater than the Bjerrum length then ξ can be extracted from

equation 3.1 if the distribution of the counter-ions about a polyelectrolyte is known.

Such strategies have been pursued experimentally by techniques such as anomalous

small angle x-ray scattering (ASAXS) that aim to measure the ion distribution directly

[101, 102, 103, 104]. The basic argument for the existence of more complex behaviour at

increased charge densities, and the proposal of the so-called condensation of counter-

ions, originates from attempting to integrate equation 3.1 in order to calculate the

number of counter-ions inside a cylinder of fixed radius and unit length. In this case

the integrand contains the radius to the exponent (1-2ξ) so that when ξ > 1 (that
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Figure 3.2: Schematic representation of counter-ion condensation when the charge spac-
ing becomes less than the Bjerrum length(lB).

is; the charge spacing becomes less than the Bjerrum length, figure 3.2) the integral

diverges at the charged line, signalling that such a form for the counter-ion distribution

is unstable under these conditions, and suggesting that in reality a tight binding of a

certain number of counter-ions to the chain effectively limits ξ to values less than 1.

Indeed, under these conditions, when a single average charge spacing, b, can realisti-

cally be used to define ξ then it has been shown that a fraction of counter-ions, 1-(1/ξ),

become condensed [99].

It is noteworthy that in figure 3.1 the simple linear relationship between electrophoretic

mobility and naively-calculated charge density indeed appears to break down at a poly-

electrolyte charge parameter close to that of 1. Manning’s counterion condensation

theory has previously been found to be useful for the description of the behaviour of a

number of polyelectrolytes of both synthetic and biological origin,[105, 106, 107, 108]

and while more complicated and rigorous models do exist, [109, 110, 111] these do

not presently appear to be able to capture the available experimental data. In pre-

vious studies using HGs as model polyelectrolytes the key relationship that was used

to map a chain’s electrophoretic mobility to the fraction of methylesterified residues

it contained, (1-z) where z is the fraction of charged groups, was obtained empirically

from the data shown in figure 3.1 [94]. Hypothesizing that the form of the relationship

shown in figure 3.1 does indeed signal that counter-ion condensation is important at

low degrees of methylesterification, raises the question of what role local condensation

might play in determining the mobility of samples with high degrees of methylesterifi-

cation, but with non-random, blocky, fine structures. How many singly-charged sugar

residues can be placed next to one another, sandwiched between neutral sugar residues,

before local condensation effects modify the ion distribution and effect the measured

electrophoretic mobility?
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Figure 3.3: Snapshot of fully charged 25-mer after 5ns MD simulation.

Herein it has focussed on existing experimental data which compares the electrophoretic

mobilities of just such locally blocky samples with sister-samples of similar average

DM but with random DM distributions. It is shown that Molecular Dynamics (MD)

simulations can not only explain the differences found in this case, but can also provide

a prediction of the form of figure 3.1, for random patterns, that agrees well with the

experimental data, both illuminating the role of counterion condensation and paving

the way to allowing fine structure predictions for non-random samples to be mapped

to predicted experimental electrophoretic mobility distributions.

3.2 MD on HGs

Following the same protocol of chapter 2 for setting up the simulations, larger HGs

were constructed in-silico (figure 3.3) and MD simulations carried out. 200 ps of

simulation was performed for both the NVT(canonical) and NPT(Isothermalisobaric)

ensemble prior to the start of the simulation proper, which was sufficient to achieve

equilibrium of temperature, pressure and density(fig.3.4 a,b and c). After 1 ns of

simulation without the presence of any electric field to have an equilibrium distribution

of atoms, simulations were run in which external electric fields were applied, typically

with E = 0.01, 0.02, 0.03 and 0.04 V nm−1. Additional details regarding the MD

simulations are provided in table3.1.

Having established the equilibration conditions, the strength of electric fields that could

safely be applied in the simulations, and how the results could be corrected to account

for the effects of the finite box size and the underestimated viscosity of the simulated

water (as discussed in detail in the previous chapter), simulations of the dependence of

the electrophoretic mobility of HGs on fine structure were carried out. Figure 3.5 shows
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Figure 3.4: a) Temperature, b) pressure and c) density profile for a simulation of a fully
charged 25mer.

Table 3.1: MD simulations details.

DM% #HG #HPO−2
4

#H2PO− #H2O #Na+ length of box(nm)

20 1 36 36 79312 128 13.372
40 1 36 36 79309 123 13.372
48 1 36 36 79302 120 13.372
60 1 36 36 79300 118 13.372
80 1 36 36 79305 113 13.372
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Figure 3.5: Illustration of the simulation procedure: Drift velocities, v, for molecules
of interest are obtained from the slope of plots of the centre-of-mass coordinate, z,
movement versus time, and plotted against applied field strength, E, (Inset), from
which the electrophoretic mobility was obtained.

how a typical simulation was performed by monitoring the position of the centre-of-

mass of the molecule in question as a function of time, extracting a drift velocity, and

repeating the simulation while incrementing the strength of the applied electric field.

From this electrophoretic mobilities were extracted (using µ = v
E ), and subsequently

scaled as described to produce quantitative experimental predictions.

3.3 Electrophoretic mobility as a function of the charge

patterning

Here the amount and distribution of galacturonic acid and methyl-esterified galactur-

onic acid residues along the chain are modified and the effect on the transport behaviour

observed. Having different charge densities on the chain will change the ionic environ-

ment around the HG and it is expected that at some point, when the average distance

between charge residues is less than Bjerrum length, counter-ion condensation will oc-

cur. This counter-ion coating is expected to reduce the electrophoretic mobility .

HG samples, which provide a substantial amount of the prior experimental data [94],

typically have a degree of polymerisation(DP) of around 100 residues, while pectin

samples (comprising of several HG domains that are linked together) are larger still.
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Molecules this large are currently challenging to study in-silico becoming prohibitively

time consuming to simulate as their size increases dramatically and it is not possible to

do simulation with a very long chain. However, experimentally it is known that above a

length of around 20-25 residues fully charged oligosaccharides with different degrees of

polymerisation exhibit experimentally indistinguishable electrophoretic mobilities[67].

Moreover, the MD simulations carried out in the last chapter also show that the elec-

trophoretic mobilities of oligoglacturonides are not dependent on DP above around 25.

Simulating 25-mers then is a good compromise between investigating species containing

enough residues for patterning to be investigated while gleaning results relevant to even

larger HGs in a reasonable simulation time.

3.3.1 Methylesterified Substrates

The distribution of charged (G) and uncharged (M) residues can be randomly or blocky.

Table 3.2 shows the fine-structure of several (DP=25) HGs, each with different specific

sequences of methylesterification, whose electrophoretic transport was investigated us-

ing MD. Simulations were first carried out for several different molecules possessing the

same chain-averaged DMs: typically two different sequences that had been generated

randomly and one with a regular placement of methylesterification were investigated

(Shown in Table 3.2).
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Figure 3.6 shows the results of these molecular dynamics simulations superimposed

on experimental data[94] of electrophoretic mobility versus fractional charged residues,

z, as shown in Figure 3.6. The quantitative agreement obtained with only one vari-

able parameter is remarkably good, and suggests that the MD simulations capture the

important physics of the transport of these polyelectrolytes well. (This variable pa-

rameter can be incorporated as a scaled viscosity and in this case would correspond

to an increase compared to water to a value of around 1.06 mPa s, some 20% larger

than that of pure water, but eminently reasonable considering the local concentration

of polymer present in the sample zone of the separation.) Motivated by this obser-

vation we examined more closely the spatial distribution of ions around the HGs and

their dynamics in order to illuminate how these changes ultimately yield the observed

transport behaviour particularly for systems with z > 0.6 where there is a possibility

of having counterion condensation around the chain.

Figures 3.7 (a and b) show the number density of counterions as a function of the

radial distance from the chain, R, obtained for several HGs. In all cases, a regime is

observed where the ion concentration varies as a ’diffuse layer’, that is; as predicted

by the Poisson-Boltzmann (PB) equation described in chapter 1 . Fitting the data

in this region to the PB model allows the extraction of a polyelectrolyte parameter,

ξ, which gives the ratio of the Bjerrum length(lB) to an average charge spacing along

the backbone(b)(ξ = lB
b ). In cases where the HG samples were highly methylesterfied

(>40%) the average charge spacing predicted in this fashion was indeed found to be close

to that which would have been predicted simply from counting every unmethylesterified

carboxyl group as a single electronic charge and using inter-charge spacings obtained

directly from the molecular structure.

However, as the putative charge spacing calculated in this way decreases and becomes

less than the Bjerrium length, the ions in the diffuse regime appear from their distribu-

tion to be surrounding a polymer of significantly lower charge density than expected.

These more sparsely methylesterifed samples have an chain-averaged polyelectrolyte

parameter of greater than 1 and as such are indeed predicted to exhibit counterion

condensation yielding an ion-decorated chain with reduced charge density compared to

the naked polyelectrolyte. Details of the results of these simulations are given in Table

3.3, including a comparison of the linear charge density, λ, (electronic charges per nm)

both naively calculated from the structure and extracted from the fits to the simulation

results as described.

It has been suggested previously that, by monitoring a point of inflection in a plot of

the fraction of ions found within cylinders of certain radii as a function of the radii,
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Figure 3.6: Electrophoretic mobilities, µ, measured for HGs and a number of pectin
samples, as a function of the fraction of the sugar rings charged, z, compared with the
results of MD simulations described herein. The lines are splines, added as a guide to
the eye.
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Figure 3.7: Number density (ρ) distributions for counterions as a function of closest
distance from the chain, R, obtained for several randomly methylesterifed HGs with
different DMs. a), linear; b), logarithmic. Lines show fits to equation C = C0R

−2ξ

allowing the extraction of ξ.
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DM% Sample λ ξ = lBλ Eext ξeff λeff =
ξeff

lB
λQions

0 % - 2.016 1.608
0 0.98±0.06 1.20±0.08 0.727
0.01 0.95±0.04 1.19±0.05 0.755

20 %

Sample1 1.605 1.280
0 0.91±0.04 1.14±0.05 0.437
0.01 0.91±0.05 1.14±0.06 0.482

Sample2 1.597 1.273
0 0.90±0.03 1.13±0.04 0.486
0.01 0.89±0.07 1.12±0.09 0.496

Regular 1.608 1.282
0 0.99±0.04 1.24±0.05 0.357
0.01 0.90±0.05 1.13±0.06 0.436

40 %

Sample1 1.182 0.942
0 0.65±0.07 0.81±0.09 0.292
0.01 0.64±0.03 0.80±0.04 0.310

Sample2 1.187 0.947
0 0.65±0.07 0.82±0.09 0.327
0.01 0.70±0.04 0.88±0.05 0.296

Regular 1.223 0.975
0 0.65±0.04 0.82±0.05 0.294
0.01 0.71±0.07 0.89±0.09 0.302

48 % - 1.021 0.814
0 0.64±0.03 0.80±0.04 0.189
0.01 0.64±0.03 0.80±0.04 0.181

60 %

Sample1 0.79 0.630
0 0.55±0.06 0.69±0.08 0.116
0.01 0.53±0.05 0.64±0.06 0.147

Sample2 0.788 0.628
0 0.54±0.06 0.67±0.08 0.140
0.01 0.49±0.09 0.6±0.1 0.172

Regular 0.753 0.601
0 0.41±0.07 0.51±0.09 0.057
0.01 0.51±0.05 0.65±0.06 0.146

80 %

Sample1 0.369 0.294
0 0.30±0.02 0.38±0.03 -0.024
0.01 0.29±0.07 0.36±0.09 0.031

Sample2 0.357 0.285
0 0.27±0.05 0.34±0.06 0.041
0.01 0.28±0.06 0.35±0.08 -0.009

Regular 0.355 0.283
0 0.29±0.07 0.36±0.09 -0.020
0.01 0.27±0.03 0.34±0.04 -0.017

Table 3.3: Linear charge density calculated from the structure λ = e
b (e nm−1), poly-

electrolyte charge parameter, ξ, external electric field applied during calculation in V
nm−1, effective charge parameter, ξeff , calculated by fitting ρ0R

−2ξ to the simulation
results in the Gouy region, corresponding effective linear charge density, λeff , and the
linear charge density of ’condensed’ ions within the Bjerrum length of the chain.
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a so-called Manning radius can be defined within which ions are taken as condensed

[99]. However, in these simulations, which were primarily concerned with the local

environment around charged regions of increasing but limited extents, such an approach

is complicated by the heterogeneity of the polyelectrolytes of interest. In addition the

HG systems investigated here have a maximum ξ of around 1.6, and are exclusively for

monovalent ions. Under these conditions the inflections clearly seen at higher values of

ξ or for multivalent ions [99] are difficult to locate. For these reasons we turn to the

examination of the restricted nature of the thermal fluctuations of the ions, specifically

the space they explore relative to the Berjum length, as a pragmatic demarcation

between those that are free or condensed. In order to provide further evidence that

simulations capture counterions condensing onto the more highly charged HGs, and that

it is this phenomena that explains both the changes in the electrophoretic mobility and

the modified distribution of ions observed in the diffuse layers, the mobilities of ions at

different proximities from the chain were examined.

Figure 3.8 (a-c) shows how the radial distance of ions from the chain backbone changes

over the timecourse of the simulations; the data points represent the average, and

the bars represent the standard deviation of the fluctuations in the position. When the

degree of methylesterification is high (c: 80%) (the charge density is low) all ions appear

relatively mobile and none of them spend long times within a Bjerrium length of the

HG backbone (indicated by the dashed line and the shaded section). In contrast, as the

degree of methylesterification decreases (b: 40% and a: 0%) (so that the charge density

increases and the naively calculated polyelectrolyte parameter approaches or passes one

respectively) the motion of several counterions become constrained. In particular for

the completely charged chain several ions are now found only in the proximity of the

chain (closer than the Bjerrium length) over the entire length of the simulation. These

are identified as the condensed ions. While this assignment is somewhat pragmatic

it finds justification by observing that the linear charge density of ions selected in

this manner closely resembles the amount by which the linear charge density of the

polyelectrolyte, λ, is found to be modified (table 3.3). That is; selecting condensed

ions according to this definition and using their linear charge density to calculate the

appropriate value for the ion-decorated chain is consistent with the reduced value of

linear charge density extracted using the simulated ion distributions.

3.3.2 Substrates Exhibiting Blockwise Demethylesterification

Finally attention is focused on results from samples where, although the overall chain-

averaged degree of methylesterifcation is not low enough for significant condensation
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Figure 3.8: The radial distance of each ion from the chain backbone over the timecourse
of the simulations (a, b and c; DM 0, 40 and 80 % respectively). Data points show the
average position, and the bars represent the standard deviation of the fluctuations in
the position over whole simulation. The dashed line denotes the Bjerrum length, and
the greyscale-darkness of the region of space in closer proximity to the chain represents
the fraction of the backbone charge effectively neutralised by the counterions.
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Figure 3.9: Measured electrophoretic mobility distributions of DM ∼ 47(a) and DM
∼ 57% (b), along with pictures of fine-structures that have been investigated in MD,
placed at a position corresponding to the resulting calculated mobility. Experimental
data from [3]. BLK and RND refer to blocky and random distribution respectively.

to take place if the distribution of the charged groups along the chain was random,

high localized charge densities can nevertheless occur. In this case these locally blocky

charge distributions have been introduced into the fine structure in the experimental

samples by a processive enzyme [112].

As can be seen in Table 3.2, such sequences do possess local blocks of unmethylesteri-

fied regions. Figure 3.9 (a) and (b) shows the comparison of MD simulation result (this

work) and experimental output[3], with the time-axis transformed to electrophoretic

mobility, overplayed with several different fine structures that have been placed in the

figure according to their predicted mobilities that have been obtained through MD simu-

lation. It is clear that in the DM range examined the differences in the electrophoretic

mobility of samples possessing random or blockwise intramolecular distributions of

charge can indeed be explained by local counterion condensation, and is captured by

the MD. The results of the MD simulations performed on these blocky fine structures

are also shown in figure 3.6.

So, how blocky does an HG have to be to induce local counterion condensation, thereby

modifying the local distribution of ions enough to affect the measured electrophoretic

mobility of the chain? Figure 3.10 shows how the positions of ions (relative to the

charged block) change over the time-course of the simulations, specifically in the prox-

imity of charged blocks of different lengths sandwiched between two runs of methylester-

ified residues(with 4 methylesterified residues at each side). Once again the points show

the average position of ions, while bars show the standard deviations of the fluctua-

tions. Note that in previous figures R denotes the closest distance between an ion and
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any backbone atom while here r denotes the closest distance between an ion and any

atom within the charged block.

It should be noted that, in contrast to the simulations carried out previously, in some

of these cases partially-condensed species could be observed; that is, ions that spend

a considerable amount of time within a Bjerrum length of the chain before escaping,

as shown in figure 3.11. In such cases the degree of charge that such a block con-

tributes to that reflected by the electrophoretic mobility of the species is approximated

by subtracting the charge of the condensed ions averaged over the timecourse of the

simulation away from that of the residues themselves.

Finally, figure 3.12 shows the fraction of the galacturonic acid residues within a con-

tiguous block that host a condensed ion, as the local block-length increases. Once the

block-length reaches around ten residues the ion-decorated block only manifests some

65% of the nominal charge of the galacturonic residues, consistent with the behaviour

observed for longer galacturonic oligomers, and in line with the 1− (1
ξ ) predicted [99].

In addition an empirical fit to the data below block lengths of ten enables an approx-

imate prediction of the electrophoretic mobility of any fine structure, from its block

length distribution, taking counterion condensation into account without the necessity

of carrying out further MD simulations.
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Figure 3.10: Representative results of the distance of counter-ions and co-ions, r, from
charged blocks of length: 1 (a), 2 (b), 5 (c), 10 (d), and 13 (e), sandwiched between
small methylesterfied blocks as shown. (Note that in previous figures R denotes the
closest distance between an ion and any backbone atom while here r denotes the clos-
est distance between an ion and any atom within the charged block). The dashed
line denotes the Bjerrum length, and the greyscale-darkness of the region of space in
closer proximity to the chain represents the fraction of the backbone charge effectively
neutralised by the counterions.
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Figure 3.11: The behaviour of ‘free’, ‘partially condensed’ and ‘condensed’ ions over the
course of the simulation shown in figure 3.10 (e) (gray, dark gray and black respectively).
Data points show the average position, and the bars represent the standard deviation
of the fluctuations in the position over the presented time.

Figure 3.12: The fraction of charge of galacturonic blocks that is negated by counterion
condensation (the fraction of the galacturonic acid residues within a continguous block
that host a condensed ion) as a function of block length, together with a fitted empirical
relationship to data for block lengths less than 10 residues (A Log(Bx) where A = 0.34
± 0.02 and B = 0.81 ± 0.07), dashed line is 1− 1

ξ .



Chapter 4

Conformation of polygalacturonic

acid

In the previous chapters the electrophoretic mobility of individual HG chains with di-

verse charge patterns and different degrees of polymerisation was studied. In this chap-

ter it is focussed on examination of chains’ conformation and the way that they arrange

themselves in solution at different concentrations and under different ionic concentra-

tions. Specifically these studies have been undertaken with a view to understanding

the results of SAXS experiments carried out on these polyelectrolyte solutions.

One of the key parameters that can be used to describe the conformation of HG chains

is the dihedral angles between sugar residues, represented in figure 4.1 and defined as:

φ = O′5 − C ′1 −O4 − C4

ψ = C ′1 −O4 − C4 − C5.
(4.1)

Whether the individual sugar residues are charged or uncharged has an influence on

these angles and indeed can thereby change the preferred conformation of the chains,

the extremes being two-folded(21) or three-folded(31) helical conformations. (For the

two-folded conformations after traversing two residues along the chain the same ori-

entation of sugar residue is recovered, whereas for three folded conformation three

residues must be traversed to get the same orientation of the following sugar residue

to the initial one). These conformations can be recognised by examining the direction

of C5-C6 carbons relative to each other in adjacent sugar residues. In the case of the

two-folded conformation(21) the angle between C′5-C6′ and C5-C6 is about 180 degrees

, while for the three-folded conformation this angle is around 120 degrees. In highly

64
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Figure 4.1: Schematic representation of disaccharide along with the dihedral angles φ
and ψ.

charged chains the electrostatic forces between carboxyl groups in adjacent residues

favour a maximum distance between charged parts, achieved by a 180 degree angle

between them, and so favour a two-folded conformation. With the residues uncharged

however, the three folded conformation is preferred. Having different chain conforma-

tions can change the interaction of chains with each other and with the surrounding

environment and thus is a crucial consideration in the detailed molecular description

of these macromolecules[113, 114, 115].

4.1 Conformation of dimers

The distribution of dihedral angles as described in equation 4.1 for a charged and

protonated dimer of galacturonic acid is shown in figure 4.2. 20 ns of simulation has

been performed (with the first ns considered as a equilibration time and not included

into the calculations). Frequencies with which particular dihedral angles are present

in the thermal fluctuations, for charged or protonated dimers were calculated and are

shown in figure 4.2. It can be seen that indeed there are two main configurations,

for charged or for protonated dimers, which the fluctuations are centred about, and

that these are those referred to as two- and three-folded conformations respectively. It

should be noted that these results hold regardless of the starting conformation i.e. if

the initial conformations of the dimers were 31 then the protonated dimer stays in this

configuration, (black area in the figure 4.2) while the charged dimer quickly changes its

conformation (red area) and vice versa.
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Figure 4.2: φ vs ψ plot for Charged and Protonated dimer in the simulation and their
frequency.
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Figure 4.3: Schematic representation of pseudo-dihedral angle α.

4.2 Conformation of Longer Chains

As it is discussed in the previous section there is a major difference between helical

conformation of charged and uncharged HGs, which basically results from the com-

petition of intra-residue electrostatic repulsion and hydrogen bonding. In this section

the helical conformation of dp6 and dp25 chains is examined. As well as calculating

dihedral angles around the glycosidic bond in dimer discussed in the previous section,

to investigate the orientation of the residues along the chain in higher DPs and to help

with the interpretation we introduce a pseudo-dihedral angle α as;

α = C ′6 − C ′5 − C5 − C6 (4.2)

for the longer chains as it is shown in figure 4.3. In fact if you look at the chain

through the main axis this pseudo-dihedral angle, α, is the angle between C5-C6 bond

in a residue with C5-C6 in the neighbouring residue.

Defining α in this way helps to distinguish between a predominantly two-folded con-

formation, with almost 180 degrees for α, and a three-folded conformation with α=120

degrees. To study the effect of initial conformation, simulations were performed for

both charged and protonated chains of DP 6 with different initial helical conformations

where 31 conformation taken from carbohydrate builder provided in www.glycam.org

and the 21 conformation came from ref. [116]. PyMOL software [79] used for protona-

tion of chains.

As can be seen in figure 4.4, regardless of initial conformation, the normalised distri-

bution of the absolute value of α in each ns for the protonated chain is centred around

120 ( again the favoured conformation for a protonated chain is 31). In contrast for
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charged chains and there are a good chance of the chain being in the 180 configuration,

although it should be noted that the α distribution for the charged chain is spread over

a large range of angles showing a large flexibility originating largely from the terminal

residues.

The same calculation of α was carried out for DP 25 chains and the comparison with

DP 6, is shown in Figure 4.5. Indeed for the longer chain there is an increased chance

of the 180 configuration and less flexibility to move into other areas of configuration

space.

The conformations of HG chains and their dependence on the charge distribution is

exemplified by observing them in real space. Figure 4.6 shows the 31 conformation,

together with a view through the central axis, and the 120 degree conformation of

carboxyl group can clearly be seen. For a charged chain this conformation quickly

changes during the MD simulation and arrives at a 21 conformation, as it is shown

in figure 4.7. (It should be remembered that especially for smaller oligomers there is

substantial flexibility as discussed - See Figure 4.4).

Figure 4.8 shows the converse, that taking the the 21 conformation as the starting

configuration for a protonated chain it quickly reverts to is preferred 31 conformation

(figure 4.9).

Experimentally one good method for studying the shape of molecules is Small Angle

X-Ray Scattering(SAXS) which can give an idea of the geometry of molecule at atomic

resolution. In the next section MD simulations are investigated as a methodology for

producing configurations that can be used to calculate SAXS profiles from HG chains,

both individually in a dilute solution, as well as at higher concentrations - with multiple

HG chains in the simulation box.

4.3 Introduction to SAXS

Small Angle X-Ray Scattering(SAXS) is a common experimental methodology for

studying the structure of molecules in solution and it is widely used to do research

on the shape and conformation of scatterers. But like all experimental investigations,

the usefulness of SAXS is restricted by the accuracy of the experimental apparatus.

Reducing noise in the SAXS profile for some systems is not an easy job and sometimes

is impossible. Computational studies can help to understand what the scattering of an

ideal system would look like.



CHAPTER 4. CONFORMATION OF POLYGALACTURONIC ACID 69

(a) Initial 21

(b) Initial 31

Figure 4.4: Distribution of pseudo-dihedral angle, α, for charged and protonated DP 6
with different initial conformations. N = 5, is the number of residues linkages in the
chain.
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Figure 4.5: Comparison of normalised frequency of α for dp25 and dp6.

Figure 4.6: 31 conformation considered as an initial conformation for fully charged
DP6.

Figure 4.7: The common conformation of fully charged DP 6 after equilibration time
of simulation.
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Figure 4.8: 21 conformation considered as an initial conformation for protonated DP6.

Figure 4.9: The common conformation of protonated charged dp6 after equilibration
time of simulation.

Many theoretical studies, such as the electrostatic blob model, proposed by De Gennes

et. al. [117], present a complex structure at small length-scales. These studies pri-

marily focus on flexible, model polyelectrolytes, although how relevant such models are

for common, highly charged, and semi-flexible polyelectrolytes is unclear. Knowledge

of the solution state structure of macromolecules is important, not only from a fun-

damental perspective, but also for the design of foods, pharmaceuticals and even the

often heralded organic electronics. Molecular Dynamics(MD) can help to understand

more about the solution state structure of these macromolecules.

Molecular Dynamics(MD) is a method which applies to molecular level studies, calcu-

lating simple mechanical potentials on each atom to find atomic trajectories. Doing

MD on a particular system will make it possible to calculate SAXS profiles and com-

pare with the experimental data. To calculate SAXS profile from MD trajectory after

1ns of simulation (which considered as an equilibrium time) a series of atomic coordi-

nate files(pdb files) were made skipping some steps to reduce the analysing time and

then feed these pdb files to CRYSOL software [118] to calculate SAXS profile of each

individual snapshots of MD. Finally an average over all calculated SAXS profiles was

made to get the SAXS profile of a particular solution. MD simulations are becoming

more accessible with help from High Performance Computing facilities (like NeSI). In

this research systems with a size of up to about 20nm cubed were studied.

Figure 4.10 schematically shows how a scattering process works. An incident beam



CHAPTER 4. CONFORMATION OF POLYGALACTURONIC ACID 72

Figure 4.10: Schematic view of scattering set-up (Adapted from ref.[4]).

(indicated by ki) scatters: hitting the sample and being deflected (shown by ks). Then,

the scattering vector, q, is;

q = ks − ki (4.3)

Since the magnitude of incident and scattered wave vector are equal, 2π
λ , and |q| =

2|k| sin θ,( Figure 4.10) then;

|q| = 4π sin θ

λ
(4.4)

where θ is the half of angle between incident beam and scattered beam, and λ is the

wavelength. Using Bragg’s equation, λ = 2d sin θ,:

|q| = 2π

d
(4.5)

where d is the distance scale in real space between scatterers inside the solution and q

is the scattering vector.

Depending on the shape and size of objects the scattering pattern on the detector

will change. Scattering patterns are usually displayed using radial integrals around

the central point as intensity versus scattering vector. Figure 4.11 shows typical x-ray

scattering profiles of different objects in nano-meter size range. While there is a mostly

linear dependence of the SAXS pattern for a rod shaped object, there are resonances

for more complicated objects such as spheres that depend on the size of the objects.

These graphs are helpful in order to compare SAXS profile of samples to get an idea of

configuration of particles inside it. For example having a SAXS profile with a slope of

one shows that in real space there are rod shaped objects inside sample, or it is possible

to compare the spherical SAXS profile with some SAXS data of some folded globular
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Figure 4.11: Scattering profile of different objects in nano-meter scale. Adapted from
ref. [5].

proteins [5, 119].

4.3.1 Single Chain

In this section SAXS profiles of single chains are calculated, using trajectories from MD

simulations, and compared with experimental data obtained by this research group at

the Australian Synchrotron. Theoretical SAXS profiles are generated from the trajec-

tories using CRYSOL software[118] described in the previous section.

Figure 4.12 shows the experimental SAXS profile for a fully charged DP 6 oligomer along

with theoretical calculations based on MD simulations performed using two different

force fields, GLYCAM and AMBER. In this dilute regime the scattering profile is

conveniently discussed in two main sections: a low q region (q . 1Å
−1

) and a high q

region (q vales & 1Å
−1

) indicated in the figure by a shaded area. In the low q region an

excellent agreement between the experimental data and theoretical calculation based

on MD simulation is found (using either force fields).

However in the high q region (See inset in figure 4.12), there are clear differences

in the SAXS profiles taken from MD simulations that used AMBER or GLYCAM

force fields. This is perhaps not surprising given that at these extremely small length
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Figure 4.12: SAXS profile of fully charged DP 6, comparison between experimental,
GLYCAM and AMBER force filed.
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scales (that typically have not been accessed with experiments) the SAXS profile is

highly dependent on the exact position of atoms within the sugar rings, which in turn

is dependent on the force field. With improvements in Synchrotron technology this

offers an exciting possibility that such experiments might be used in the future to help

optimise force-fields.

Figure 4.13 compares profiles generated from single snapshots of the atomic positions

(pdb files) from an MD trajectory and an average over many coordinate sets (repre-

senting fluctuations in the equilibrated state). It is striking that due the fact that the

sugar residues in the HG chains are joined by glycosidic bonds, and have intrinsically

rather low flexibility, that there is not a significance difference between SAXS profile

taken from each snapshot and the average (figure 4.13) especially in the low q region.

Therefore, in the case of HG chains in the area of q. 1Å
−1

the result averaged over

SAXS profiles from many configurations is essentially the same as the SAXS profile of

any individual configuration of that chain (including the starting configuration (4.15)).

The real space conformation of chains in figure 4.14 shows that while the chains clearly

change curvature, differences are relatively minor. In contrast with proteins for ex-

amples, where large-scale folding process might take place which change the shape

of molecule significantly and lead to different SAXS profiles, the glycosidic bond in

polysaccharides keeps their overall shape similar and it gives a similar SAXS profile for

each individual snapshot of MD in the low q region.

Figure 4.15 shows the results of the simulated SAXS profile for DP 25. The effect of

the limited flexibility of the chains(figure 4.14), particularly at lower qs as described

above, is investigated further by comparing the result to that which would be obtained

from a rigid rod. The SAXS profile of a rod with a length of 125 Åand radius of 2.5

Å(See Section on Rg fro Estimation of these numbers) was calculated using SasView

software (http://www.sasview.org) and is shown in figure 4.15 along with a SAXS

profile calculated for a fully charged single chain of DP 25. It can be seen that below

q∼ 0.2Å
−1

, corresponding to distance over d = 3.14nm in real space, the chain indeed

looks like a rod and the SAXS profiles match well.

By way of summarising the isolated chain work, figure 4.16, shows the modelled SAXS

profile for DP 6, DP 10 and DP 25 in comparison with the experimental data.

Finally, it is important to return to the high q data, where some variance in the pre-

dicted scattering is seen depending on force-field, and between simulation and experi-

ment. In order to demonstrate the spirit of how the data might be used for force-field

optimisation and parametrisation the dependence of the simulation on the torsion po-

tential was explored. The torsion potentials are one of the key parameters effecting the
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Figure 4.13: Average SAXS profile of single chain DP6 along with the individual SAXS
profiles calculated from snapshots of MD trajectory.

Figure 4.14: Real space view of DP25 and DP6 along the MD simulation.
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Figure 4.15: SAXS profile of a single chain DP 25 and a rod (size as same as the chain
using SasView software).

conformation of the HG chains. Figure 4.17 shows how the SAXS profile changes with

a doubling of the height of the torsion potentials. As expected such a change effects the

SAXS profile in high q region, supporting this contention that in the future such data

might be useful for force field development. However, it can also be seen in figure 4.17

that the other part of SAXS profile (q < 1Å
−1

) are not significantly altered indicating

a robustness to such changes at a larger length-scale.

A key parameter that can be useful to understand the stiffness of a molecule is calcu-

lating the radius of gyration for the molecule during the simulation time. In the next

section the radius of gyration is calculated for HG species to have a better understand-

ing of stiffness of a HG chains.

4.4 Radius of Gyration

Radius of gyration, Rg,is defined as a distance at which a spherical shell having the

entire mass of an object would be placed away from the centre of mass so that moment
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Figure 4.16: Comparison between SAXS profile calculated from MD and experimental
data for HGs with DP6, DP10 and DP25. pH=7 for the experimental samples.
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Figure 4.17: Comparison of SAXS profile calculated using GLYCAM force field with
normal torsion potential and double height for torsion potential barrier.

of inertia of such a shell and the object would be the same, and can be written as;

Rg =

√
I

M
(4.6)

where M is the total mass of object and I is the moment of inertia around a certain

axis.

In polymer studies, this parameter tells us something about the size of a polymer

configuration. For a particular flexible polymer, a high value of Rg means the polymer

has an extended conformation, compared to a compact configuration that would exhibit

a small value for the radius of gyration. Mathematically, the radius of gyration for a

polymer can be calculated as;

Rg =

√√√√ 1

N

N∑
i

~S2
i (4.7)

where Si represents the distance of each monomer to the centre of mass of the polymer

and N is the total number of monomers along the polymer chain. The distance between
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Figure 4.18: Schematic representation of a monomers in a polymer at site i and j with
a distance of rij . Adapted from [6].

two monomers can be calculated as ~rij = ~Sij = ~Sj − ~Si and it is known that;

N∑
i,j

~S2
ij = N

N∑
i

~S2
i +N

N∑
j

~S2
j − 2

N∑
i,j

~Si · ~Sj (4.8)

where the last term is null [6], as Si and Sj are independent vectors from the centre of

mass, so it can be rewrite as 4.8 as

N∑
i

S2
i =

1

2N

N∑
i,j

S2
i.j =

1

2N

N∑
i,j

r2
i.j

and combining with equation 4.7 gives

Rg =

√√√√ 1

2N2

N∑
i,j

r2
i,j (4.9)

This gives a general formula to calculate the radius of gyration for a polymer.

Using equation 4.6 and the moment of inertia for a cylinder around the axis through

the centre perpendicular to the cylinder axis, I = r2

4 + l2

12 , the radius of gyration(Rg)

for a rod with a length of l and radius of r can be calculated by;

Rg =

√
r2

4
+
l2

12
, (4.10)

using this equation for a rod with a radius of 0.25nm and length of 4.8nm, the radius
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Figure 4.19: Distribution of Rg calculated during the MD trajectory for DP10.

of gyration will be 1.39nm. This calculated Rg for a rod is in the range of Rgs for a

HG with DP 10 given in figure 4.19. Figure 4.19 shows the frequency of calculated Rg

for a chain with 10 residues during the MD trajectory. The fitted red line is showing

the Gaussian distribution of the value around the mean.

It is known that the radius of gyration for a random-coil polymer scales power-law with

the length of molecule[120]. Rg ∝ Nν , where N represent the length of polymer. For

an ideal polymer this power factor, ν, is 0.5[120]. However when the stiffness of the

polymer increases then this exponent will increase as well, to 1 for a completely rigid

linear polymer.

It worth to say that in the literatures, the power-low behaviour is observed for the long

enough polymers (in the range of 20-500)[120] which is really time consuming for MD

to cover this range, specially for long chains. Here the radius of gyration for a list of

HGs in a range of DP2-DP21 is reported in figure 4.20. A linear relation can be seen in

this range between Rg and DP demonstrating a rigid behaviour of HGs in this range.

However, fluctuations of Rg, σRg , which is related to the stiffness of the molecule do

increase with the length. The inset in figure 4.20 shows that the standard deviation of

Rg for longer chains increases as they have more freedom of flexibility.
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Figure 4.20: Radius of Gyration as a function of chain length. Error bars are the
standard deviation calculated during the entire MD simulation.

4.4.1 Interacting Chain Regime: Multi-Chain Simulations

SAXS studies can be used to investigate how molecules are arranged in space relative

to one another. It particular it has been known for decades that polyelectrolyte solu-

tions are far from homogeneous and that the long range electrostatic interactions lead

to a favoured length-scale between chains, reflected in a structure factor known as the

”polyelectrolyte peak”. For isotropic particles analytical expressions exist that pre-

dict the form of structure factors, but for longer chains there are no such expressions.

Furthermore, in the case of polymers with heterogeneous charge distributions (such as

blocky HG samples) it is difficult to image how a useful analytical expression would

be derived. Here multi-chain MD simulations are carried out in order to investigate

whether they can capture the interactions of the the HG chains at different concen-

trations and in different ionic environments. To reach this goal, MD simulations were

performed in such a way that several chains are introduced into a single simulation

box filled by water molecules. Chain concentrations (controlled for comparison with

experiment) were calculated as a percentage ratio of the molecular mass of HG chains

to the total molecules mass in the simulation box. E.g. 10 fully charged DP 25 HG

chains in a simulation box with 120582 water molecules is equivalent to a 2% solution

(each chain has a mass of 4396 amu and each water molecules has a mass of 18 amu).

The MD Protocol is essentially the same as described in the previous chapters, with

charged HG neutralized by Na+, and runs carried out for 20ns to 40ns depending
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Figure 4.21: SAXS profile for DP25 with concentration of 2% with indication of struc-
ture factor peak (q∗) and a snapshot of MD trajectory.

on the size of system. The first 5 ns are ignored in the analysis (to be confident of

equilibration).

Figure 4.21 shows the calculated SAXS profile for a C=2.0% solution of fully charged

DP 25 HG chains. The emergence of a structure factor peak at a specific scattering

vector shown by q∗, corresponding to the average distance between chains in real space

can clearly be seen as electrostatic repulsions drive the charged chains to be as far from

each other as possible given the concentration of chains in the box.

Figure 4.22 shows the SAXS profile for two higher concentration systems. It should

be recognised that the form of these curves contains features that are artefacts from

the density step of the simulation box itself (the SAXS profile calculated for a cube

with same size of simulation box is also shown). It can be seen that the first peak

in two SAXS profiles and also the second one at C=8.2% occur in the same place

as those calculated for the box scattering pattern. In figure 4.22 it is also shown (in

real space) that a simulation box with C=8.2%(top) is almost filled with chains (so

that zooming out the simulation space has the appearance of a cube), in contrast with

the low concentration C=0.58%(bottom) - explaining why this is only an issue with



CHAPTER 4. CONFORMATION OF POLYGALACTURONIC ACID 84

Figure 4.22: Box effect on SAXS profile calculation at high chain concentrations. SAXS
profile for DP25 at high concentrations. Solid line is the scattering pattern of a cube
in size of MD simulation box. Right, high and low concentration chain configuration
in the box.

simulating more concentrated systems.

At low concentration, charged chains have a chance to be further away each other

compared to at higher concentrations. So, the structure factor peak should depend

on the concentration of chains in the box (indeed there are analytical forms for the

scaling discussed in due course). This dependence was studied here by running a series

of MD simulations with different HG concentrations. It can be seen in figure 4.23 that,

as expected, the position of the structure factor peak varies with the concentration of

HGs. The red arrows indicate the position, q∗s, of the structure factor peak.

Figure 4.24 shows the dependence of q∗ on the concentration and a fit to (0.086±
0.002)C(0.34±0.02) confirming a scaling behaviour with concentration that is predicted

in the dilute regime of C1/3 [121, 122].
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Figure 4.23: SAXS profile of DP25 fully charged chains with different concentration.
Red arrows point the position of structure factor peaks.
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Figure 4.24: Structure factor peak position (q∗) as a function of chain concentration
for DP25(fully charged). Errors represent standard deviation.

4.5 The Radial Distribution Function of Interacting HG’s

The Radial Distribution Function (RDF) describes how the molecules (on average) are

located around each other in the system. It is a good way to see how the molecules

interact with each other in order to minimise the inter-molecular potential. For a liquid

phase system as particles have a more freedom to move, the RDF should be calculated

for a reasonable simulation time to be able to compare with the experiment.

To calculate the RDF, first it is needed to chose a particle and then consider spheres

with the constant distance between them (∆r) centred on the first chosen particle (see

figure 4.25a). Then the number of particles in the specific spherical shell at distance

r needs to be counted and divided by the volume of the shell and also the average

density of particles in the system. The mathematical formula for calculating the RDF

at distance r is given by;

g(r) =
n(r)

ρ4π2∆r
(4.11)

where, n(r) in the mean value of the number of particles in the sell at distance r from

the centre, ρ is the average number density of particles in the entire of system. To

calculate the RDF (g(r)), this process should be continued over all particles to have a

better average of particle’s arrangement inside the system and for an MD simulation,

this process goes over all steps of the (once equilibrated) simulation trajectory.
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(a) (b)

Figure 4.25: (a) Radial Distribution of particles around a particular particle at distance
r in a layer of ∆(r). (b) A presentation of how RDF for residues in the chains were
calculated.

Calculating g(r) for system of chains is not as trivial as performing the calculation for

atomic systems or spherical molecules. For the chains some residues can be close to the

residues on the other chain while other residues may be far from it. To solve this issue

g(r) was calculated taking each sugar residue as the centre of the sphere, and ignoring

intra-molecular residues. Using this method the radial distribution function for HG

chains with DPs of 6, 10 and 25 with different concentration and ionic environments

have been investigated.

Experimentally, the radial distribution function, g(r), was calculated from the inverse

Fourier transform of the structure factor, S(q). Basically, the measured scattered in-

tensity, I(q), is related to S(q) and to the form factor, P (q) through: I(q) ∝ S(q)P (q).

P (q) was taken from scattered intensity in dilute regime. As the HG chains are not

highly flexible to change their form factor considerably, it was assumed that P (q) will

remain the same for all studied chain concentrations. Using this assumption, S(q) was

extracted from I(q) and then g(r) was calculated from the inverse Fourier transform of

S(q) through [123]:

g(r) = 1 +
1

2π2

∫ ∞
0

dq
S(q)− 1

ρ
q2 sin(qr)

qr
(4.12)

where ρ is a parameter related to the density.
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4.5.1 Hexamer

Figure 4.26 shows the radial distribution function calculated as described above for

solutions of DP 6 HG with different chain concentration simulated by MD. The peak

of g(r) graph shows the most highly populated distance between chains in real space.

As it is expected, when the chain concentration decreases, chains have more space to

push each other away mediated by the electrostatic repulsion between them, so the

most highly populated distance between chains (the peak in the g(r) graph) increases.

The arrows in figure 4.26 indicates the position of the peak in g(r) graph for each

chain concentration. The positions of the peak maxima were identified by numerical

differentiation of the smoothed data and the inset in the figure shows how the peak

position, which we call it ζ, the correlation length, scales with the concentration. The

fitted curve shows that ζ scales with the concentration in a power-law form with the

power of -(0.30±0.02). This behaviour is expected for a three dimensional dilute system

where by changing of concentration, charged particles try to fill the box as much as

possible and distance between particles scales with the power of -dimension−1. As it

is well known that in dilute regime, below the critical (or overlap) concentration, the

polyelectrolyte peak scales with the concentration as C1/3 [121, 122] and as there is an

inverse relation between scattering vector(q) and real space distance(r) it is expected

to have a scaling of C−1/3 for ζ respect to the concentration of chains.

The effects of counter-ions concentration were investigated by running the simulations

with different salt amounts of added ions (Na+ and Cl−) (Simulations in this system

to date have used the minimum amount of ions required to neutralise the charges on

the chains). Figure 4.27 shows g(r) calculated for DP 6 HG oligomers from the MD

simulations with a chain concentration of 0.46% and different ionic strength solutions.

It can be seen in figure 4.27 when 130mM of salt was added in the system after neu-

tralisation, the probability of finding a chain in closer distance is higher,although the

most populated distance between chains appears to remain the same as that found the

neutralised system.

4.5.2 Decamer

In this section simulating HGs is continued with DP10. First simulations were run with

two different HG concentrations (figure 4.28a), and as expected in the high concentra-

tion systems chains are on average closer in comparison with the low concentration.
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Figure 4.26: Radial Distribution Function for DP6 (fully charged) with different con-
centration. Red arrows indicate ζ. Inset: ζ as a function of chain concentrations.
Errors represent standard deviation.

Figure 4.27: Radial Distribution Function for DP6 (fully charged, C=0.46%) with
different amount of salt in the solution.
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(a) (b)

Figure 4.28: (a) Radial Distribution Function for DP10 (fully charged) with two con-
centrations. (b) RDF for DP10 (C=0.46%) with different amount of salt.

Figure 4.28b shows the g(r) graphs of DP 10 with the concentration of 0.46% with dif-

ferent amounts of added ions and again as expected, like DP 6 in the previous section,

chains in higher salt concentration are able to come closer together.

Figure 4.29 shows a comparison between experimental data from this research group

and the results taken from MD simulation for the radial distribution function of DP 10

and DP 6 at 2.3% of chain concentration. It can be seen that the peak positions at g(r)

graphs for DP 10 are shifted to higher distance in comparison with the DP 6 owing to

the increased charge.The peak position and the difference of the position between the

different oligomers is captured well by the MD simulation. At the smallest length scales

however there is some discrepancy, likely owing to the failure of some of the assumptions

in the MD force-field (for example the breakdown of continuum electrostatics, such as

the assumption of the constant dielectric constant, or lack of proper consideration of

hydration waters).

4.5.3 DP 25

Finally DP 25, the longest chain that has been investigated in multi-chain simulations

on in a reasonable computational time is investigated. Figure 4.30 shows how the g(r)

graphs change with increasing of chain concentration in a similar fashion to found for

DP 6 an DP 10. Again the positions of the maxima in the g(r) curves (shown with

arrows) were extracted. In the case of the very low concentration simulation (0.26%)

an extrapolation was required to estimate the value of ζ given box size restraints. The
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Figure 4.29: Experimental and theoretical calculation of rdf for Decamer and Hexamer
(fully charged) in 2.3% of chain concentration. pH=7 for the experimental samples.

Figure 4.30: Radial Distribution Function for DP25 (fully charged) with different con-
centration. Red arrows indicate ζ. Inset: Power-law behaviour of ζ as a function of
chain concentrations. Errors indicate the standard deviation.
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inset in figure 4.30 shows how ζ varies with the concentration, and once again the fitted

line agrees well with the power law scaling of around -1/3 (0.31±0.02).

Along with the MD simulation results there were some other available experimental

data in this research group. The results are shown in figure 4.31 where the calcu-

lated correlation lengths at different concentrations for a variety of different degrees of

polymerization (DP) are shown.

For the SAXS measurements the DP varies from 6 to around 500 (for both the blocky

(B48) and random (R47) samples. Blocky and random refer to the charge distribution

pattern on the chain). For the samples with highest DP, namely B48 and R47, there is

a power law scaling of the correlation length, ζ, with concentration with an exponent

approaching 0.5, (the insert shows power law fit exponents versus DP). This suggests

that these systems are no longer dilute. At intermediate DP values a sample named

HG40 with DP ≈ 100 and a blocky charge pattern with a ratio of 60 % of the chain

having charged monomers has been investigated. This sample reveals a power-law

between the two predicted values of 1/3 and 1/2. Interestingly, this is similar to the

smaller sample labeled as DP25, which has DP distribution of 25 to 50, and 100%

unmethylesterified homogalacturonic acid. For the lowest DP samples, those with a DP

of 6, the scaling laws were only obtained at multiple concentrations using simulation, as

limited amounts of material were available for experimental work. However, the SAXS

results for the DP6 and DP10 samples at 23 g/L(2.3%) are included for comparison.

The simulation data indeed captures the scaling laws well and agrees well with the

SAXS data for the oligomer samples.

As the g(r) graph and SAXS profile both address the arrangement of molecules in the

solution therefore a connection between parameters taken from these two methods can

be found. Based on the definition of ζ, this real space distance is related to the q∗ seen

in reciprocal space and more directly measured in scattering experiments (discussed in

the beginning of this chapter) by:

q∗ =
2π

ζ
. (4.13)

Using this equation it is possible to calculate the predicted position of the structure

factor peak that would be observed in SAXS and compare these with calculations in

reciprocal space and ultimately with experiments. Table 4.1 shows the comparison

between q∗ calculated from equation 4.13 and the q∗ taken from figure 4.24 where the

structure factor was directly calculated. There is good agreement between the values

obtained from different methods and this gives a confidence not only in the soundness
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Figure 4.31: Correlation lengths, ζ, extracted from both SAXS and MD simulations
(fully charged) as a function of concentration. The insert shows extracted exponents
from power law fits as a function of degree of polymerization (DP). Error bars represent
95 % confidence intervals. pH=7 for the experimental samples.
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Concentration q∗ calculated from 2π
ζ [Å−1] q∗ from SAXS profiles[Å−1]

0.26% 0.057 0.053
0.58% 0.074 0.070
2.0% 0.101 0.115
3.6% 0.141 0.132
8.2% 0.172 0.175

Table 4.1: Comparison between structure factor peak position (q∗) calculated using ζ
taken from g(r) graphs and the value taken from the SAXS profile graphs.

Figure 4.32: Radial Distribution Function for DP25(fully charged) (C=0.46%) with
different amount of salt in the solution.

of calculations but also in assigning peaks that are from systems of interest and not

the concentration”box”.

Once again the effect of the ionic environments was studied, this time for DP25, and

figure 4.32 shows the change of g(r) for these HGs at a chain concentration of 0.58%.

As expected, adding more salt leads to a higher probability of the chains being found

closer together.

4.6 Uncharged HGs

At present there is no experimental SAXS data for completely methylesterifed or pro-

tonated systems, (these would be interesting as these conditions potentially remove
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polyelectrolytic effects). However, it is known that protonated chains interact with

each other and so it was deemed interesting to perform some theoretical investigations

here.

The radial distribution function was calculated for totally uncharged systems, either

fully protonated or fully methylesterified chains. Both system are completely uncharged

and in the protonated system there is a high chance for hydrogen bonds to form (the

favoured 31 conformation of the uncharged chains producing a propensity to form in-

termolecular H bonds).

To carry out the MD simulations for the fully protonated chain it was first necessary

to perform DFT and RESP fitting in order to obtain the relevant partial charges, as

described previously for the charged residues. Results for partial charges obtained from

a protonated trimer are given in table 4.2. It can be seen that as expected these are

slightly different from those applicable to the fully charged trimer (given in chapter 2),

particularly for the carbonyl groups.

Figure 4.33b shows a snapshot of the final steps in an MD trajectory for fully proto-

nated chains at C=0.58% tangling due to the formation of hydrogen bonds. In fact,

in the absence of electrostatic repulsion the probability of establishing hydrogen bond

junctions between chains is hugely increased and given enough time the chains com-

pletely stick together during the simulation. The number of intra- and inter-molecular

hydrogen bonds in the system during the simulation time can be seen in figure 4.34a.

It is clear that at the beginning of simulation where there are no connections between

chains the number of hydrogen bonds here indicates the number of intra-molecular hy-

drogen bonds (a). After about 10 ns of simulation, chains start to touch each other and

the number of hydrogen bonds starts to increase (b). With time the number of hydro-

gen bonds reaches double its starting value (c) with this increase related to appearance

of inter-molecular hydrogen bonds (See real-space representations).

The multiple states in the radial distribution function represented in figure 4.33a that

show a repeating distance are consistent with the size of individual sugar residues

(about 0.5nm) indicating multi-chain associations. It should also be noted that such

associations are not prominent in completely methylesterifed species despite the removal

of the stabilising charge. It could be because of geometric configuration of completely

methylesterifed species that prevents chains to be as close as protonated case and this

leads to have less hydrogen bound between species.
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Atoms Non-Reducing Central Reducing
C1 −0.07420 0.03340 0.21920
C2 0.20010 0.14000 0.08250
C3 0.16150 0.31260 0.32530
C4 0.18940 −0.09190 −0.20670
C5 −0.03200 −0.03660 0.06340
C6 0.75100 0.71520 0.67700
O1 −0.62290
O2 −0.61740 −0.61070 −0.61040
O3 −0.63510 −0.57590 −0.59050
O4 −0.62780 −0.32970 −0.18280
O5 −0.29620 −0.27860 −0.37030
O6 −0.58490 −0.56720 −0.55620
O7 −0.57690 −0.55700 −0.54220
HC1 0.16010 0.16070 0.10610
HC2 0.09540 0.13160 0.13660
HC3 0.05150 0.01490 0.04490
HC4 0.05980 0.16240 0.17960
HC5 −0.08040 0.13810 0.11850
HO1 0.47170
HO2 0.40310 0.40010 0.41570
HO3 0.42560 0.39340 0.39640
HO4 0.42300
HO7 0.44360 0.44520 0.44510

Table 4.2: The partial charge of atoms calculated for residues in a protonated trimer
and a schematic presentation of the repeating protonated residue.
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(a)

(b)

Figure 4.33: (a) Radial Distribution Function for fully protonated and fully methyl-
esterified HG solutions of DP 25. (b) A snapshot of MD trajectory showing the proto-
nated HGs stick together via hydrogen bonds.

(a)

(b)

Figure 4.34: (a) Number of Hydrogen bonds in protonated system during the simulation
time. (b) Arrangement of chains corresponding to time a, b and c.
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(a) Hydrogen bond between oxygen and
hydrogen in different water molecules.

(b) Geometrical Hydrogen bond criterion
adapted Gromacs manual [124].

Figure 4.35: Schematic representation of Hydrogen bond

4.7 Hydrogen bonds in HG clusters

Hydrogen bonding is the well known attraction between a hydrogen atom that is bonded

to a highly electronegative atom like oxygen via a covalent bound, with another elec-

tronegative atom around the hydrogen atom. One of the most famous hydrogen bonds

is between water molecules (figure 4.35a) where the oxygen atom draws electrons from

hydrogen becoming partially negative (δ−) and leaving hydrogen atoms partially posi-

tive (δ+). The electrostatic attraction between δ− and δ+ makes a bond between two

water molecules.

In Gromacs, to determine hydrogen bonds between donors (D) and acceptors (A), figure

4.35b, following geometrical criterion are used;

r ≤ rHB = 0.35nm

α ≤ αHB = 30◦
(4.14)

where r and α represented in figure 4.35b and rHB = 0.35nm is taken from the first

minimum of radial distribution function of SPC water.

As there are OH groups on HGs with δ−, δ+ charges on them there is a possibility of

intramolecular hydrogen bonds within a particular chain or intermolecular hydrogen

bonds with the other chains. Red dots in figure 4.36a shows a hydrogen bond between

hydrogen in hydroxyl group of a residue with O5 from the neighbouring residue, this

is an example of intra-molecule hydrogen bond in the system, while figure 4.36b, 4.36c

and 4.36d show the inter-molecule hydrogen bonds between hydroxyl group and O5,

two hydroxyl groups and hydroxyl-carboxyl group respectively. The hydrogen bond

length is between 0.3 and 0.35nm. Hydrogen bond categorised as Strong if the h-bond
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(a)

(b) (c) (d)

Figure 4.36: (a) Intra-molecule hydrogen bond. (b), (c) and (d) inter-molecule hydrogen
bond in the protonated HG chains, DP25.

length is between 0.22nm to 0.25nm, Moderate when h-bond length is in the range of

0.25nm to 0.32nm and as a week bond when it is between 0.32nm and 0.4nm [125].

Therefore, hydrogen bonds here are in the moderate category. Figure 4.37 shows the

distribution of hydrogen bond length found in a simulation of 0.58% fully protonated

DP 25.

These simulations suggest that qualitatively the MD simulations capture the long-

known association of HG chains in acidic conditions, and can form the basis of inter-

esting further SAXS studies on protonated samples.
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Figure 4.37: Distribution of hydrogen bonds for fully protonated DP25, Chain concen-
tration = 0.58%.



Chapter 5

Conclusion and Future Work

Overall the thesis demonstrates how MD simulations have been able to illuminate some

key areas of polysaccharide biophysics.

The work in chapter 2 starts by considering electrical transport phenomena and specifi-

cally provides a sound methodology for the calculation of the electrophoretic mobilities

of partially-charged oligosaccharides as a function of charge patterning and degree of

polymerisation. The methods and data presented in this project allow for the pre-

liminary identification of fragments without the time consuming necessity of purifying

standards, and allow experimental conditions that optimize the resolution of partic-

ular species to be ascertained and understood. This approach should be useful to

scientists interested in structure-function relationships of oligo-polyelectrolytes per-se,

particularly the oligogalacturonides, but also to researchers pursuing fragmentation of

polysaccharides as a way of ascertaining information on pre-digested substrates. If the

fragmentary processess used are well understood then modelling the form of the re-

sulting electropherogram gives a direct mapping between simulation and experiment,

and promises to help simulate fine structure ensembles that properly model the sub-

strate. Alternatively, if substrates with well-controlled patterns of methylester groups

are utilised then comparison of experiment with predictions can reveal detailed infor-

mation about the fragmentary processes themselves (such as enzyme action patterns).

In chapter 3 the work is extended to the study of larger polymeric molecules, still fo-

cussing on transport. By using carefully designed anionic polysaccharides, with differ-

ent degrees and patterns of charge, and performing MD simulations of their respective

electrophoretic mobilities, the role that counterion condensation plays in determining

the electrical transport properties of these polyelectrolytes was investigated in some
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detail. When the DM of HGs whose charged groups are randomly positioned along

the polymer backbone becomes low enough counterion condensation takes place. In

addition, HGs with non-random distributions of charged groups can exhibit local coun-

terion condensation regardless of the average charge spacing if the patterning of charged

groups becomes blockwise enough. In these cases both the number density distribu-

tion of mobile diffuse ions and the measured electrophoretic mobility reflect the charge

density of the ion-decorated polyelectrolyte. These simulations not only give a clearer

understanding of the physics in play but also permit that, if independent information is

available from other measurements regarding the charge patterning motif of the sam-

ple (for example something is known of the demethylesterfication process), then the

number of charges on the pre-condensed substrate can be ascertained from the charge

density of the ion-decorated species. That is; even in cases where counterion condensa-

tion is prominent, (for samples of low DM or a blocky nature) experiments that measure

the electrophoretic mobility can be still be useful indicators of the polyelectrolyte fine

structure.

Finally, in chapter 4 the conformations of isolated HGs and the interaction between

chains with different lengths and charge patterns were investigated. SAXS profiles

and radial distribution functions for different chain concentrations were calculated and

compared where possible with experimental data. The MD simulations match the ex-

perimental data well for isolated chains. Perhaps most importantly it was demonstrated

that multi-chain MD simulations were capable of capturing the evolution of a structure

factor (the so-called polyelectrolyte peak). In addition the behaviour of the peak in

different ionic strength solutions and the predicted power-low scaling of the peak po-

sition with concentration were observed. This gives confidence that the technique can

be usefully applied to situations where analytical expressions are unavailable, such as

complex charge patterning of the chains.

In addition, further work ripe for study includes the further examination of how SAXS

experiments at high q values (which are at the edge of the envelope in current Syn-

chrotron experiments) might reveal the details of chain conformations in solution (pre-

viously the exclusive realm of fibre and crystal diffraction). Our simulations suggest

that discrimination of conformations based on such experiments might be possible for

the first time. In addition further simulations and experiments addressing the hydro-

gen bonding of uncharged chains (methylesterified and protonated chains) promise to

reveal how local changes in charge, mediated by conformational changes, are reflected

in different degrees of aggregation. These systems make excellent targets for further

experimentation.



Appendix A

Glycam to Gromacs Unit

Conversion

To be able to do MD simulation using Gromacs package we need to use an appropriate

force field according to the chosen system. There are some force fields built in the

Gromacs ready to use for MD simulations, however there are some more force fields

not included in Gromacs. For example, GLYCAM has developed for carbohydrates,

but it is not included in Gromacs package and we need to implement it in a way that

can be used by Gromacs.

The latest GLYCAM parameters can be downloaded from http://glycam.org/docs/

forcefield/all-parameters/, but they have different units compare to the force

fields built in the Gromacs. Here we are doing a process for comparison between those

parameters and will try to find a conversion factors for GLYCAM parameters to be

used in Gromacs.

A.1 Bonded Parameters

A.1.1 Bond stretching

The first essential parameter in force fields is the bond parameter. In Gromacs, the

bond stretching potential between atom i and j which are covalently bonded in a

molecule is given by equation A.1 and presented in figure A.1.
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Figure A.1: schematic representation of bond stretching and its potential (Adopted
from Gromacs manual).

V b
ij =

1

2
kbij(rij − bij)2 (A.1)

where the kbij is the spring constant and bij is the equilibrium distance between atom i

and j. The unit of potential energy in Gromacs is KJ/mol and distance unit is nm.

In the other hand, the bond stretching potential used in GLYCAM is a bit different

and it is given by;

V b
ij = KB

ij(rij − bij)2 (A.2)

where KB is a constant value. The unit of potential energy in GLYCAM is KCal/mol

and unit for distance is Angstroms. So in terms of using values given in the GLYCAM

parameters file we do need a unit conversion as follow,

V b
ij(GLY CAM) = V b

ij(Gromacs)

KB
ij(

kCal

mol · Å2 )(rij(Å)− bij(Å))2 =
1

2
kbij(

rij
10

(nm)− bij
10

(nm))2

KB
ij(

4.184kJ

mol · Å2 )(rij(Å)− bij(Å))2 =
1

2
kbij(

rij
10

(nm)− bij
10

(nm))2

therefore

836.8KB
ij(

kJ

mol · nm2
) = kbij

(A.3)
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Figure A.2: schematic representation of angle vibration and its associated potential
(Adopted from Gromacs manual).

So the conversion factor for bond stretch constant from GLYCAM to Gromacs is 836.8,

which means that it should be multiplied to the GLYCAM parameters to be suitable

for Gromacs software.

A.1.2 Harmonic angle potential

For the angle potential we have the same sort of process to get GLYCAM parameters

meaningful for Gromacs. Start from harmonic angle potential used in Gromacs we

have;

V a
ij =

1

2
kθijk(θijk − θ0

ijk)
2 (A.4)

wile in the GLYCAM the potential angle expression is;

V a
ij = Kθ

ijk(θijk − θ0
ijk)

2 (A.5)

considering a different energy unit and same angle unit for CLYCAM and Gromacs
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Figure A.3: schematic representation of a dihedral angle and its associated potential
(Adopted from Gromacs manual).

leads to;

V a
ijk(GLY CAM) = V a

ijk(Gromacs)

Kθ
ijk(

kCal

mol · rad2
)(θijk − θ0

ijk)
2 =

1

2
kaijk(θijk − θ0

ijk)
2

Kθ
ijk(

4.184kJ

mol · rad2
)(θijk − θ0

ijk)
2 =

1

2
kaijk(θijk − θ0

ijk)
2

therefore

8.368Kθ
ijk(

kJ

mol · rad2
) = kaijk

(A.6)

So in the case of angle potential the conversion factor from GLYCAM to Gromacs will

be 8.368.

A.1.3 Proper dihedrals

Finally the last part of bond’s parameter which is important to describing the confor-

mation of molecule is dihedral angle. Figure A.3 represents a dihedral angle which is

an angle between ijk and jkl planes. The proper dihedral angle potential in Gromacs

defines as;

V d
ijkl = kφijkl(1 + cos(nφ− φs)) (A.7)

and in GLYCAM[1];

V d
ijkl = [V/2]φijkl(1 + cos(nφ− φs)) (A.8)
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Figure A.4: Representation of Lennard-Jones potential versus distance between atoms.

The provided values in the proper dihedral part of GLYCAM parameters are belong to

(V/2)[55], so the conversion process will be like;

V d
ijkl(GLY CAM) = V d

ijkl(Gromacs)

[V/2]φijkl(
kCal

mol
)(1 + cos(nφ− φs)) = kφijkl(

kJ

mol
)(1 + cos(nφ− φs))

[V/2]φijkl(
4.184kJ

mol
)(1 + cos(nφ− φs)) = kφijkl(

kJ

mol
)(1 + cos(nφ− φs))

therefore

4.184[V/2]φijkl = kφijkl

(A.9)

then the conversion factor for the proper dihedral potential is 4.184.

A.2 Non-Bonded Parameters

In the non-bonded part of total potential acting on an atom, there are an electrostatic

and Lennard-Jones potential. in the electrostatic potential (k
qiqj
r2
ij

) there is no con-

stant that needs any conversion from GLYCAM to Gromacs but in the Lennard-Jones

potential we need to do some conversion.

The Lennard-Jones potential can be formulated in two ways as follow;

VLJ = 4ε

[(σ
r

)12
−
(σ
r

)6
]

(A.10)

where ε is the depth of potential and σ is the distance where the total potential is zero.
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Parameter Conversion Factor

Bonded Parameters

Bond string constant 836.8
Angle potential constant 8.368
Proper dihedral constant 4.184

Non-Bonded Parameters(LJ)

ε 4.184
σ from rV DW 0.17818

Table A.1: Conversion coefficient for GLYCAM parameters to be suitable for Gromacs

This form of LJ potential is used in Gromacs. The other form of LJ potential which is

used in GLYCAM can be written as;

VLJ = ε

[(rm
r

)12
− 2

(rm
r

)6
]

(A.11)

where rm is the distance between two atoms when the net force is zero and they are

in equilibrium distance. Half of this equilibrium distance called Van der Waals radius,

therefore rV DW = rm
2 .

The Parameters given in the non-bonded part of GLYCAM file is for rV DW and ε [55].

The unit of ε in GLYCAM is kCal/mol, so to convert the unit of ε to kJ/mol and be

ready to use by Gromacs it is enough to times the given value by 4.184. The other

parameter that we need in Gromacs is σ. The relation between σ and rm is;

rm = 2( 1
6)σ (A.12)

however the parameter given in GLYCAM is rV DW which is half of rm so;

rV DW =
rm
2

=
2( 1

6)σ

2
= 2(−5

6 )σ (A.13)

by rearranging of equation A.13 and as the unit for length in GLYCAM is Angstroms

then we have;

σ = 2
5
6
rV DW

10
= 0.17818rV DW (A.14)

Finally, the conversion coefficient of GLYCAM raw parameters to be applicable param-

eters for the Gromacs can be summarized in following table;

By multiplying these conversion factors to the GLYCAM raw parameters we can get

appropriate values can be used by Gromacs.
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[8] Michael Bouix, Jérôme Gouzi, Bernadette Charleux, Jean-Pierre Vairon, and

Philippe Guinot. Synthesis of amphiphilic polyelectrolyte block copolymers using

”living” radical polymerization. application as stabilizers in emulsion polymeriza-

tion. Macromol. Rapid Commun., 19(4):209–213, 1998.

[9] Dmitriy Berillo, Linda Elowsson, and Harald Kirsebom. Oxidized dextran as

crosslinker for chitosan cryogel scaffolds and formation of polyelectrolyte com-

plexes between chitosan and gelatin. Macromol. Biosci., 12(8):1090–1099, 2012.

[10] Jean-Paul Vincken, Henk A Schols, Ronald JFJ Oomen, Maureen C McCann, Pe-

ter Ulvskov, Alphons GJ Voragen, and Richard GF Visser. If homogalacturonan

109



BIBLIOGRAPHY 110

were a side chain of rhamnogalacturonan I. Implications for cell wall architecture.

Plant Physiol., 132(4):1781–1789, 2003.

[11] Beda M Yapo. Pectic substances: From simple pectic polysaccharides to complex

pectins a new hypothetical model. Carbohydr. Polym., 86(2):373–385, 2011.

[12] Andrew N Round, Neil M Rigby, Alistair J MacDougall, and Victor J Morris.

A new view of pectin structure revealed by acid hydrolysis and atomic force

microscopy. Carbohydr. Res., 345(4):487–497, 2010.

[13] Beda Marcel Yapo, Patrice Lerouge, Jean-François Thibault, and Marie-Christine

Ralet. Pectins from citrus peel cell walls contain homogalacturonans homogenous

with respect to molar mass, rhamnogalacturonan I and rhamnogalacturonan II.

Carbohydr. Polym., 69(3):426–435, 2007.

[14] Debra Mohnen. Pectin structure and biosynthesis. Curr. Opin. Plant Biol.,

11(3):266 – 277, 2008. Physiology and Metabolism - Edited by Markus Pauly

and Kenneth Keegstra.

[15] Alexander Oosterveld, Gerrit Beldman, Henk A. Schols, and Alfons G.J. Voragen.

Arabinose and ferulic acid rich pectic polysaccharides extracted from sugar beet

pulp. Carbohydr. Res., 288(0):143 – 153, 1996.

[16] Henk A. Schols, Esther Vierhuis, Edwin J. Bakx, and Alfons G.J. Voragen. Dif-

ferent populations of pectic hairy regions occur in apple cell walls. Carbohydr.

Res., 275(2):343 – 360, 1995.

[17] Yu.S. Ovodov, R.G. Ovodova, O.D. Bondarenko, and I.N. Krasikova. The pectic

substances of zosteraceae : Part iv. pectinase digestion of zosterine. Carbohydr.

Res., 18(2):311 – 318, 1971.

[18] Christoph Rosenbohm, Inge Lundt, ToveM.I.E. Christensen, and NiallW.G.

Young. Chemically methylated and reduced pectins: preparation, characterisa-

tion by 1h {NMR} spectroscopy, enzymatic degradation, and gelling properties.

Carbohydr. Res., 338(7):637 – 649, 2003.

[19] MaxwellS. Bush, Mazz Marry, MaxI. Huxham, MichaelC. Jarvis, and MaureenC.

McCann. Developmental regulation of pectic epitopes during potato tuberisation.

Planta, 213(6):869–880, 2001.

[20] Susana M. Cardoso, Artur M.S. Silva, and Manuel A. Coimbra. Structural char-

acterisation of the olive pomace pectic polysaccharide arabinan side chains. Car-

bohydr. Res., 337(10):917 – 924, 2002.



BIBLIOGRAPHY 111

[21] Fernando Dourado, Pedro Madureira, Vera Carvalho, Ricardo Coelho, Manuel A.

Coimbra, Manuel Vilanova, Manuel Mota, and Francisco M. Gama. Purification,

structure and immunobiological activity of an arabinan-rich pectic polysaccharide

from the cell walls of prunus dulcis seeds. Carbohydr. Res., 339(15):2555 – 2566,

2004.
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